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A CORBA-Based Integration of
Distributed Electronic Healthcare
Records Using the Synapses Approach

Jane GrimsonMember, IEEE William Grimson, Damon Berry, Gaye Stephens,
Eoghan Felton, Dipak Kalra, Pieter Toussaint, and Onno W. Weier

Abstract—The ability to exchange in a meaningful, secure, and particular, the ability to support shared access to the healthcare
simple fashion relevant healthcare data about patients is seenrecord. In such an environment, the physical limitations of
as vital in the context of efficient and cost-effective shared or the paper-based record that restrict access to a single user in

team-based care. The electronic healthcare record (EHCR) lies inale locati t fi b . di t
at the heart of this information exchange, and it follows that a single location at one me become a major Impediment.

there is an urgent need to address the ability to share EHCR’s Whereas in the past, information technology (IT) could not
or parts of records between carers and across distributed health support all of the complex demands of the EHCR, this is

information systems. This paper presents the Synapses approachno |onger the case and EHCR systems are beginning to
to sharing based on a standardized shared record, the Federated emerge on the marketplace. How these systems will develop

Healthcare Record, which is implemented in an open and flexible d ticularly. h th il be int ted with
manner using the Common Object Request Broker Architecture and, more parucularly, how they wi e Integrated wi

(CORBA). The architecture of the Federated Healthcare Record €Xisting health information systems, is still an open issue and
is based on the architecture proposed by the Technical Committee standards are essential [4]. However, it is virtually certain

251 of the European Committee for Standardization. that if they are to support shared care successfully across

Index Terms—Common Object Request Broker Architecture ~Primary, secondary, and tertiary sectors, they must be able to
(CORBA), distributed information systems, electronic healthcare integrate health data that is distributed across heterogeneous

records (EHCR's), health informatics, open systems. computing systems. There is no possibility of a single solution
emerging that will meet the needs of all those involved in the
|. INTRODUCTION delivery of healthcare. The EHCR of an individual patient will

always reside in a multivendor, multisite environment with

T HE DEVELOPMENT of the electronic healthcare recordy,q jngividual parts, e.g., a general practitioner (primary care

i (EHCR) i_s tgking place against a background of increa hysician) record, a single hospital record, being complete in
ing computerization throughout the healthcare sector an ir OWN context.

growing movement toward team-based or shared delivery of,+ today offers a variety of solutions to “sharing,” including

healthcare. Until relatively recently, the main use of CompUte&—:neric approaches, such as federated database management
in the health sector was to support administrative and ﬁnanc@stems [5], [6], gateways [7], data warehousing [8], and
functions, whereas today there is agreement that the emphagis . recentiy the World Wide Web (WWW). Many of these
should be on supporting clinical functions with adminiStratiV?echnologies ,have been adapted for the healthcare sector
support as a byproduct [1], [2]. Good clinical computing,q,,qing for example data warehousing, such as OACIS [9],
is still more the exception than the rule [3]. The increasgeqration engines, such as Cloverleaf [10] and DataGate
in computerization means that health information about pFl'l] EDI through HL7 [12], and EDIFACT [13], and several
tienFs—es_peciaIIy iq the larger _teaching ho.spitals_—is Ofteékamples using WWW [14]-[17]. All of these systems only go
available in electronic form, albeit frequently in nomntegrategart of the way toward solving the problems of full syntactic
systems. _ and semantic interoperability. They do not provide truly open
_ Shared delivery of healthcare depends crucially on the allsiems in which it is possible for users to select best-of-breed
ity to share information between health professionals and'éBplications, plug them into some “middleware,” and expect
them to be able to exchange data in a meaningful way. In order

Ma”USCfiptdrice“r’]edEMay 6, 1398? revised August 31, 1998. This wotly gchieve such a flexible and open plug-and-play environment,
was supporte yt e curopean Commission. . . .

J. Grimson, G. Stephens, and E. Felton are with the Departmdfi® 1arge number of possible middleware architectures and
of Computer Science, Trinity College, Dublin 2, Ireland (e-mailinterfaces must be constrained through internationally accepted
jane.grimson@tcd.ie). . o _standards. In the European context, it is the working groups of
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The Netherlands. ’ text of sharing EHCR’s, the critical standard is the EHCR
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important contribution to an ongoing debate is the Healthcaapplications with a uniformly consistent view of records. Thus,
Information System Architecture (HISA), which defines #earing in mind the heterogeneity with respect to how patient
middleware-based approach [19]. Taken together, these timfbrmation and records are currently stored, it follows that the
standards provide a basis for sharing electronic records Ipeain characteristics of the Synapses computing environment
tween heterogeneous healthcare information systems [20].are as follows:

It is against this background that the Synapses project. federation:
was conceived. The aim of Synapses is to develop an opeRr integration;
and generic means for sharing healthcare records and related adaptation.

medical data in a simple, consistent, and secure way. The termyapation implies that the server has an appropriate adapter
federated healthcare record (FHCR) is used in the same Wgy each connected feeder system unless the feeder system is
as in a federated database system. A federated database sygigmqy synapses compliant. The adaptation required is one in
is a collection of independent, autonomous database systeffigich ‘diverse record architectures are mapped or converted
each with their own set of global users, which cooperalg 5 common architecture. Federation is facilitated by the
together to form an alliance or federation that enables glo%option of a common record architecture, and Synapses

users to access data across the participating systems ifaa pased its design around the work of CEN TC/251/PT1-
transparent manner [5], [6]. Formally, an FHCR is defined @g 1 18].

an integrated, communicable, combinable, and comprehensible
healthcare record that is based on a standard object model. _ _ _
It therefore ensures that the integrity and context of tHfe Information Viewpoint: The Record Architecture

information being exchanged is guaranteed. Standardization of the architecture of EHCR's is essential
This paper presents a solution to the problem of shariffthe records are to be used to support shared care involving
EHCR'’s that has been developed as part of the Synapsgficians from different disciplines and to enable the transfer
project—a three-year project funded under the Europegfrecords across national and cultural boundaries either for
Union’s (EU’'s) Fourth Framework Health Telematics Proreasons of increased patient mobility or for accessing expert
gramme [21]. The consortium consists of 26 partners from }galthcare advice (teleconsultancy). A number of groups in
different countries representing the health software indust®rope have been engaged in research into the architectures
sector, research institutes and universities, and end USEfSEHCR's, in particular, Working Group 1 of the CEN
through the participation of several hospitals. Section #iC/251, who has developed a prestandard [18]. This pre-
outlines the Synapses solution to sharing EHCR’s from tkgandard defines the basic architectural components of an
information and computational viewpoints, while Section IIEHCR and their logical interrelationships. The architecture is
discusses the implementation of the Synapses server usiiined to enable clinicians to make their own decisions about
CORBA. Section IV describes results from pilot applicationghat to record and in what format. It supports a common
in two diverse clinical domains—namely, an intensive caignderstanding of the necessary variety of the content and
unit (ICU)—and to support shared care between a grof§rmat of records. The prestandard was built on extensive
of general practitioners and a specialist diabetic clinic i@xperience developed in a number of projects funded under
a hospital. Finally, some general conclusions are made tlie Advanced Informatics in Medicine Programme of the
Section V. EU, in particular, the Good European Health Record (GEHR)
project [23]. GEHR developed a comprehensive multimedia
data architecture for using and sharing EHCR’s, with a strong
Synapses sets out to solve problems of sharing data kscus on meeting the clinical, technical, educational, and
tween autonomous information systems by providing gene#ghicolegal requirements.
and open means to combine healthcare records or dossiershe approach in Synapses is built around a canonical model,
consistently, simply, comprehensibly, and securely, whethesferred to as the Synapses object model or SynOM, which
the data pass within a single healthcare institution or betwegibvides structure to the Synapses FHCR, and in which the
institutions. The Synapses computing environment consistsigflividual components of a patient’s healthcare record are
client applications accessing in a controlled manner distributedmbined. Synapses is therefore exploiting many of the ideas
components of healthcare records through a server, where filsen federated database technology. More details of how
server is connected to “feeder systems,” in which such recofidglerated database technology is exploited within Synapses
and patient information are stored [22]. As the componengan be found in [24]. Federated database management systems
of the healthcare record are in general distributed across (F®BMS) seek to provide a loose coupling between hetero-
feeder systems, a client requests patient information inganeous information systems, allowing global users uniform
federating process leading to an FHCR: the Synapses serveirid transparent access to the data within those systems.
said to be an FHCR server. It is noted that once the federatimrappers are placed around the data in the local information
process has taken place the record exists as an EHCR gpstems to hide the underlying heterogeneity. In spite of
has the same properties as a record obtained from a singd@siderable research effort, the goal of providing a generic
feeder systemOne of the aims of Synapses is to present cliegblution to heterogeneous database interoperability has proved

1paper records are themselves generally a federation of components, @JW'V?’ forcing Orgamza.t'ons to constrain the prOblem by
component being delivered to the “folder” by healthcare professionals.  adopting a more pragmatic approach. In the case of Synapses.

Il. DESCRIPTION OFSYNAPSES
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this takes the form of an application-specific canonical dataThis kind of information will exist at different levels of
model, the SynOM. This restriction is essential to not onlgietail within different feeder system architectures, but where
preserve the meaning of the information being exchangédexists, this information must accompany the specific clinical
but also its context and structure, safeguarding the legdhta values to present their meaning faithfully and preserve
ethical, and clinical integrity of the record. An active objectmedicolegal integrity.

oriented data dictionary, th&ynOD stores the definitions a) SynOM: The proposed SynOM defines and extends the
of the record components/data objects that can be requesfetiof constructs defined in ENV 12265 to optimize the faithful
through the server by the client applications, together with alapping to and from a wide range of clinical databases and
of the information needed to decompose the queries to agsmprehensive EHCR architectures. Its classes and attributes
consolidate the responses from the feeder systems. provide a flexible and comprehensive model for clinical data

1) Synapses Object Modelthe challenge being addressedjerived from a diversity of feeder systems and from which
by the Synapses FHCR architecture is to provide a formalore sophisticated healthcare record models and messages can
representation of the generic characteristics applicable to @y constructed to suit the needs of individual client domains.
potential healthcare record entry arising from a feeder systemhe class diagram of the SynOM is shown in Fig. 1. A
now or in the future. description of the principal SynOM classes follows.

The very extensive investigations of user and enterprisep) RecordComponentRecordComponent is the abstract
requirements that have taken place over several years hpdge class for RecorditemComplex and Recordlitem (see
sought to capture the diversity and specialization across pikfinitions below). It defines the common attributes applicable
mary, secondary, and tertiary care, between professions agcll of the major classes of the SynOM for the following:

across countries. These requirements have been distilled ang o5q authorship, ownership, and duty of care responsi-
analyzed by expert groups across Europe to identify the basic

information that must be accommodated within an EHCR ,
architecture to do the following:

bilities;
subject of care;
* dates and times of healthcare actions and of their record-

« capture faithfully the original meaning intended by the

author of a record entry or set of entries; .
provide a framework appropriate to the needs of profes-e
sionals and enterprises to analyze and interpret EHCR’s

ing;

version control;

access rights;

emphasis and presentation.

on an individual or population basis; The complete set of attributes and their data types is still
* incorporate the necessary medicolegal constructs to siing refined, and different versions for this are presently being

port the safe and relevant communication of EHCRyaglyated.

entries between prOfESSionaIS Working on different sites. The SynOM distinguishes between the aggregation neces-

At present, however, a considerable wealth of healthcat@ry to convey compound clinical concepts and aggregation
information is held and will in the foreseeable future be heMithin a record that provides a flexible way of grouping
in diverse record architectures (“legacy systems”), incmdi@bservations that relate to the healthcare activities performed.
some very simple stand-alone applications. Synapses serfisexample of the former would bblood pressurewhich
must, therefore, be capable of accommodating requests prd compound concept composed syfstolic and diastolic
clinical information from this wide range of data architectureyalues. Examples of the latter would be the grouping to-
Future work within the CEN/TC251 may result in modificagether of observations under the general headinBtyfsical
tions to the current standard, and it is therefore important fexamination The RecordltemComplex and Recordltem con-
the FHCR, as modeled by the SynOM, to be as generic aBiflucts, respectively, represent these two broad categories of
flexible as possible to cope with future changes. aggregation.

2) Representing Contextual Informatiothe work of  €) RecorditemComplex (RIC)This class corresponds to
GEHR and ENV 12265 has drawn attention to the essentthe ENV 12265 construct of the same name. In the SynOM,
nature of contextual information captured alongside tHgecorditemComplex is the common abstract superclass for
individual clinical entries at the time of recording. Thighe high-level grouping of observations that relate to the
contextual information will include the following: healthcare activities performed. Two broad categories of RIC

« record authorship, ownership, and duty of care respon&f® defined in the standard and reflected in the SynOM

bilities; through two abstract subclasses of RecordlitemComplex, as

« subject of care; follows.

« dates and times of healthcare actions and of their record» OriginalRIC: This set of classes represents the origi-

ing; nal organizational structure (grouping) of sets of record
 version control; entries, as defined by the author(s) of those entries; it
 access rights; provides the medicolegal representation of the underlying

e aspects of certainty and accuracy; information.

« emphasis and presentation; * ViewRIC: This set of classes provide the means by which

« links to other record entries, medical knowledge, and alternative groupings and subsets of the original informa-

protocols. tion may be organized and preserved as permanent views

Authorized licensed use limited to: DUBLIN INSTITUTE OF TECHNOLOGY. Downloaded on August 12, 2009 at 11:01 from IEEE Xplore. Restrictions apply.
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g a DataRIC
............. Is clustered
ecordFolder olderRIC : Recordltem " with
- .
.

[ ]
points 1o | =wRT Whl CompoundItem] -Tementliem
' ' ]

ses reference

Uses query .
y4

Fig. 1. Class diagram of the Synapses EHCR record components.

in a patient’s record, unlike those generic views provided ¢ serialized set of readings taken over time but contributing

in an ad hocway by a client system. to one examination;

d) OriginalRIC: Three concrete classes of OriginalRIC are * definition of structures corresponding to electronic doc-
defined in the SynOM to provide for the nested aggregation uments.
of original groupings for record entries. iv) DataRIC: This class is intended for grouping observa-

i) FolderRIC: FolderRIC’s define the highest levels oftions under headingwithin a ComRIC. It therefore provides
organization within healthcare records. They will often be usédr the fine granularity grouping and labeling of record entries
to group large sets of record entries within departments or sitegth names that relate the clinical concepts to the healthcare
over periods of time, or to demarcate a prolonged illness aadtivities and processes surrounding the patient. Examples
its treatment. Examples of FolderRIC’s include an episode of DataRIC names include presenting history, symptoms,
care, an inpatient stay, or one stage of a disease process.investigations, treatment, drug prescription, needs, or plan.

ii) RecordFolder: The RecordFolder class is a special v) ViewRIC: Two concrete classes of ViewRIC are defined
subclass of FolderRIC. It defines the root folder within a singie the SynOM to provide for two differing mechanisms by
patient’s healthcare record, i.e., a Synapses FHCR must congilsich views may be generated.
of exactly one RecordFolder object. a) ViewRIC1: ViewRIC1 corresponds to the view record

iif) ComRIC: A medicolegal set of record entries reitem complex, subtype 1 in ENV 12265. The ViewRIC1
quired by the author to be kept together (to preserve megiovides a means for grouping entries within ComRIC'’s, at a
ing) when information is communicated using Synapses. TBgnilar hierarchical level in a record to the DataRIC. However,
original context of exchanged record entries is preservete data within a ViewRIC1 is derived through the use of
by ensuring that all persistent EHCR stores comprise ondypredefined query procedure, i.e., a ViewRIC1 comprises a
whole ComRIC’s. This explicitly includes caches and cachguery that generates a set of entries dynamically at the time
mechanisms. The ComRIC also defines the medicolegal cohgirta client request. The mechanism by which search criteria
for the inclusion of new entries within an EHCR: any new¢an be defined in a generic, durable, and portable manner
EHCR entry (even if stored on a local feeder) must be \githin the ViewRIC1 class is presently being developed. At

whole ComRIC. present, as in ENV 12265, the query procedures may only
Examples of ComRIC’s include the following: return Recordltems.
 data entered at one date and time by one author (similar b) ViewRIC2: ViewRIC2 corresponds to the View
to a GEHR transaction); Record Item Complex, subtype 2 in ENV12265. The
 information gathered through the use of a protocol &fiewRIC2 provides a static view of original information
template; through a set of references to the original entries or to groups

Authorized licensed use limited to: DUBLIN INSTITUTE OF TECHNOLOGY. Downloaded on August 12, 2009 at 11:01 from IEEE Xplore. Restrictions apply.
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of entries (i.e., Recordltems, DataRIC’s, and/or ComRIC'’s). Il—RF o0 Rocord ﬂ
therefore provides a mechanism by which information withi y
one ComRIC may logically appear inside another ComRIC —r FR Investigations I’]
since the originals of these cannot be nested. L“ R Toboratory JH
vi) Recordltem: Recorditem corresponds to the “record L <
item” concept of the ENV 12265. This class defines the Lﬂ r Bocheriry |
structure of the individual clinical entries within a record. It LFR N JI
is defined in ENV 12265 as “the smallest unit of information L
that remains meaningful as an entry in a healthcare record.” LI DR Albumin Static ]
An important aspect of its definition is the binding of a _[ R Meosuromont Name E‘“Albumin”
name (acting as a label) to each content value, providing the ‘ i e
individual quantities, dates, or clinical terms with a primary S vnits § et
context. The detailed model of the Recordltem class is still J DR Albumin Dynamic ||
being refined, and different versions for this are presently : = L0398
being evaluated. ‘JT ’ _Jogasos:

3) SynOD: The SynOD contains a standardized set of w Value e

definitions of healthcare objects, which can be mapped to the
local data representations of the “synapsed” feeder systeffig.2. ICU record, flexibly built using the objects defined in the SynOD.
These object definitions are expressed using only classes
derived from those found in the SynOM. Experience has
shown that a SynOD in a typical Synapses implementationAn €xample of using the SynOD to build part of an ICU
could contain tens to hundreds or even thousands of su€§ord is shown in Fig. 2. The part of the record illustrated
object definitions. In contrast to the SynOM, the SynOD # the figure concerns investigations (FolderRIC) that can
domain specific and contains the definitions for the healthc#i@nsist of a particular type of investigation, namely, laboratory
objects that will directly populate the record. In additiod@dain a FolderRIC), which in turn has a specific set of
to the record object definitions, the SynOD can be used lgporatory investigations—biochemistry (another FolderRIC).
store supporting sets of standard clinical object definitionshe biochemistry FolderRIC contains two Data RIC’s, which
which can be used to build part or all of the record. fpold the static and the dynamic data of an albumin test result.
could, for instance, contain a realization of a domain-specifi¢ote; other information content included in the above record,
object model produced by a standards organization. From tR@Mmely, the demographic and social information, are in the
perspective, the SynOD could be considered as a clinical c/44§ additional FolderRIC’s.
dictionary. It is important to note, however, that although a
class is a design-time concept, users can interact with tRe Computational Viewpoint: Synapses Interfaces
SynOD and add new clinical object definitions while the The interfaces in the Synapses computing environment are
Synapses server is running. shown in Fig. 3 in the form of a data flow diagram (DFD),
At run-time, the SynOD acts as template for the record. fhere the feeder systems are assumed to be non-Synapses
a client issues a request for a record, the server first cons@ggnpliant? The main interaction path corresponding to a client
the SynOD to determine the nature of the record that is to hgquest for a record and the response to that request involves
built and then constructs the record, again using only objegtg, P6, P7, and either P11 and P12 or P10 and P8, where the
derived from the SynOM base classes. processing in P11 and P10 takes account of the non-Synapses
The healthcare objects defined in the SynOD are capableceinpliance of current feeder systems. The long-term objective
being transferred between components of Synapses systghen standards have been widely adopted is to connect P6
or between Synapses servers using an exchange format thaictly to P12 and dispense with the adapter-like processing
is based on the SynOM. However, for two Synapses systepaguired in P10 and P11.
or servers to communicate meaningfully, they must at leastThe details of the individual processes of the Synapses
have shared those parts of their respective SynOD'’s, whighvironment shown in Fig. 3 are described in Table I.
describe the record components to be exchanged. The ultimat®he intent in Synapses, which is entirely consistent with the
aim is to have large standards-based portions of the Syn@Emotion of standards, is that the processing shown in P7,
agreed between all Synapses sites. This would enable serwts, and P10 is part of a migration strategy and will become
to communicate in an open manner, while still allowing pari@dundant when EHCR standards have been widely adopted.
of each SynOD to be customized to the local environment
at each Synapses site. It is hoped to be able to enhance theRecord Retrieval Interface

SynOD with objects defined by the object management group;, o beyond the scope of this paper to describe each

domain task group, CORBAmed [25]. . : . . .
In the meantime, the advantage of the SynOD is that Sllynapses interface in detail, and this section concentrates on

facilitates the exchange of objects between servers that Sha‘?él is assumed that there will be a migration period during which Synapses

f obiect definiti hile allowi T W||n0t be fully accepted and in which noncompllan't feeder systems are likely
standard sets of o JECt aetiniions, while allowing Personnfy he the norm. These feeder systems may be either full EHCR systems or
the freedom to define their own site-specific healthcare objeatsn-EHCR systems but contain patient data.
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Fig. 3. Top-level data flow diagram showing a Synapses server operating with non-Synapses compliant record and data feeder systems.

the Synapses interface that corresponds toSjxeinterface- 5) Find ContextRIC:The Find ContextRIC interface al-
ServiceOrder/SyninterfaceServiceReportraversal from the lows the Synapses client to retrieve the Ricld’'s of the Con-
DFD in Fig. 3. In the Synapses specification, this requestxtRIC’s contained within a particular record. ContextRIC’s
report traversal is implemented as tteeord retrieval inter- are ComRic’s and FolderRIC's.
face, and a use-case [26] description of the interface is shown6) Retrieve Class DefinitionThe Synapses client uses the
in Fig. 4. retrieve class definition interface to obtain definitions from
Each of the six operations supported by the record retrieB SynOD concerning classes against which it can issue
interface, as shown in Fig. 3, are described below. For &ueries against. The classes it can issue queries against are
of the operations except interrogate interfaces (P1 in Fig. 5plderRIC’s and ComRIC's.
the Synapses client must provide its identification so that the
server can ascertain the client’'s access rights.
1) Find Record: The find record interface enables the n
Synapses client to retrieve details concerning record identifi-
cation. The attributes that constitute record identification can

vary according to healthcare institutions and within healthcatrg validate the Synapses server and the implementations at

institutions. . .
. e . _two sites, Dublin (Ireland) and Amsterdam (The Netherlands),
2) Retrieve Folder RIC:This interface enables the Chentare based on the Common Object Request Broker Architecture

to retrieve details concerning FolderRIC's that appear ORBA) technology. The next section gives a brief overview
a specified record. The details returned by the server £CORBA

specified in FolderRIC object format that has yet to be
determined. The details concerning FolderRIC's are stored in
the SynOD. A. Overview of CORBA

3) Retrieve Search CriteriaUsing this interface, the coORBA is a middleware standard that is based on the
Synapses client retrieves a template of the criteria used cr@ncept of the Object Request Broker (ORB), as shown
search for patient records. With this template, the client cgp Fig. 5. The CORBA standard [27] describes ORB'’s as
provide a combination of attributes that can identify eithghediators between clients and application (server) objects,
a set of records or a single record. In order to retrieve thghich arrange for those objects to access each other across
details of record identification, the client uses the find recofktworks at run time. CORBA permits local proxies of the
interface. server object to be transparently created in the client's ad-

4) Retrieve ComRIC:This interface supports retrieval ofdress space. The client can operate on the proxy object to
any ComRIC that is held in a patient's record. When ehange the state of the object on the server. The means of
ComRIC is requested, everything below it, i.e., everything #chieving this goal is platform independent and hidden from
contains, is returned to the client. the developer.

. CORBA ENGINEERING AND TECHNOLOGY.
AN IMPLEMENTATION PERSPECTIVE

A number of different engineering platforms are being used

Authorized licensed use limited to: DUBLIN INSTITUTE OF TECHNOLOGY. Downloaded on August 12, 2009 at 11:01 from IEEE Xplore. Restrictions apply.



130 IEEE TRANSACTIONS ON INFORMATION TECHNOLOGY IN BIOMEDICINE, VOL. 2, NO. 3, SEPTEMBER 1998

TABLE |
PROCESS DESCRIPTIONS FORTOP-LEVEL DATA FLOw DIAGRAM
Process Description
No
Pl This process is used to enquire about the interfaces which are implemented and available from

the Synapses server. The process issues a Syn/nterface Service Order to P6, which returns a
Syninterface Service Report.

P2 This process is concerned with requesting and receiving clinical objects which have been
defined by the SynOD. The process issues a Request FHCR Object to P6 and receives a
Returned FHCR object from P6.

P3 It is necessary that the SynOD be administered i.e. that definitions of record components and
pointers to methods which are used to retrieve them from feeder systems can be inserted,
updated, deleted and selected by any process with permission to do so. This process interacts
with P6 using Dictionary Service Orders and Dictionary Service Reports.

P4 Administration of a Synapses server also includes tasks such as access control management,
audit trail specification and browsing, naming services and maintaining export schema. This
process issues a SysAdmin Order to P6 to request a certain administration function and it
receives a SvsddminReport in return.

P5 This process is used to update patient records or create new entries in records through the use
of New EHCR Entry and Update EHCR Entry.
P6 This process represents the functionality required to:

— inform other processes of the interfaces it supports.

— federate patient records.

— manage the SynOD.

— issue requests and receive replies concerning information stored in feeder systems.

— accept and process, in a limited way, updates to patient records.

- administer the above functionality in a secure and accountable fashion.

P7 This process accepts requests from P6 to retrieve certain Synapses defined objects from feeder
systems. Synapsing to the feeder system requires that the object requested is mapped to the
specific notation for the relevant feeder system, and when the data is returned from the feeder
system that it is “placed” into a Synapses defined object , Returned EHCR Object, and
returned to P6. P7 is a process which has generic and specific functionality. The generic
functionality can accept requests for certain Synapses defined objects and the specific
functionality relates to the manner in which each type of feeder system is connected to a
Synapses server.

P8 This process represents a feeder system which is a non-record system and contains patient
data which can be inserted into records and interacts with Synapses through Data Feeder
Specific Request and Data Feeder Specific Response - the wrapping being performed either
side of the interaction.

P9 This process is designed to provide the Synapses server with asynchronous notification of
events e.g. alarms or alerts
P10 This process is required when patient information is being retrieved from non-record systems

through Patient Data Request with the returned Patient Data Response. This process basically
builds synapses like record objects in Synapses’ own terms.

Pl This process is used where record objects are to be retrieved from record systems from as yet
non-Synapses compliant feeder systems through Patient Record Request and Patient Record
Response.

P12 This process represents a feeder system which is a record system, though non-Synapses

compliant, and contains patient records which are retrieved through Record Feeder Specific
Request and yielding the return Record Feeder Specific Response.

The architecture defines the following: * location transparency, which enables applications to in-
« architecture for communication between objects, which Vvoke interfaces without prior knowledge of the location
may exist in a distributed and/or heterogeneous comput- of their interface implementations;

ing environment; e access transparency, which enables applications to in-
« interface definition language (IDL) for defining the inter-  terwork across heterogeneous computer architecture and
actions between those disparate objects. programming languages.

The first version of CORBA, Version 1.1, was introduced b
the Object Management Group (OMG), Framingham, MA, i
19913 CORBA 2.0, which was adopted in 1994, defines true The implementation of the Synapses server prototype in-
interoperability by specifying how ORB'’s from different ven-tended for use at St. James’s Hospital (SJH), Dublin, comprises
dors can interoperate, thus allowing CORBA-based systemssteveral important components that are described below. Later
span heterogeneous computer systems [28]. in Section 1II-C, a description of the operations in the server

The architecture supports the following: is presented.

1) In-Memory Persistent SynOD and SynOD Database:
The development of the SynOM was influenced by the
3More information can be found at OMG's website: http://www.omg.orgfollowing implementation concerns.

. Implementation of the Server
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Client

Synapses
Clinical User

Fig. 4. Use-case for the record retrieval interface.

« SynOM structure should be stable while permitting th

definition of additional Synapses ECHR objects at ru | Clien gy Apparent Link
time. This measure minimizes the recoding necessary Chent. S‘erver
add new objects to the SynOD and keeps the exchar W |
format consistent between server implementations. _ /
¢ SynOD should be built such that the Synapses EHC : IDL \ : IDL / b e
could be (re)structured without, if possible, adding an Subs. ' - ORB ik 1:'c ; Ad;;f;
code to the system. : Interface | >0 i
As a result of the above criteria, the SynOD is built so thi : ST / ;
each entry in the SynOD is an instance of a SynOM clas ;
To improve efficiency, the SynOD is implemented as a s Ob_]ect Request iy

of persistent clinical object definitions that are constructe * :
in memory at server start up. During construction of thgig 5. Elements of the common object request broker architecture.
SynOD, open database connectivity (ODBC) calls are used
to communicate with a database in which the information that1) Implementation of FindRecordThe FindRecord opera-
comprises the SynOD is stored persistently. tion is the simplest of the operations described here. It returns
2) Record Structure Builder—A Tool for Creating SynOD’sa set of patient ID’s that represent patients whose medical
The SynOD for the server prototype is managed using a grajiformation is available to the server. The server makes use
ical editing tool known as the record structure builder (RSBpf ODBC calls to get a list of patient ID’s for ICU patients
This application stores the metadata required to construct befho fall into this category.
SynOM and SynOD in a database. The tool and the underlying2) Implementation of RetrieveFolderRIQRetrieveFolder-
database are designed to allow both the SynOM and Syn®{C is used to return the contents of a particular FolderRIC
to be remodeled with certain restrictions, without connectingee Fig. 7). The SynOD provides the template for the
to the server. The “live” SynOD on the server is updated bmposition of a record using RecordFolders, FolderRIC's,
“point to” the new SynOD database file. and ComRIC’s. This template is the same for each patient.
This allows the server to retrieve record structure information
C. End-User Application—Server Interface Using Orbix  from the SynOD rather than from a particular patient record.
In order to allow the server to return medical information RetrieveFolderRIC recovers a set of FolderRIC’s that have a

(in record format), the prototype uses a minimum subset Brticular HomeRIC in common. This HomeRIC is indicated
server operations from the Synapses record retrieval interfa¥.an input parameter. In effect, RetrieveFolderRIC returns
This section of the paper describes some of the key aspef® immediate contents of a particular FolderRIC. This allows
of the implementation. The server makes use of the Syn@iients to show a directory tree hierarchy of the various
(in recovering patient data or structuring information for thEolderRIC’s provided by the server while issuing iterative calls
electronic record) when replying to these calls. The impléo RetrieveFolderRIC to build the record.

mented operations that are described here are: FindRecord) Implementation of RetrieveComRI®Vhile  Retrieve-
RetrieveFolderRIC, and RetrieveComRIC. Fig. 6 is a sequerfcelderRIC allows the client access to information regarding
diagram that shows a typical set of calls to the record retrievtie structure of the EHCR, RetrieveComRIC allows access to
and user archive interfaces. In fact, these are the calls tta actual patient data. These data are stored on feeder systems,
would result from a user logon to a Synapses client, followesd the server must make requests to the feeder systems and
by an automatic traversal by the client to the “Albuminsassemble the recovered data “on-the-fly” into the Synapses
ComRIC in the SynOD example shown in Fig. 6. return format. The Ricld provided by the client indicates which
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Record client Record Retrieval User Archive
Interface Interface
Login
Validate User
Retrieve IDs

FindRecord

v
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Show Albumins

Client retrieves all
appropriate Record IDs

2 1 “ ” |Retrieve FolderRIC
Client retrieves “ICU Record ctneve rolder

. . « L ” Retri FolderRIC
Client retrieves “Investigations | etreve, Toder

Client retrieves “Laboratory” |Retrieve FolderRIC

Retrieve FolderRIC
) -

>

Client Retrieves “Biochemistry”

Client retrieves “Albumins” Retrieve ComRIC

Fig. 6. High-level sequence diagram showing a typical set of calls to the IDL.

Record Retrieval Kernel SynOD ReplyObject
Interface

Retrieve FolderRic eveFold

Request object from

Synod (Ricld) (RicId)

Instantiate Object

Instantiate
ReplyObjects (Ricld)

| It (ReplyObject)

Fig. 7. Sequence diagram detailing a traversal resulting from a RetrieveFolderRIC call to the record retrieval interface.

ComRIC is requested. This Ricld is used as a general indexn this traversal, the server composes a set of reply objects
to many associated parameters. The data retrieval modthlat are returned as record components at the record retrieval
in the server that accesses the data in the feeder systermtsrface.

configurable. Although it does not explicitly support connec- 4) Server Kernel-Record Fragment Construction within the
tion to any relational database, the design is generic enougynapses ServerSince a central record data store is not
to allow for future integration of additional relational feedeavailable to the server prototype to store newly created record
systems. Fig. 8 shows how the server prototype responds tisagments, all requests for patient data to the server result in
RetrieveComRIC call to the record retrieval interface. the construction of an “on-the-fly” Synapses container data
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Record Retrieval
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‘ IReplyObject
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Request object from Synod
(Ricld)
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For all children of Ricld
If object is ViewRic2

Trace ViewRic
(PointerRicld)

If object is ViewRicl
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QueryObject ( Objectld)

Instantiate ReplyObject
(Objectld)

Fig. 8. Sequence diagram of a traversal resulting from a RetrieveComRIC call to the record retrieval interface.

structure to hold the data. This subsection describes how
the SynOM and SynOD interoperate to form the “record  set of data that will be used to fill the container.
fragments” that can be passed on request to the client. d) If a particular piece of data appears more than once
The Synapses container data structure is a collection of in the result set in step c), more container objects are
SynOM classes (e.g., ComRIC, PrimaryData, RecordFolder, instantiated to hold the data.
etc.). The information on which classes are used and howe) Data are copied from the result set into the container.
they are linked to each other to form the relevant recordf) The now filled container is converted into an Orbix-
fragment container structure is obtained from the SynOD. The CORBA specific form and returned to the client through
data required to populate the record fragment container can the interface.
be one of two types: static or dynamic. Static data are thes) Server—-Feeder System Interface Using ODBIDBC
same for each instance of the record fragment. Since theéseused to connect the Synapses server prototype to the
data do not vary between records, they can either be stotiétributed feeder system. When the server is about to issue
once in the SynOD or as part of the server code. Dynamic datajuery, a module in the server uses meta-information stored
vary according to time, circumstance, patient identity, etc. ang, record items in a ViewRIC1 to form the query. When the
therefore, need to be recovered from the appropriate feegesponse is returned, this same module dynamically creates
systems. Some record data, such as signatures and commani$,fills record items with the data.
will not be stored on the feeder systems. Data of this typeln line with the idea of interoperable record servers and
must then be stored on the server on a per patient basis. feeder systems, it is intended that in the future servers will
When a request for a particular RIC arrives at the server, tbemmunicate with other record servers and record-based
server follows six steps to complete the request, as followsfeeder systems by exchanging Synapses record components
a) In response to a RetrieveFolderRIC or RetrieveComRISing XML.
call from the end-user application, the server issu& Some Comments on Using the Extendable SynOD:
a request to the appropriate SynOD object to recovere SynOD is flexible and allows users to develop a record
container information for the particular fragment of the  structure that suits their enterprise. This also means that
record that has been requested. it is more likely to be able to cover different healthcare

results of these methods are parsed and formed into a

b) SynOD constructs an empty record container. This con- domains than a model that is explicit and difficult to
tainer is a recursive structure that can be filled with  extend.
the relevant data. As part of the container constructione Server presents a very simple (CORBA) interface to the
process, static information is copied into the container client that allows access to records. This contrasts with
from the SynOD. This information consists of En-  the fixed model approach that, given the complexity of
closedRIC, SucceedingRIC, LogTime, and LogSign. The a healthcare record, would tend to lead to a detailed and
RecordID and Ricld are also added at this point. complicated server interface.

c) Data recovery methods from the server—feeder interfaces Unlike a detailed and fixed model of the record that gives

module are invoked on the relevant feeder systems. The

application developers an explicit-but-complex model on
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which to base their implementation, the approach d€&omRIC operations to create the record in its own address
scribed in this paper requires that the client accommodateace. It is apparent from the definition of the Retrieve-
a changing record structure. This requires added intelfrolderRIC and RetrieveComRIC operations that there is still
gence on the client side. something missing—this is the Synapses record exchange
» There are storage and operational overheads associdtgthat. The Synapses exchange format is a specification
with using full record items in place of simple clas®f interfaces to the concrete RIC and record item classes
attributes. of the SynOM. This exchange format takes the form of a
« Flexible nature of the SynOD can lead to interoperabilityet of IDL interfaces. A small but representative portion of

problems in the short term. For instance, using a detailéus IDL—an IDL description of the ComRIC interface—is
and fixed model of the record, if every record server usé¥luded below:

the same model, there is less chance of misinterpretation

of patient record data when they are transferred between

systems.

typedef sequence < RecordItem > RecordItemSq;

D. IDL Description of the Record Retrieval Interface

Technologies such as ActiveX, CORBA, XML, and Java have

typedef sequence < DataRIC > DataRICSq;
The Synapses server specification does not dictate which...
technologies should be used to implement a Synapses server.

been used at other Synapses sites. However, the implemenZ /ComRICIntertface.
tations carried out in both Dublin and Amsterdam have been interfaceComRIC : ContextRIC

based on the use of CORBA as the communication mechanism{
The use cases for the Record Retrieval Interface shown
above can be expressed using the following IDL:

//Aggregation using sequences

//Record Retrieval Interface

interface RecordRet{

//operations

void FindRecordIDs

(in UserIdTyp Userld in SearchItemsTyp,
SearchItems out RecordIdSq FoundRecordIds);

void FindContextRic

(in UserIdTyp Userld, in RecordIdTyp Recordld,
in RicIdTyp ContextRicId,

out
ContextRicIdSq, FoundContextRicIds);

void RetrieveFolderRic,

(in UserIdTyp UserId in RecordIdTyp RecordId,
in DispDateTyp DisplayDate, in RicIdTyp
FolderRicId,

out
ContextRicSqFolderRicContent);

void RetrieveComRic

(in UserIdTyp UserId in RecordIdTyp RecordId,
in DispDateTyp DisplayDate,,
in RicIdTyp ComRicId

out ComRIC
ComRicContent);

J%

readonly attribute DataRICSq

CRContentsDR;
readonly attribute RecordItemSq
CRContentsRI;
b
IV. APPLICATION DOMAIN RESULTYPREVIEWS
A. Overview

The principal output of Synapses is a set of specifications
of the Synapses object model, the SynOM and its associated
object dictionary, the SynOD, and the server and its interfaces.
As with all telematics application program projects, Synapses
places great emphasis on the importance of validation. “Val-
idation is the process of evaluating a system or components
during and at the end of the development process to determine
whether it satisfies specified requirements” [29]. In Synapses,
the objectives of validation are identified as follows:

« verification of the results of Synapses through selected
pilots, with broad coverage of both clinical and technical
domains;

« demonstration that the solutions found within the domains
of the pilot projects are also applicable in a wider context
by extending the validation to new sites.

The five verification sites are SJH (intensive care), Royal
Marsden Hospital NHS Trust (oncology), Academic Medical
Centre, Amsterdam (shared care—diabetes), Central Hospital
of Akershus, Oslo, Norway (internal medicine and general
surgery), and Geneva Canton Hospital (general), Geneva,
Switzerland. An additional four sites are introduced in

In Section 1lI-C, it was seen that the record retrieval inthe demonstration phase. The aim is not only to validate

terface provides an entry point for the client, which makabe specifications in a variety of geographical settings and
recursive invocations of the RetrieveFolderRIC and Retrievelinical domains, but also using a variety of underlying
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Fig. 9. Engineering/technology description of the AMC Synapses implementation.

technologies, including, in particular, distributed objecirchitecture is the Synapses server, which obtains patient
technology. Two of the main sites have implementeidformation from the following feeder systems:
the Synapses specification using Orbix, lona Technologies1) centralized laboratory information system:;
implementation of the Object Management Group, Common?2) HIS;
Object Request Broker [30]. 3) blood gas analyzer;

4) vital signs monitors.

In this implementation, each of the feeder systems will
be accessible using SQL, although it is possible also to use

The AMC has implemented the Synapses server to suppaon-SQL databases. The connection between the server and
shared care between two groups of general practitioners amune databases will be supported through the use of ODBC.
a hospital (endocrinologist and diabetes nurse specialist) fiie connection between the client and server is implemented
the care and management of patients suffering from Diabetes specified in the Synapses specification and using lona’s
Mellitus Type II. The prototype supports general practitioneaLORBA technology, Orbix [30] (see Fig. 10).
(GP) referral to the hospital, GP request for and receipt of The end-user application at the SJH site has been developed
advice form either the endocrinologist or the diabetic nursesing Microsoft Visual Basic and uses an ActiveX-CORBA
as well as providing access to a shared diabetic patidmidge to invoke operations on the server prototype. The
record [31]. current Synapses server prototype has been constructed

The Amsterdam prototype, Fig. 9, features two clienising Orbix version 2.1C and Microsoft Visual+G-. It
applications for viewing medical record information, asretrieves the data required to build the record from the

B. AMC Synapses Server Implementation

follows: feeder systems using ODBC. The next version of the
1) GP client, an internet-based client for the general pragerver will connect to the laboratory information system
titioner; using SQL.

2) Mirador—a Windows 95-based medical workstation for
the internist and diabetes nurse.

Both clients are connected to the Synapses server by means
of specific client adapters. These adapters translate requ@stgseneral Comments
and responses exchanged between the clients and the Synapses

server. The prototype also includes the following feeder sys-A_S ha_s been ind_i<_:ate_d, the principal output of the Synap_ses
tems: project is a specification of the Synapses common object

. ] model, the SynOM, together with its associated dictionary, the

1) MicroHIS—a UNIX-based GP syst.em, SynOD, and of the Synapses server and its interfaces. These
2) ARCOS—a PC-based GP system,. . . specifications are currently undergoing rigorous validation in a
3) HISCOM HIS—a UNIX-based hospital information SyS'\/ariety of geographical settings and clinical domains and using
tem. ) ) ) ] different technology solutions. Of particular relevance to this

The server combines diabetes related patient mformatlnger is the use of CORBA as the underlying communications
from the three-feeder systems to form the record. technology at two of the five main sites: Amsterdam Medical
Centre (AMC) and SJH. These two sites demonstrate two quite
different environments for the delivery of shared care and

impose quite different demands on the Synapses server. The
The target environment for Synapses in SJH is the ICWZU is a highly data-intensive environment requiring the close
where patient information is required to operate a patieimtegration of complex data, both synchronous (e.g., from
management system (PMS). The central component in thieline monitors) and asynchronous (e.g., from laboratory in-

V. CONCLUSIONS

C. SJH Synapses Server Implementation
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Fig. 10. Engineering/technology view of the SJH Synapses server.

formation systems). Shared care of patients suffering frombatween clients, feeders, and the server. This implies that a
chronic disease, such as diabetes, represents a more looselform encryption policy must be selected and used by all
coupled environment with less time-critical interactions besomponents. Furthermore, an end user must only be required
tween carers. It is clear from the validation so far that boti identify themselves once (single signon). This implies that
the Synapses specifications are sufficiently flexible to supparicentral authentication facility must be offered. Once a user
what are effectively almost the two extremes of the sharéaés signed on to the distributed system via the Synapses
care spectrum. Client applications can use the Synapses sep@sver, their identifiers are passed on to the respective feeder
to build both a shared intensive care and a diabetic recog¥stems when data are requested. However, authorization is
incorporating information from a variety of legacy feedethe responsibility of the different feeder systems, as it is they
systems. The prototypes that have been built to date are limiw@o “own” the data.
in scope, but the performance using CORBA appears to beOther open issues include full support for server-to-server
satisfactory with most responses being delivered to the cliditeroperation as well as the important issue of unique pa-
in under 3 s. tient identifiers, which is a particularly challenging prob-
Other sites in Synapses—a total of nine in all—are udem in those countries that do not have national patient
ing a variety of other technologies, and the specification identifiers. However, even when there is a unique national
proving robust and flexible to accommodate these approacté@ntifier, it is not unusual to find a variety of different
as well. Currently, a set of guidelines is being devempéaatient identifiers being used by patients in different systems.
that will detail the steps required to migrate gradually to The CORBAmed person identification service specification
Synapses environment. A major advantage of this approa%!ﬂgeStS basically two ways for correlating patient identifiers:
is that it facilitates the migration to an EHCR, the FHCR@ttended and unattended mode. In the former case, end users
by populating the record with data from existing heterogé'® preseqted with a list of matching alternatives and they
neous systems rather than requiring major investment in n@%@k? the final ;elef:tlon themselves.. In the unattended mode,
technology. th_e _flnal selection is made automatically [25]. The_ stra_t_egy
Secure exchange of information between the feeders, Hfiihin Synapses would then be to map general identifiers
Synapses server, and client applications means dealing ap 0 specific feeder |dent|f|e_rs as close as possible to the
priately with the issues of authentication, encryption, and alfeder systems, preferably in the adapters to these feeder
thorization. Although security is not formally to be addresse%’Stems' . . . .
as part of the present project, it is clearly an essential feature of "¢ Use of agent technology is also being investigated,
the Synapses approach and is being addressed in a limited w r_t|cularly in relation to the Iocatlpn of records. A prototype
In particular, it is planned in association with the Ishtar proje ent has been d_eveloped that actively searches for and gathers
[32] to identify the security requirements for Synapses in lig l{]ks to records in other recqrd SETVErs. The“Imks" can be
of legal and other considerations. Individual demonstrators g.dEd by the user to electronic records in the “local” server.

Synapses, in which they are dealing with real patient d{;}I]aIs envisaged that agents of this type would operate in a

" . - . erarchical manner, with each successive layer of agents in
will, of course, have to ensure confidentiality and security, bit - - ) Yy 9
a traversal providing additional location details across fewer

it may not prove possible to implement a common strate%/ ;
) . L formation systems.

across all sites. A very important decision to be made when

dealing with these issues is how to allocate the responsibilities. )

Both encryption and authentication are the responsibility & S0me Comments on Using CORBA

the distributed system as a whole and must therefore beThere is a trend in hospitals toward increasing automa-

handled centrally. It is envisaged that, in many Synapstien and distribution of instruments and data. As medical

installations, it will be necessary to encrypt all communicatiotechnology is notoriously heterogeneous in nature, it can be
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assumed that in the short to medium term there will be an
increasing requirement for technologies that can cope Wi;r
distributed heterogeneity. It has been well documented [2 jl]
that CORBA facilitates interoperability between heteroge-

neous distributed systems while hiding the complexity of thd?
networked environment. The added benefit of CORBA is that

it allows both data and services to be specified. While it

could be argued that a record only consists of data, a fullff’]
automated record system requires security, user validatiga
services, patient identification, and correlation services, among
others. [5]

A record server may not only use the pull-based approach of
asking for data and getting it, but also a subscribe and receiV®
approach, which would be used for real-time information,
such as vital signs data. CORBA provides a standard waly]
of integrating data and services of this type. This type of
service is essential for a full record server implementatiorfg]
in a real-time data intensive location, such as an ICU. Apaib]
from presentation functionality, there is little requiremenif0]
for the client to invoke operations on the record objec
themselves. We found that CORBA was quite efficient gz
passing record objects between server and client. Neverthel¢ssg,
it was concluded that in the absence of methods on record
objects, the efficiency of the exchange could be improved ifs;
records could also be passed in a second mode of transfer,
as a set of serialized strings (for example, as XML documeﬂgl
fragments) in a CORBA response.

Substantial time delays were noted between the client and
server when large amounts of data were transmitted. This i'§]
under investigation to see whether this delay is due to the
Orbix/OLE automation server or due to the server side of the
implementation. [

Finally, the level of abstraction in CORBA means that it
is possible for a group of designers, developers, and domé&fl
experts to discuss domain-specific problems in a way that
is extremely useful for implementers. Use of IDL aided0]
the discussion on aspects of the implementation work. For
example, it could be used by client developers and the seryg
interface developers to discuss and agree on objects that
could be transmitted between them. It could also be us
by the server interface developer and the server developer
to discuss mapping between server code and interface
code. [23

In summary, the experience gained in the Synapses project
in the use of CORBA technology to support the integratiof#4!
of distributed EHCR’s has been positive. Two demonstrators
have been built, one to support shared care in an ICU ajd]
the other in diabetes care. The scalability and distributidf®]
transparency benefits to be derived from the use of CORB#y)
will be even greater in more widely distributed environments
involving server-to-server communication between hospital[§8]
regions, and nationally.

18
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