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A cost effective distributed location management strategy for
wireless networks
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The mobility feature of mobile stations (MSs) imposes a large burden on network traffic control as a result of location management.
Design issues of location management include MS registration (updating) and call set-up (paging). Previous approaches introduced
several network topologies for updating and paging procedures, but most of them focused on a single problem: either updating optimiza-
tion or paging optimization. In this paper, we design and integrate two mechanisms, distributed temporary location caches (TLCs) and
distributed home location registers (HLRs), to reduce database access delay and to decrease network signaling traffic in both updating
and paging for low power, low tier micro cellular systems. By using TLCs, our approach can improve the performance of updating and
paging in comparison with previous approaches. Experimental results based on our analytic model show that our location management
procedures have lower HLR access rate, lower registration cost, and lower call set-up cost than other approaches.

1. Introduction

In recent years, the development of wireless commu-
nication networks has grown rapidly. Fixed and wireless
networks adopt quite different approaches to network con-
trol on end users. A mobile station (MS) may access fixed
network services via wireless and fixed networks. Due
to the mobility of MSs, high-performance connection set-
up controls and location management strategies are neces-
sary [10]. In Internet, we transmit datagrams to a fixed
end user based on its IP address. But in a wireless mobile
network, we cannot adopt IP communication protocols for
mobile users directly. In order to switch incoming calls to
an MS efficiently, the MS should report its location to the
network periodically. We call this reporting procedure as
MS location registration (updating). An MS will perform
the registration procedure wherever it enters a new service
area. When a call arrives, the network broadcasts this call
to one or more registration areas (RAs) to locate a specific
MS, where an RA consists of one or more cells, forming a
contiguous geographical region [8]. We call this procedure
as call set-up (alerting paging). Any time an MS enters
a new service area, it informs the network about its new
address. This will cause high traffic cost in its registration
procedure. However, when a new incoming call arrives,
no extra cost is needed because the network already knows
exactly the location of each MS anytime. If the whole net-
work belongs to one large service area, an MS can roam
around it without any registration operations. But it may
result in high overhead because the paging signal has to
be broadcast to the whole network. More paging opera-
tions mean more network signaling traffic. More updating
procedures result in more database access load. Thus, we
should select a good MS tracking policy to minimize the
total location management cost (MS registration plus call
set-up).

As the number of MSs keeps increasing, the cost of up-
dating and paging due to the complexity of network signal-
ing and the delay of database access become undesirable.
Our design goal is to reduce the overhead in location track-
ing procedures. To solve these problems, we integrate two
mechanisms. One is distributed temporary location caches
(TLCs). A TLC has a location cache like a cache in a
file access system. It reuses MS location information to
simplify the complexity of network signaling. The other
is distributed home location registers (HLRs). To reduce
database access delay, we use only HLRs, which are dis-
tributed in the network, for MS registration and call set-up
without any traditional visitor location register (VLR).

The remainder of this paper is organized as follows. Sec-
tion 2 gives an overview of existing approaches. We pro-
pose our location techniques including network architec-
ture, MS registration (updating), call set-up (paging), and
the associated TLC activities in section 3. In section 4,
we give a formal representation of location management
protocols. Performance analysis and experimental results
are given in section 5. Finally, we make a few concluding
remarks in section 6.

2. Related work on location management

Due to large demand for wireless communications and
the MS mobility feature, location management becomes an
important issue. As mentioned before, location manage-
ment techniques focus on two major tasks: MS registration
and call set-up. MS registration involves updating location
databases when current location information is available,
while call set-up involves querying of location databases to
determine the current location of the called MS [1]. Ex-
isting location management techniques can be classified as
follows: centralized database architectures and distributed
database architectures [1].
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Centralized database architecture keeps the original net-
work topology unchanged. They use the location proce-
dures modified from IS-41 or GSM, or add some functions
to the IS-41 or GSM network devices to improve network
performance. Distributed database architecture completely
changes the network topology. It distributes subscribers
profile to several databases and provides a new algorithm
for location management. We will review some represen-
tative algorithms for each case.

2.1. Centralized database architecture

Ref. [12] provides a simple approach to locate MSs. It
uses a central database (HLR) to maintain the location in-
formation of all MSs in the network. Although its algorithm
and implementation are simple, when the number of mobile
users keeps increasing, it would be hard to store all MS’s
information in the central database. It will also increase
database load if multiple users access the only database si-
multaneously, and the network would be down when the
database crashes.

Current researches on location techniques are almost
based on the standard, IS-41 [6] or GSM [13,15]. Both
standards are based on two-level databases, HLR and
VLRs, to maintain the MS’s location information. A per-
user location cache scheme was studied in [8]. It maintains
a local storage or a cache of user profile at the STP (sig-
nal transfer point [14]). A cache entry is added whenever
an MS is called through the STP. When another call ar-
rives for that MS, the STP first checks the cache to find the
called MS’s location information. If it is a cache hit, the
STP directly transmits the call to the destination STP and
completes the call. Because the called MS may move to
another service area which is not associated with the cache,
the IS-41 call set-up scheme is used to locate the MS in
this situation. In this case, it not only cannot improve the
performance of call set-up, but also can increase its com-
plexity. If there is no entry in the cache for the called MS, it
would perform an IS-41-like call set-up procedure to locate
the MS. Although the per-user cache can reduce network
signaling traffic and the number of database accesses dur-
ing the call set-up, when an MS registers, it still needs to
access HLR and VLRs.

2.2. Distributed database architecture

Ref. [10] removes all VLRs and only retains HLRs for
location information storage, which manage MSs initially
registered in each access network. Whenever an MS moves
into a different RA, a registration message is delivered to
its HLR to update the current location. At call set-up, lo-
cation information is retrieved once from the MS’s HLR to
determine the current location of the MS [10]. This scheme
reduces the number of database accesses for mobility man-
agement at the cost of some increase of network signaling
traffic [10]. It assumes that there will be enough capac-
ity of signaling network with the advances in fiber optic

technology [10]. However, with the prosperity of multi-
media applications, the capacity of signaling network is al-
ways a concern. Our approach not only reduces the number
of database accesses, but also decreases network signaling
traffic. A hierarchical location registration scheme is in-
troduced in [16]. Its database architecture is a tree. MS
locations are kept by the database at the leaves. An MS
entry is created in each database from a leaf to the root. The
root (highest layer) may be the earth followed by country,
state, etc. The leaf (layer one) may be an RA [16]. When-
ever a call is initiated, it just reaches any one database in
that path, and knows the called MS’s address. This scheme
can reduce signaling message traveling distance, but it in-
creases multiple database access and query operations when
it performs MS registration or call set-up. A location data-
base partition scheme is proposed in [2]. It distributes all
its databases in the network, and the architecture is also
similar to a tree. It collects mobility patterns and partitions
the location database into several groups. If an MS moves
around in the same group, it does not need to register. This
algorithm minimizes the number of registration operations
with a high mobility rate. However, before constructing
the databases, MS moving and call arriving patterns are re-
quired in advance, and it still has the same disadvantage
as [16] when it performs call set-up.

3. Design approach

In this section, we propose new location management
protocols. We first show the proposed network architec-
ture. We utilize the user locality property to simplify lo-
cation techniques. User locality in a mobile computing
environment can be looked at from both spatial and tem-
poral points of view, and with respect to the movements of
MSs and the calls that are made to them [4].

3.1. Network architecture

In our network topology, there are two layers of net-
works: access networks and transport networks [10], as
shown in figure 1. The transport network is based on
the asynchronous transfer mode (ATM) technology to
provide one access network to connect to another ac-
cess network. The access network is the interface be-
tween MSs and the wireless network [13]. Different ac-
cess networks are connected via a transport network.
Each access network includes some components, like
a home location register (HLR), a temporary location
cache (TLC), mobile switching centers (MSCs), base sta-
tion controllers (BSCs), base stations (BSs), and mo-
bile stations (MSs). Our approach does not require any
VLR. The functions provided by the VLR and MSC are
now supported by the TLC and MSC. A TLC is a dy-
namic cache, whose entries change with mobile users.
It maintains a local storage of user location information
and issues the MS registration and call set-up messages.
Note that our approach is more suitable for a low power,
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Figure 1. Overall network topology.

low tier micro cellular system, where a TLC is expected to
have a high hit ratio due to user locality during MS reg-
istration and call set-up. MSCs provide typical switching
functions and coordinate location registration and call set-
up procedures. An MSC handles MS registration, performs
call set-up, and forwards TLC queries. That is, the MSC’s
functions are modified such that it talks to the TLC directly.

3.2. MS registration (updating)

In order to deliver calls, the network must keep the lo-
cation information of each MS. The data in the databases
become incorrect as an MS moves around the network.
So, the location information stored in the databases should
be updated when an MS moves out of its current service
area. When an MS moves, traditional registration proce-
dures would need to coordinate between HLR and VLRs.
In addition, it generates high signaling traffic due to data-
base accesses. We improve the registration procedure to
avoid these disadvantages. In our algorithm, we divide the
registration procedure into two types: intra-access network
(intra-AN) registration and inter-AN registration.

3.2.1. Intra-AN registration
As an MS moves around an access network, it would

pass through many RAs. Whenever an MS moves to a new
RA in the same access network, it only informs its location
to the local TLC and updates its associated entry about its
RA identifier (RAI). We use a TLC not only for registra-
tion, but also for routing purpose. An MS registers at its
associated MSC by sending the upd req(TMSI,RAI,acc no)
message containing the following identification data: tem-
porary mobile subscriber identity (TMSI), new RA iden-
tifier (RAI), access network number (acc no), and some
authentication data. A TMSI consists of an HLR’s address
and a ciphered MS identifier, where the former is for find-
ing the MS’s home HLR and the latter is used for finding
the MS entry in its home HLR [10]. Figure 2 depicts the
relationship between each network device. The intra-AN
registration procedure in figure 3 is described as follows:

Figure 2. Intra-AN registration in an access network.

Figure 3. Signal flow of intra-AN registration.

1. When an MS enters a new RA in the same access net-
work, it issues a registration request, upd req(TMSI,RAI,
acc no), to the associated MSC.

2. The MSC forwards this request to the local TLC and the
local TLC determines that it is an intra-AN registration
by acc no and then executes update entry(RAI).

3. The corresponding TLC entry of that MS is updated and
update ack is sent back to the MSC.

4. The MSC informs the MS of successful intra-AN regis-
tration by sending upd ack.

If an MS stays in an access network, the cost due to the
registration procedure can be reduced because the MS does
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Figure 4. Signal flow of inter-AN registration.

not need to register at its home HLR. This is especially
useful when an MS moves far away from its home access
network and stays in a remote access network.

3.2.2. Inter-AN registration
When an MS roams around the whole network, it may

pass through many access networks. The signal flow of our
inter-AN registration procedure in figure 4 is described as
follows:

1. When an MS enters a new RA, not in the same access
network, it issues a registration request, upd req(TMSI,
RAI,acc no) to the associated MSC.

2. The MSC forwards this request to the local TLC. The
local TLC determines that it is an inter-AN registra-
tion by acc no and then executes update entry(RAI).
It updates an entry for that specific user and forwards
upd req(TMSI,RAI,acc no) to the MS’s home HLR. The
local TLC also asks the old TLC that the MS last visited
to insert a redirection pointer by issuing redir upd(RAI).

3. The HLR entry of that MS is updated and, if success-
ful authentication, it then returns an acknowledgement,
upd ack(new TMSI), to the MSC through the local TLC.

4. The MSC informs the MS of successful inter-AN regis-
tration by forwarding upd ack(new TMSI).

The redirection pointer in the old TLC helps to decrease
the miss rate during call set-up. In the MS registration
procedures (intra-AN and inter-AN registration) mentioned
above, our scheme has less database access delay than pre-
vious strategies.

3.3. Call set-up (paging)

In our proposed call set-up, we divide our call set-up
procedure into two types: local call set-up and remote call
set-up, and illustrate them as follows.

3.3.1. Local call set-up
If the calling party and the called party are in the same

access network, it is a local call set-up. Figure 5 shows
the call set-up path between two MSs. In figure 6, we only

Figure 5. Local call set-up in an access network.

Figure 6. Local call set-up.

need to search the address of the called MS in the local
TLC. The detailed steps are described as follows:

1. When an MS initiates call req to the associated MSC,
the MSC would issue a search request to the local TLC.

2. The local TLC has the called MS’s address information
since the calling and called MSs are in the same access
network. The local TLC forwards call connection to the
called MSC.
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3. The called MSC pages the called MS and waits for its
acknowledgment. If the called MS is not in use, it re-
sponds paging ack to the called MSC.

4. When the called MSC receives responses, it issues
call confirm to the calling MSC through the local
TLC.

5. The calling MSC informs the calling MS that the call
request is successful by sending call ack.

The local call set-up completes a call fast, and it needs
less signaling traffic and fewer database accesses. During
the MS registration, the local TLC will update the MS loca-
tion information. When a call request arrives, it only needs
to access the local TLC to get the address of the called MS.
This way is more cost effective than accessing the HLR,
which may be far away.

3.3.2. Remote call set-up
A remote call set-up situation occurs when the calling

and called parties are in different access networks. There
are hit and miss cases in our remote call set-up. Figure 7
shows the miss case of a remote call set-up. It means that
the TLC does not have the called MS’s location information
entry and the calling MS should query the called home HLR
to retrieve the location information of the called MS. If the
called MS is steady and is requested again later, its address
can be found in the local TLC. We call this as the hit case
of a remote call set-up as shown in figure 8. In the hit case,
database access delay can be reduced and a connection can
be established right away. We summarize the hit and miss
cases as follows:

1. When an MS initiates call req to the MSC, the MSC
would issue search to the local TLC.

2. If no called MS location entry is found in the local
TLC (the miss case), the local TLC queries the called
MS’s home HLR to get its routing address. The HLR
returns the routing address to the local TLC. The lo-
cal TLC adds an entry of the called MS. The local
TLC then issues call connection to the remote TLC,
and the remote TLC passes this message to the remote
MSC.

3. If the local TLC has the called MS location informa-
tion (the hit case), it retrieves the routing address from
the local TLC without accessing the called MS’s home
HLR, and the local TLC issues call connection to the
remote TLC, and the remote TLC passes this message
to the remote MSC.

4. The remote MSC pages the called MS and waits for
its acknowledgment. If the called MS is not in use, it
responds paging ack to the remote MSC.

5. When the remote MSC receives paging ack, it is-
sues call confirm to the calling MSC through the local
TLC.

Figure 7. Remote call set-up (miss).

Figure 8. Remote call set-up (hit).

6. The calling MSC informs the calling MS that the call
request is successful by issuing call ack.

There is another miss situation where an MS moves be-
tween two consecutive calls. This will cause a null paging
in figure 8. We call this as a null miss. To solve this
problem, we insert a redirect pointer in the old TLC as
inter-AN registration and redirect the connection request to
the access network where the called MS is visiting. The
idea is similar to the forwarding pointer introduced in [9].
If a call arrives at a TLC that the MS last visited, the old
TLC will redirect the call to the remote TLC according to
the redirection entry in it. Figure 9 shows the signaling
message flow in the null miss case. We see that the null
miss case is similar to the hit case with additional signals
between the new and old TLCs. In the null miss case, the
local TLC will get a location entry from the old TLC so
that subsequent calls can be forwarded directly from the
local TLC to the remote TLC. Based on the user local-
ity property, our call set-up procedure can reduce network
signaling traffic and database access delay by using TLCs.
This is especially useful in the hit case of a remote call
set-up.
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Figure 9. Remote call set-up (null miss).

4. Formal representation of location management
protocols

When an MS enters a wireless network, it will perform
some procedures (ex. MS registration or call set-up) to han-
dle its activities. Since every message will pass through the
MSCs, we will define the finite state diagram (FSD) of an
MSC to illustrate our location management protocols. In
the following figures, we use the notation X/Y to mean
that message X is received, and message Y is sent by the
MSC [5]. We also define a symbol “∗” to mean that there
is no sending or receiving message in this state. We divide
the MSC FSD into two parts, and describe them below.

4.1. FSD of an MSC for signaling flow during MS
registration

The FSD of an MSC for signaling flow during MS regis-
tration is shown in figure 10. There are four states described
as follows:

• Idle state It means that the MSC does nothing, and it
just maintains the connections to BSCs, the TLC, and
the HLR.

• InterReg state The MS issues an inter-AN registration
request, and the MSC goes to this state.

• IntraReg state The MS issues an intra-AN registration
request, and the MSC goes to this state.

• Error state If the MSC does not receive any response in
a limited time (timer expired) or the registration request
is invalid, it will be in this state.

4.1.1. MSC state transitions
The state transitions are described as follows:

1. State Idle.

• to IntraReg: (upd req/update entry): The MSC re-
ceives upd req(TMSI,RAI,acc no) request and sends

Figure 10. FSD of an MSC during MS registration.

update entry(RAI) for updating location information
in the local TLC. Based on acc no in upd req, the
MSC can distinguish which state (IntraReg or Inter-
Reg) to go.

• to InterReg: (upd req/update entry): The MSC re-
ceives upd req(TMSI,RAI,acc no) request from the
MS and goes to this state by acc no in upd req. Also,
the MSC issues update entry(RAI) to inform the local
TLC to update the MS location entry.

2. State IntraReg.

• to Idle: (update ack/upd ack): If the MSC receives
update ack, it means the intra-AN registration is suc-
cessful. It then issues upd ack to the MS to inform
the request is completed.

• to Error: (∗/time exp): Every time the MSC issues
update entry(RAI), it will initialize a timer. The MSC
should receive a registration response before the timer
expires. If the timer expires and the MSC did not
receive any response, the MSC will go to the Error
state and issues time exp to inform the MS.

3. State InterReg.

• to Idle: (upd ack/upd ack): If an MS performs suc-
cessful inter-AN registration, the MSC will receive
upd ack with a new TMSI and forwards it to the MS.

• to Error: (reject/invalid): To screen invalid users, the
HLR will check if the MS is legal by upd req. If the
MSC receives invalid, it will go to the Error state
and then issues reject to the MS.

4. State Error.

• to Idle: (∗/reset): When the MSC is in the Error
state, it would issue reset to the MS to re-register.

4.2. FSD of an MSC for signaling flow during call set-up

The FSD of an MSC for the signaling flow during call
set-up is shown in figure 11. We will focus on the calling
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Figure 11. FSD of an MSC during call set-up.

MSC and in the following, “the MSC” means the calling
MSC. The FSD for signaling flow during call set-up in-
cludes three states:

• Sleep state Its activities are the same as the Idle State
in the MS registration.

• Active state The MSC waits for some responses (e.g.,
call confirm, busy, or time exp), while the MS issues
call req.

• Busy state If the called MS is busy or there is no re-
sponse, the MSC will go to this state.

4.2.1. MSC state transitions
The state transitions are described as follows:

1. State Sleep.

• to Active: (call req/search): Whenever the MSC re-
ceives call req, it will go to the Active state and issue
search request to the local TLC to search the called
MS’s address.

2. State Active.

• to Busy: (busy/call reject) or (∗/time exp): If the
called MS is busy and receives call connection, it will
go to the Busy state. In this situation, the MSC also
sends call reject to the MS.

• to Sleep: (call confirm/call ack): In the Active state,
the MSC waits till it gets call confirm. Then, the
MSC sends call ack to the MS to indicate that the
call request is successful. Every time the MSC issues
a search request to the local TLC, it should receive
responses in a limited time. If the MSC does not
receive responses before the timer expires, it will go
back to the Sleep state and issue time exp to the MS.

3. State Busy.

• to Sleep: (∗/release channel): Once the MSC is in
this state, it means that the call request is not com-
pleted or unsuccessful. The MSC would send re-
lease channel to the MS to release the reserved re-
sources and go back to the Sleep state to wait for the
next request.

Figure 12. State transition diagram for an imbedded Markov chain.

5. Performance analysis and experimental results

We develop an analytic model to study the performance
of our proposed location management protocols. To evalu-
ate, it is necessary to model the user behavior in our net-
work architecture. The user behavior can be classified into
two parts: (1) the user mobility behavior model, which
describes the way a user moves around the network, and
(2) the call set-up model, which describes how the call is
set up when there is an incoming call for a user using our
cache scheme (TLC).

Parameters used in our analytic model are summarized
as follows:

• CL: cost of transmitting signals via a local link (in an
access network).

• CR: cost of transmitting signals via a remote link (in a
transport network).

• HC: cost of querying or updating an HLR.

• TC: cost of querying or updating a TLC.

• δTLC : TLC hit ratio.

5.1. User mobility behavior model

We model the activities of the MS registration using an
imbedded Markov chain where state i (i > 0) is defined
as the number of RAs, i, that the MS has passed by. The
state transition diagram for the imbedded Markov chain is
given in figure 12. State N is defined as an MS has passed
through N RAs in one access network. The state transition
ai,i+1 (0 6 i < N ) represents the MS moving rate (from
state i to state i + 1) to the neighboring RA in the same
access network. The transition di,0 (1 6 i 6 N ) represents
the MS moving rate (from state i to state 0) to another RA
out of the access network.

In [3], the border crossing rate out of a given circular
area for a single moving user is given by

σ = 2
v√
πa

, (1)

where a is the circular area size. We will evaluate our
model using the above equation. Assuming the shape of an
RA is circular, we apply equation (1) to an access network
containing M equally large RAs and each with size aRA.
The border crossing rate γ for an MS out of an RA is

γ = 2
v√
πaRA

(2)
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and the border crossing rate µ for an MS out of an access
network is

µ = 2
v√

πMaRA
= di,0, for 1 6 i 6 N. (3)

Note that an MS that crosses an access network border will
also cross an RA border. So, if we want to obtain the rate
for RA crossings for which the MS still stays in the access
network, the following is obtained from equations (2) and
(3):

λ = γ − µ = γ

√
M − 1√
M

= ai,i+1, for 0 6 i < N. (4)

The parameters λ and µ are used in our Markov process.
We consider Pk which is the equilibrium probability of
being in state k of the process. Thus we get

(λ+ µ)Pk = λPk−1, 0 6 k 6 N ,
(5)

λP0 = µ(P1 + P2 + · · ·+ PN ).

Let us now apply the z-transform [11] method. As usual
we define

P (Z) =
∞∑
k=0

PkZ
k. (6)

We then multiply by Zk, sum, and then identify P (Z) to
obtain in the usual way

(λ+ µ)
∞∑
k=1

PkZ
k = λ

∞∑
k=1

Pk−1Z
k. (7)

Solving P (Z) we have

P (Z) =
(λ+ µ)P0

λ+ µ− λZ =
P0

1− λ
λ+µZ

. (8)

We may now invert equation (8) by inspection [11] to obtain
the solution Pk, namely,

Pk = P0

(
λ

λ+ µ

)k
, 0 6 k 6 N. (9)

As we know, the sum of probabilities of all states is “1”,
so we have

N∑
k=0

Pk = 1. (10)

In order to solve for P0 we use equations (9) and (10) to
obtain

P0 =

[
1 +

N∑
k=1

(
λ

λ+ µ

)k]−1

=
1− λ

λ+µ

1−
(

λ
λ+µ

)N+1 . (11)

Thus, finally,

Pk =


1− λ

λ+µ

1−
(

λ
λ+µ

)N+1

(
λ

λ+ µ

)k
, 0 6 k 6 N ,

0, otherwise.

(12)

We use Cintra and Cinter to represent the cost of intra-AN and
inter-AN registration, respectively. Based on equation (12),
the average registration cost (Creg) of our approach after an
MS has crossed N RAs is

Creg = P0Cinter + P1Cintra + 2P2Cintra + · · ·+NPNCintra

= P0Cinter + Cintra(P1 + 2P2 + · · ·+NPN )

= P0Cinter + Cintra

(
N∑
k=1

kPk

)
. (13)

According to our network architecture, Cintra and Cinter costs
are

Cintra = 2CL + Tc, (14)

Cinter = 4CL + 2CR +HC + TC. (15)

We will compare our mobility model with [10], which
has been reviewed in section 2.2 and is referred to as
DHLR. In the DHLR approach, a registration message is
transmitted to the MS’s MSC and then is forwarded to the
MS’s HLR to update its current location [10]. Next, a reg-
istration response message is sent back to the MS. So the
average registration cost of DHLR is

Creg = 2CL + 2CR +HC. (16)

5.2. Call set-up model

In this section, we will investigate the effect of TLCs
which yields net reduction in network signaling and data-
base loads. We use CMR (call-to-mobility ratio) [8], which
is the average number of calls to an MS from an AN per
unit time divided by the average number of times that an
MS changes RAs per unit time. For each user, the TLC
hit ratio will affect the amount of savings. The entry of a
called party is associated with its registration and call set-
up behavior, which tends to have a high TLC hit ratio due
to user locality.

First of all, based on our remote call set-up steps, we
divide them into hit and miss cases. The cost in the hit case
is Ch, and the cost in the miss case is Cm. We get the total
cost of call set-up (Ccall) as follows:

Ccall = δTLC × Ch + (1− δTLC)× Cm. (17)

The cost of Ch is obtained based on the proposed architec-
ture and protocol. Therefore,

Ch = CL + TC. (18)

Since the miss case involves querying the TLC and the
HLR, we have

Cm = (CL + TC) + (2CL + 2CR +HC + TC)

= 3CL + 2TC + 2CR +HC. (19)
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From equations (17)–(19), the average call set-up cost of
our approach is

Ccall = δTLC(CL + TC)

+ (1− δTLC)(3CL + 2TC + 2CR +HC)

= (3CL + 2TC + 2CR +HC)

− δTLC(2CL + 2CR + TC +HC). (20)

In the DHLR approach, a call set-up message is trans-
mitted to the called MS’s HLR for getting the called MS’s
current location. Then, the called MS’s location is trans-
mitted to the calling MSC [10]. So, the average call set-up
cost of DHLR (Ccall) is

Ccall = 2CL + 2CR +HC. (21)

Now we consider the CMR factor. In the equilibrium
state, the CMR is

CMR =
α

β
,

where α is the mean call arrival rate, and β is the time the
MS resides in an RA that has mean 1/β. In [8], the hit
ratio of a cache

δ =
α

α+ β
, (22)

and we can derive CMR, assuming incoming calls are a
Poisson process and inter-move times are exponentially dis-
tributed. Thus,

CMR =
δ

1− δ . (23)

5.3. Numerical results

The following statements for low power, low tier micro
cellular systems are assumed to give a reasonable represen-
tation of the average behavior of MSs:

1. The average speed of an MS is 5.6 km/h [7].

2. An RA includes 14 cells.

3. The shape of a cell is circular, and its radius is 200 m.

4. A cell can support at most 50 populations.

5. The ratio between TC and HC is 1/5.

We will evaluate our user mobility model based on the
above assumptions. The impact on the load and delay of
an HLR is defined by the rate of HLR updates. Figure 13
shows the relation between the mean HLR update rate (Uh)
and the AN crossing rate (P ). Note that P is µ/(λ + µ).
To decrease HLR loads and signaling transmitting distance,
we should keep the HLR update rate low. In figure 13, we
see that as the AN crossing rate varies from 0.15 to 1,
the mean HLR update rate of our proposed protocols is
always smaller than that of DHLR except when P = 1.
In this case (P = 1), it means that there is only one RA
in the access network. That is, RA border crossings also
cause access network border crossings, so that the HLR

Figure 13. Mean HLR update rate under various P .

Figure 14. Average registration cost under various N .

update rate of our proposed registration protocol is equal
to that of DHLR. The smaller HLR update rate of our
registration protocol results in less HLR delay and net-
work signaling traffic in comparison with that of DHLR.
In DHLR, when an MS moves out of one RA, it always
updates its home HLR. In our registration protocol, only
crossing access network borders needs to update the HLR.
The comparison between our registration cost and that of
DHLR is shown in figures 14 and 15. We consider the
cases of Cintra/Cinter = 1/2, 1/5, and 1/10. Figure 14
shows the average registration cost between our approach
and the DHLR under various numbers of RA crossings (N ).
Our approach is always better than DHLR under different
Cintra/Cinter. In the following figures, we use the case of
Cintra/Cinter = 1/10 in the experiments. Figure 15 shows
the average registration cost ratio between our approach
and DHLR under various numbers of RAs (M ) in the
access network with different numbers of RA crossings,
where N = 1, 10, 40, 100. According to the user locality,
if the access network size becomes large, the MS becomes
mobile mostly in one access network. Our average reg-
istration cost is lower than that of DHLR for all values
of N .
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Figure 15. Average registration cost ratio under various M .

Figure 16. Average call set-up cost under different hit ratios.

In figure 16, we show the average call set-up cost be-
tween our scheme (hit and miss cases) and DHLR. The
average call set-up cost of DHLR is independent of the hit
ratio and we see that our hit ratio lower bound is at the hit
ratio of 0.1 in comparison with the DHLR. This means that
our call set-up procedure outperforms the DHLR for up to
90% of miss cases. Figure 16 also shows that the cost of
adding TLCs to the network by comparing the miss case
and the DHLR. Based on the definition of CMR, as CMR
increases, an MS receives calls more often relative to the
rate at which it changes access networks. This parameter
attempts to reflect the user locality for calls received by
MSs inside an access network. The relation between CMR
and the average call set-up cost ratio is shown in figure 17.
The ratio Ccall(proposed)/Ccall(DHLR) represents the percentage
of cost reduction between our call set-up with TLCs and
the DHLR. This figure indicates that by using TLCs, our
scheme has significantly better performance than the DHLR
if CMR is large. For example, when CMR = 5, the call
set-up cost of ours is about 75% less than that of DHLR.

Figure 17. Average call set-up cost ratio versus CMR.

6. Conclusions

In our network model, we propose and integrate two
mechanisms: distributed TLCs and distributed HLRs, to
handle user location procedures. The location management
procedures include MS registration and call set-up. These
procedures fully utilize the user locality property. We use
the TLC to reduce network signaling traffic and to decrease
database access delay during MS registration and call set-
up. If an MS receives calls or moves under user locality,
our location management protocols with TLCs can avoid
the shortcomings, mentioned above, of existing approaches.
Other advantages of our location management procedures
are as follows:

(1) Intra-AN registration is faster and more effective.

(2) Local call set-up can be established faster.

(3) In a remote call set-up, the call connection is estab-
lished directly through the TLC.

Experimental results show that our registration procedure
has a small mean HLR update rate and low registration
cost. In addition, with a high TLC hit ratio, the call set-up
cost can be reduced significantly. By the call to mobility
ratio, our call set-up protocols are suitable for MSs with
high called rates.
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