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A Coupled A-H Formulation for Magneto-Thermal

Transients in High-Temperature Superconducting

Magnets
L. Bortot, B. Auchmann, I. Cortes Garcia, H. De Gersem, M. Maciejewski, M. Mentink, S. Schöps,

J. Van Nugteren, and A.P. Verweij

Abstract—The application of high-temperature superconduct-
ors to accelerator magnets for future particle colliders is under
study. Numerical methods are crucial for an accurate eval-
uation of the complex dynamical behavior of the magnets,
especially concerning the magnetic field quality and thermal
behavior. We present a coupled A -H field formulation for the
analysis of magneto-thermal transients in accelerator magnets.
The magnetic field strength H accounts for the eddy current
problem in the source regions containing the superconducting
domains, while the magnetic vector potential A represents the
magnetoquasistatic problem in the normal and non-conducting
domains. Furthermore, we include a thin shell approximation
for the source regions, making the formulation suitable for large
scale models composed of thousands of tapes. In this work, the
relevant equations are derived and discussed, with emphasis
on the coupling conditions. The weak formulation is derived,
and numerical results are provided in order to both, verify the
formulation and scale it to the size of an accelerator magnet.

Index Terms—High-temperature superconductors, eddy cur-
rents, magnetic fields, magnetization, finite-element analysis,
superconducting coils, accelerator magnets.

I. INTRODUCTION

Particle colliders for high-energy physics are powerful tools

for investigating the fundamental structure of matter. Circular

accelerators such as the Large Hadron Collider (LHC) [1]

rely on high-field magnets based on low-temperature supercon-

ductors (LTS), which exhibit field-dependent superconducting

properties [2]. This imposes a practical limit in the achievable

magnetic field in the magnet aperture of about 8T for Nb-Ti,
and 16T for Nb3Sn. In order to overcome these limits,

the EuCARD-2 [3] and ARIES [4] projects aim for a tech-

nology shift, introducing high-temperature superconducting
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Figure 1. 2D cross section showing one quadrant of the Feather2 magnet.
The colormap illustrates the magnetic flux density in T, at 6 kA, during a
linear ramp-up of 50A s−1. The contour plot gives the magnetic flux lines
caused by the eddy currents in the coil.

(HTS) tapes in accelerator magnets. Numerical methods play

a key role in the development of HTS-based applications [5],

being crucial for analyzing the complex magneto-thermal

dynamics occurring within HTS high-field magnets (e.g., the

Feather2 magnet [6], [7] Fig. 1).

Among the available formulations for HTS materials, the

so-called coupled A -H formulation [8], [9] is of relevance.

The formulation solves time-domain eddy current problems by

means of a domain decomposition. The field problem is solved

for the magnetic field strength H in the regions containing

the superconducting materials, and for the magnetic vector

potential A elsewhere. For this particular application range,

the increased complexity due to the domain decomposition

is compensated by several advantages with respect to the

canonical methods. In detail, one can avoid the numerical

instability of the monolithic A-ϕ formulation related to the

vanishing resistivity of the superconductor [10], the increased

computational cost of the monolithic H formulation related

to the introduction of unnecessary degrees of freedom [11],

and the increased complexity of the coupled T-Ω formulation

related to the introduction of the cohomology basis func-

tions [11]. The A -H formulation has been recently applied

to the simulation of both, rotating electrical machines con-

taining superconducting windings [12], and superconducting

materials [13].
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Figure 2. Decomposition of the domain Ω into Ωr

H and ΩA, representing the
source and source-free domains, respectively. The domain Ωr

H is bounded by

Γr

H = Γr

HA∪Γr

E∪Γr

J, where Γr

HA denotes the interface between the domains
Ωr

H and ΩA, and Γr

E and Γr

J represent the electric ports. The domain ΩA

is bounded by ΓA = ΓA0
∪ Γr

HA. The dashed lines represent the electrical
connections, which may be used to impose a source term on Ωr

H, either as a
voltage ur or a current ir .

The objective of this work is to extend the capabilities of

the coupled A -H formulation [8], [9], providing an imple-

mentation in the finite element method (FEM) with mixed

elements [14], [15], and showing that the formulation can

be used for the simulation of HTS magnets. In detail, we

derive a general 3D time-domain eddy current formulation

in solid superconductors with arbitrary excitation. Then, a

field-circuit coupling interface suitable for the co-simulation

of superconducting magnets [16] with a waveform relaxa-

tion scheme [17] is proposed. Furthermore, the thin shell

approximation for eddy currents similar to [18], [19], [20]

is derived from the general formulation, and it is applied to

the source regions consisting of superconducting tapes with

high aspect ratio. As the thickness of the tapes is neglected,

this allows to solve the current sharing regime [2] within

the tapes in a computationally efficient way. The consistency

of the formulation is verified and validated against available

reference models. Finally the formulation is upscaled to a 2D

model of the Feather2 magnet [7] for which the time-domain

electrodynamic phenomena occurring in the superconducting

coil are quantified.

II. METHOD

Superconducting materials based on HTS technology exhibit

a strongly nonlinear electrical behavior. Their resistivity can

be represented by a phenomenological percolation-depinning

law [21], which is a generalization of the power law [22].

For practical applications, the two laws are in agreement [23],

and the power-law behavior is considered. The law shows a

dependency on both, the current density J, and the critical

field strength Ecrit. The most common model for the specific

resistivity ρ for superconducting materials [24] reads

ρ(|J|) =
Ecrit

Jcrit

(

|J|

Jcrit

)n−1

, (1)

where the critical current density Jcrit and the power-law

exponent n are material-dependent parameters, and Ecrit is

chosen as Ecrit = 1× 10−4 Vm−1 [25].

The power law in (1) prescribes a vanishing resistivity ρ →
0 for |J| ≪ Jcrit. On the one hand, the field formulation

should not use the electrical conductivity σ = ρ−1 in the

superconducting domains, since σ → ∞. On the other hand,

if non-conducting regions are present, ρ should not be used

either, since ρ → ∞. This impasse is overcome by using a

domain decomposition strategy.

A. Domain Decomposition

The domain decomposition strategy is based on the topolo-

gical separation of the field source domain from the source-

free one, and it is implemented by following the structure of a

superconducting accelerator magnet. The source domain rep-

resents the excitation coil, which provides the magnetic field

source. The coil is composed by Nr electrically independent

windings. The source-free domain represents the rest of the

magnet consisting of the iron yoke, the mechanical supports

and the air regions. The electrical insulation of the excitation

coil ensures the electrical separation between the source and

source-free domains. In particular, magnetic materials and

source domains do not touch. The domain decomposition is

formalized as follows.

The domain Ω ⊂ R
3 bounded by Γ = ∂Ω is decomposed

into the source domain ΩH bounded by ΓH, and the source-

free domain ΩA bounded by ΓA. The domain decomposition

is such that ΩH ∪ΩA = Ω. The source domain is further sub-

divided into Nr non-intersecting domains Ωr
H representing the

coil windings, as ΩH =
⋃Nr

r=1 Ω
r
H bounded by ΓH =

⋃Nr

r=1 Γ
r
H.

The domain decomposition strategy is detailed in Fig. 2: for

the sake of clarity, only the r-th source domain is represented.

Each source domain Ωr
H is oriented with the unit pointing

vector nr
Ω and it is contoured by Γr

H = Γr
HA∪Γr

E∪Γr
J, where

Γr
HA is the interface boundary with ΩA, and Γr

E and Γr
J are the

electrical ports provided to each winding. The source-free do-

main ΩA is oriented with the outward pointing vector nΩ, and

it is contoured by ΓA = ΓA0
∪ΓHA, where ΓA0

is the boundary

of Ω without the electrical ports, and ΓHA =
⋃Nr

r=1 Γ
r
HA is

the cumulative interface. Each source domain may contain

both, superconducting and normal conducting sub-domains,

represented by Ωr
Hs

and Ωr
Hc

, respectively. The domain ΩA

may contain both, normal conducting and insulating sub-

domains, represented by ΩAc
and ΩAi

, respectively.

B. Full 3D Formulation

The formulation is defined in the computational domain Ω
under magnetoquasistatic assumptions, solving for the mag-

netic vector potential A in ΩA and for the magnetic field

strength H in ΩH. To avoid ambiguity, the field variables are

restricted as A = A|ΩA
and H = H|ΩH

. In the following,

all the field quantities are assumed to be space- and time-

dependent. The gauge freedom is exploited such that A is

replaced by the reduced magnetic vector potential A⋆ [26].

This choice gives a unique solution for the normal conducting

domain ΩAc
, whereas an extra gauge condition is required for
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the nonconducting domain ΩAi
. The magnetic permeability µ

determining the magnetic constitutive law is assumed constant

in the domains ΩH and in ΩAi
, whereas a nonlinear field

dependency is assumed in ΩAc
, i.e., µ(B) where B is the

magnetic flux density.

As the source domain is composed by Nr independent wind-

ings, the magnetic field strength is given as H =
∑Nr

r Hr.

Moreover, each winding Ωr
H may carry independent source

voltages and currents, i.e., us = [u1, . . . , uNr ]⊤ and is =
[i1, . . . , iNr ]⊤, respectively. To achieve this, the windings are

modeled by dedicated voltage distribution functions for solid

conductors χ = [χ1, . . . ,χNr ]⊤, as in [27]. Each function is

defined as χr = −∇ξr where ξr is the electric scalar potential.

Following [28], the potential is obtained separately, solving a

unitary current-flow problem for each r-th winding composing

the coil. With this definition, χr can be interpreted as a per-

unit electric field strength. Next, the electric field strength E

is split into E = ρ∇×H+Es, where the source field

Es = −
∑Nr

r=1
χ

rur (2)

represents the contribution of the external source voltage us

which is applied to the windings. Thus, the overall electric

field strength distributed among the Nr windings is E =
∑Nr

r Er, where Er = ρ∇×Hr−χ
rur.

Alternatively, if the source current is is prescribed, the

source voltage becomes an algebraic unknown, and one con-

straint equation is added (i.e., serves as a Lagrange multiplier)

for each of the independent currents in is. With the previous

observations, the strong formulation of the field problem reads:

find A⋆, Hr and ur, for r = 1, ...,Nr, such that

∇× µ−1∇×A⋆ + σ∂tA
⋆ = 0 in ΩA, (3)

∇× ρ∇×Hr + ∂tµH
r−∇× χ

rur = 0 in Ωr
H, (4)

∫

Ωr

H

χ
r · (∇×Hr) dΩ = ir, (5)

with the Dirichlet boundary conditions

A⋆ × nΩ = 0 on ΓA0
, (6)

Er × nr
Ω = 0 on Γr

E, Γr
J. (7)

To ensure the consistency of the overall solution, the fields

A⋆ and H are linked by appropriate interface conditions at

each boundary Γr
HA. In detail, the continuity of the normal

components of J and B, and the tangential components of H

and E must be ensured. The interface conditions are given on

Γr
HA for r = 1, ...,Nr, as

(σ∂tA
⋆ +∇×Hr) · nr

Ω = 0, (8)

(∇×A⋆ − µHr) · nr
Ω = 0, (9)

(µ−1∇×A⋆ −Hr)× nr
Ω = 0, (10)

(∂tA
⋆ + ρ∇×Hr−χ

rur)× nr
Ω = 0. (11)

The materials typically used in superconducting devices

show magnetic- and temperature-dependent physical proper-

ties. This requires to solve the temperature field T together

with the magnetoquasistatic problem described by (3)−(5). In

particular, the temperature influences both, the critical current

density of the superconducting materials, and the resistivity

of the normal conducting materials. This, in turn, determines

the Joule losses PJoule = ρ|J|2 occurring in the conducting

domains, and acting as the main heat source term. It is worth

noting that the coupling current phenomena [2] occurring in

the source domain provide a second-order loss contribution

with respect to the one from the conduction current [29]. The

temperature is obtained by solving the heat balance equation

ρmCp∂tT−∇ · (κ∇T) = PJoule in Ω (12)

where ρm is the mass density, Cp the heat capacity, and κ the

thermal conductivity. The Neumann boundary condition κ∇T·
nΩ = 0 is applied on Γ. If the source domain is approximated

as adiabatic, the Neumann boundary condition is moved to

ΓH, thereby reducing the model complexity.

C. Weak Formulation

The weak formulation of the field problem is obtained by

applying the Ritz-Galerkin method (e.g., [30]). The equa-

tions (3) and (4) are weighted with the vector functions wi and

vp, respectively, whereas the equation (12) is weighted with

the scalar functions Nm. Integrating the weighted equations

on Ω leads to the following problem: find A⋆, Hr and ur, for

r = 1, ...,Nr, such that

∫

ΩA

(µ−1∇×A⋆) · ∇ ×wi dΩ +

∫

ΩA

(σ∂tA
⋆) ·wi dΩ

−

∫

Γr

HA

[

(µ−1∇×A⋆)×wi

]

· dΓ = 0,
(13)

∫

Ωr

H

(ρ∇×Hr) · ∇ × vr
p dΩ +

∫

Ωr

H

(∂tµH
r) · vr

p dΩ

−

∫

Ωr

H

χ
rur · ∇ × vr

p dΩ +

∫

Γr

HA

(Er × vr
p) · dΓ = 0,

(14)

∫

Ω

(κ∇T) · ∇Nm dΩ +

∫

Ω

(ρmCp∂tT)Nm dΩ

=

∫

Ω

PJouleNm dΩ,

(15)

for all test functions wi, vr
p, Nm. The Dirichlet boundary

conditions (6) and (7) are assumed to be incorporated into

the function spaces. The third integral in (13) and the fourth

integral in (14) provide the natural coupling interface exploited

by the coupled field formulation. It is worth noting that

following [28], the constraint condition for the current in (5)

can be reformulated as
∫

Ωr

H

χ
r · (∇×Hr) dΩ = −

∫

Γr

J

(∇×Hr) · dΓ, (16)

limiting the support of the integral to Γr
J, thus reducing the

complexity of the constraint.
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D. Discretization

The fields A⋆ and Hr are approximated for r = 1, ...,Nr

by a finite set of Nédélec-type shape functions wj and vr
q as

A⋆ =
∑

j wjaj and Hr =
∑

q v
r
qh

r
q . The voltage distribution

function is known and it is discretized by nodal shape func-

tions Np, as χ
r = −

∑

p ∇Nr
pξ

r
p =

∑

p x
r
p. The field T is

discretized by nodal shape functions Nn, as T =
∑

n Nntn.

The unknowns aj , hrq and tn are the degrees of freedom for

A⋆, Hr and T, respectively. As a consequence, the unknown

field h is given as h⊤ = [(h1)⊤, . . . , (hNr)⊤].

The fields are replaced in (13)−(15) with their finite dimen-

sional counterparts. The interface conditions (10) and (11) are

explicitly imposed for the tangential component of Hr and Er,

respectively. The continuity of the normal component of the

current density and magnetic flux density, given respectively

by (8) and (9), is satisfied by choosing suitable discretization

functions based on Whitney edge elements [31]. The following

discrete problem is obtained:













Kν+Mσ d
dt

−Q 0 0

Q⊤ d
dt

Kρ+Mµ d
dt

−X 0

0 X⊤ 0 0

0 0 0 Kκ+Mρ d
dt













·













a

h

us

t













=













0

0

is

q(·)













. (17)

In detail, K⋆ and M⋆ represent the discrete counterparts

of differential operators and material matrices, X is the

discrete representation of χ and q(a,h) is the nonlinear

discrete operator representing the Joule loss contribution. The

coefficients of the matrices of reluctance Kν , conductance

Mσ , interface coupling Q, resistance Kρ, permeance Mµ and

voltage coupling X are given for r = 1, ...,Nr as

(Kν)i,j =

∫

ΩA

(µ−1∇×wj) · ∇ ×wi dΩ, (18)

(Mσ)i,j =

∫

ΩA

(σwj) ·wi dΩ, (19)

(Q)ri,q =

∫

Γr

HA

(vr
q ×wi) · dΓ, (20)

(Kρ)rp,q =

∫

Ωr

H

(ρ∇× vr
q) · ∇ × vr

p dΩ, (21)

(Mµ)rp,q =

∫

Ωr

H

(µvr
q) · v

r
p dΩ, (22)

(X)rp =

∫

Ωr

H

xr
p · (∇× vr

p) dΩ. (23)

The matrix coefficients of heat capacitance Mρ and heat

diffusion Kκ, and the Joule loss contribution q(·) are given as

(Kκ)m,n =

∫

Ω

(κ∇Nn) · ∇Nm dΩ, (24)

(Mρ)m,n =

∫

Ω

(ρmCpNn)Nm dΩ, (25)

(q(·))m =

∫

Ω

q(·)Nm dΩ, (26)

If initial conditions and currents is are given, then the

semi-discrete system (17) is ready to be solved by a time-

stepping algorithm, e.g., the backward differentiation formula

(BDF) [32]. However, if the currents depend on a surrounding

circuitry, then further derivations are necessary [16].

E. Field-Circuit Coupling

Each source domain Ωr
H is equipped with two electrical

ports Γr
E and Γr

J, providing the source terms to the field model.

If an external electrical network is present, these ports can be

exploited to apply the source terms determined by the network.

For this reason, a field-circuit coupling interface is introduced,

allowing to connect the electric field strength and current

density in each source domain to voltages and currents of an

external circuit model. Among the possible coupling schemes,

the co-simulation of the field and the circuit models using the

waveform relaxation scheme [33] is suitable for the magneto-

thermal transients in high-field accelerator magnets [34].

The field-circuit coupling interface is derived as Schwarz

transmission condition for linear systems [35], [36] which is

optimized for co-simulation schemes, resulting in a speed-

up of the convergence rate of the co-simulation algorithm.

The coupling interface can be formalized as a voltage-current

relation us = Zis for a multi-port electrical device, where the

impedance Z is a Nr×Nr dimensional matrix. The expression

for Z is obtained in frequency domain with ω = 2πf . The

discrete counterpart of the magnetic vector potential a is

assumed to be gauged in ΩA (e.g., via a tree-cotree gauge

condition [37]), such that the matrix Kν + jωMσ is positive-

definite, thus invertible. Moreover, Kρ is positive semidefinite,

Mµ is positive definite and Q and X have full-column rank.

Thus, it is possible to use the Schur complement in (17) to

derive the voltage-current relation, leading to

Z(jω) = [X⊤[Kρ + jωKϕ]−1X]−1, (27)

where the reluctance matrix Kϕ is defined as

Kϕ = Mµ +Q⊤[Kν + jωMσ]−1Q. (28)

In frequency domain, the impedance in (27) is computable

and provides the optimal transmission condition. However,

when dealing with nonlinear systems in time-domain, the time

derivatives contained in Z need to be approximated. This is

achieved by following [36], i.e., Z is approximated by a Taylor

expansion series truncated to the first order, as

Z(jω) ≈ Z(0) + jω
∂Z(jω)

∂jω

∣

∣

∣

∣

jω=0

. (29)

Using the result from (27) into (29) leads to

us(t) ≈ Ris(t) + L
d

dt
is(t), (30)

where R and L represent equivalent resistance and inductance

matrices, respectively. The matrices are defined as

R = [X⊤[Kρ]−1X]−1, (31)

L = RX⊤[Kρ]−1[Mµ +Q⊤[Kν ]−1Q][Kρ]−1XR, (32)
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and may be used to approximate the finite element model in

the circuital counterpart, as an RL-series component. The low-

order model introduced by (29) disregards several effects, in

particular the contribution of the eddy currents Mσ occurring

in the domains outside the source region. As the Taylor series

is expanded around jω = 0, such approximation should be

limited to low frequencies, i.e., small ω.

III. THIN SHELL APPROXIMATION

Superconducting tapes exhibit a layered structure of com-

posite materials with high aspect ratio, up to two orders of

magnitude. As example, Fig. 3a represents the tape Ωr
H of

thickness δrt . The tape is composed by one superconducting

layer Ωr
Hs

of thickness δrts , and a normal conducting layer

Ωr
Hc

of thickness δrtc , which is made of composite materials

and provides mechanical and thermal support.

The high aspect ratio of the superconducting tape justifies to

approximate the domain as a thin shell, neglecting its thickness

δrt . In this way, the tape can be represented by an equivalent

surface Γr
H (see Fig. 3b). The current sharing regime between

the conducting layers is resolved via the equivalent surface

resistivity ρrΓeq
(see Section III-D), which homogenizes the

resitivity the tape. At the same time, the source domain Ωr
H is

kept as an insulating structural element (dashed line, Fig. 3b)

accounted for in ΩA. In this way, the thermal contacts are

preserved for the thermal problem in (12). The implications

on the coupled field formulation are discussed in the following.

A. Field Properties in the Shell

With respect to the global Cartesian coordinate system

(x,y, z), a local coordinate system (lrΓ,m
r
Γ,n

r
Γ) is introduced

and oriented according to the tangential (lrΓ and mr
Γ) and

normal (nr
Γ) directions of the r-th tape. The local coordinate

system is used to decompose the differential operators and

vectors v into their tangential (t) and normal (n) components,

i.e., ∇ = ∇t+∇n and v = vt+vn. The thin shell approxim-

ation is introduced by applying the following conditions. First,

the current only flows along the shell, i.e.

J · nr
Γ = 0 on Γr

H. (33)

Second, the variation of all field quantities along the perpen-

dicular direction of the tape nr
Γ is zero, as

∇· =

(

∂·

∂lr
Γ

,
∂·

∂mr

Γ

, 0

)

= ∇t · on Γr
H. (34)

The conditions given by (33) and (34) lead to define the

equivalent surface current density Kr in the shell as

Kr =

∫

δrt

J dℓ = δrt∇t ×Hr
n on Γr

H, (35)

thus Kr is determined only by the normal component Hr
n of

the magnetic field strength within the shell.

Figure 3. a) Example of a superconducting tape. The composite material
structure is reflected by Ωr

H = Ωr

Hs
∪ Ωr

Hc
, representing the superconducting

and the normal conducting layers, respectively. b) The thickness δrt of the tape
is neglected, leading to the collapse of the source domain into an equivalent
thin shell Γr

H which accounts for the electrical behavior of both, Ωr

Hs
and

Ωr

Hc
. The electrical ports Γr

J and Γr

E are reduced to the edges ℓrE and ℓrJ,

respectively.

B. Field Properties at the Shell Boundary

As the thin shell is a surface, special interface conditions are

put in place to ensure the consistency of the overall solution.

In detail, the surface current density in (35) introduces a

discontinuity of the tangential magnetic field strength in ΩA,

as

Kr = (µ−1(∇×A⋆
1 −∇×A⋆

2)× nr
Γ (36)

where the indexes 1 and 2 refer to the two sides of the surface

Γr
H, and the magnetic permeability is assumed continuous, due

to the insulation of the source domains. At the same time, the

tangential component of E and the normal component of B

are continuous across Γr
H. These properties are used in the

next seciton to determine the interface conditions for the fields

within Γr
H and in ΩA, respectively.

C. Discretization

The discrete field problem is derived with respect to the

general weak formulation (13)-(15). First, the geometry of

the shell is taken into account by transforming the volume

integrals in Ωr
H into surface integrals in Γr

H, weighted with the

thickness of the tape δrt . Next, the field properties at the shell

boundary are taken into account. In detail, the third integral

in (13) is modified with (35) and (36), providing the field

interface for ΩA. The first integral in (14) vanishes, due to

tangential continuity of E. The second integral in (14), reduced

into a surface integral, is modified with (9), providing the

field interface for Γr
H via the normal continuity of B. Finally,

the field constraints (33) and (34) are included by defining a
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suitable set of edge functions vr
q which discretize the field Hr

as

Hr =
∑

q

vr
qh

r
q, vr

q =
Nr

q (l
r
Γ,m

r
Γ)

δrt

nr
Γ, (37)

with Nr
q representing the nodal basis functions defined at the

surface of the thin shell, and zero elsewhere. Similar nodal

functions are also used for discretizing the voltage distribution

function χ
r, as .

Once all the field variables are replaced with their discrete

counterparts and boundary conditions are considered, the

following discrete problem is obtained:












Kν+Mσ d
dt

−Q 0 0

Q⊤ d
dt

Kρ −X 0

0 X⊤ 0 0

0 0 0 Kκ+Mρ d
dt













·













a

h

us

t













=













0

0

is

q(·)













. (38)

The coefficients in (38) differing from those in (17) are given

for r = 1, ...,Nr as

(Q)ri,q = δrt

∫

Γr

H

(∇× vr
q) ·wi dΓ, (39)

(Kρ)rp,q = (δrt )
2

∫

Γr

H

(ρrΓeq
∇× vr

q) · ∇ × vr
p dΓ, (40)

(X)rp = δrt

∫

Γr

H

xr
p · (∇× vr

p) dΓ, (41)

(q(·))m = δrt

∫

Γr

H

q(·)Nm dΓ. (42)

The elements composing the heat source q(·) in the right-hand

side of (38) are given by the sum of (26) and (42), the second

term occurring only in the thin shell.

D. Current Sharing

The layered structure of the tape allows the transport current

to redistribute between all the conducting layers. Such current

sharing regime occurs when the resistivity in (1) suddenly

increases. As example, this can be caused by a temperature

increase that reduces the critical current density. The thin shell

approximation needs to account for the current sharing regime

and the consequent Joule losses, which serve as input for the

heat balance equation.

The electrical behavior of the thin shell is represented by

a parallel connection of two conducting paths. One path is

associated to the superconducting layer, the other to a bulk

homogenization of the normal conducting layers. The thin

shell carries the surface current density Kr defined in (35),

as shown in Fig. 4a. At the same time, the superconducting

and normal conducting layers are modeled by two perfectly

superimposed thin shells Γr
Hs

and Γr
Hc

(see Fig. 4b), with

surface resistivities ρrΓs
and ρrΓc

, and surface currents Kr
s and

Kr
c , respectively. The geometrical construction of the shells

enforces Γr
H = Γr

Hs
= Γr

Hc
. Thus, Kirchhoff’s current (KCL)

and voltage (KVL) laws hold true also in their differential

Figure 4. Equivalent electrical behavior of the thin shell approximation. The
surface Γr

H in a) is equivalent to b), where the two conductive paths Γr

Hs
and

Γr

Hc
represent the superconducting layer and the normal conducting layer,

respectively.

formulation. The KCL allows to introduce the current sharing

index λr ∈ [0, 1]. The index splits Kr into its superconducting

and normal conducting components, as

Kr
s = λrKr and Kr

c = (1− λr)Kr. (43)

The KVL allows to formulate the electric field balance of the

superconducting and normal conducting layers as

ρrΓs
λrKr = ρrΓc

(1− λr)Kr. (44)

Using for ρrΓs
the definition in (1), the surface resistivities

in (44) are given as

ρrΓs
(λr) =

Ecrit

Kr
crit

(λrkr)
n−1

, kr =
|Kr|

Kr
crit

(45)

ρrΓc
=

(

Nc
∑

i

δrtc

ρrc,i

)−1

, (46)

where Kr
crit = δrtsJcrit is the critical surface current density,

kr is defined as the surface current density saturation index,

and Nc is the number of materials composing the normal con-

ducting layer of the tape. Substituting (45) and (46) into (44)

leads to the following root-finding problem: find f(λr) = 0,

with

f(λr) = αr(λr)n + λr − 1, αr =
ρrΓs

(λr)

ρrΓc

∣

∣

∣

∣

λr=1

≥ 0. (47)

Such equation cannot be solved analytically, due to the current

dependency in ρrΓs
. The continuity property of the polynomial

and the intermediate zero theorem ensure that for αr > 0,

f(λr) = 0 admits at least one real root in the interval

[0, 1]. Moreover, applying Descartes’ rule of signs [38] to the

polynomial f(λr) guarantees the existence of only one real

and positive root, at most.



7

0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

kr = 20 kr = 5 kr = 2

kr = 1

λr [-]

f
(λ

r
)
[-
]

Figure 5. Behavior of the polynomial associated to the zero-finding problem,
as a function of the current sharing index λr in the superconducting layer.
The curves are parametrized by the surface current density saturation index
kr in the tape.

It is worth observing that the behavior of the polynomial

derivative f ′(λr) strongly depends on the current regime in

the tape. For small currents (kr → 0) f ′(λr) = 0, whereas for

currents beyond the critical current of the tape (kr → +∞)

f ′(λr) = +∞, as shown in Fig. 5. Due to the behavior of

f ′(λr), the Newton-Raphson method is abandoned in favor

of the bisection method, which guarantees linear convergence.

Once λr is determined, it is used in (45) and the equivalent

surface resistivity ρrΓeq
is calculated as

ρrΓeq
=

(

1

ρrΓs

+
1

ρrΓc

)−1

. (48)

The current sharing algorithm was implemented as an inner

loop within the time-stepping algorithm.

IV. NUMERICAL RESULTS

The results section has two primary objectives: 1) to verify

and validate the proposed formulation, and 2) to show that the

numerical implementation is sufficiently flexible for simulating

full size applications. For the first objective, the formulation

is validated by comparison with available reference results.

In detail, the full set of equations proposed in (17) is cross-

checked with a 3D benchmark model proposed in [39], and

the thin shell approximation proposed in (38) is cross-checked

with a 2D benchmark model proposed in [40]. The bench-

mark models are based on the H formulation [41], solving

for the magnetic field strength vector. Both the benchmark

models are available at [42]. For the second objective, the

formulation is applied to the 2D time-domain simulation of

the Feather2 magnet. In detail, the current-voltage behavior

and the electrodynamics of the coil is presented.

The coupled A -H field formulation was implemented in

the proprietary FEM solver COMSOL Multiphysicsr [43].

The set of magneto-thermal equations are solved monolith-

ically, using an adaptive time-stepping method based on the

fifth-order BDF. All the simulations were carried out on

a standard workstation (Intel Xeon CPU E5-2667 v4 @

3.40GHz, 128 GB of RAM, Windows 7 operative system).

Figure 6. Current density in the superconducting bulk, normalized with
respect to the critical current density, and rendered by means of cut planes.
The normalized current density components are given respect to a) Jx, b) Jy
and c) Jz.

A. 3D Superconducting Bulk

The A -H formulation is used to analyze the currents

induced in a superconducting rectangular bulk exposed to a

time-varying magnetic field. The details of the model are

discussed in [39]. The parameters for the superconducting

material are chosen as Jcrit = 1× 108 Am−2 and n = 25. The

orientation of the source field is such that the currents induced

in the superconducting bulk show components in all the three

dimensions. For this reason, only a 3D model can capture

the behavior of the induced currents. The superconducting

bulk was discretized by means of a structured mesh. Both

a coarse and a fine resolution scheme were used for the mesh

generation, leading to 24×24×8 and 71×71×7 cell elements,

respectively. Fig. 6 shows the three spatial components of

the current density distribution in the bulk. The distribution

is consistent with the reference work, leading to a Joule

dissipation of 4.7mJ/cycle, which is in 1% agreement with

respect to the reference. The obtained computational time was

0.2 and 2.2 hours for the coarse and the fine mesh, respectively.

This specific application requires a computational time which

is comparable to the one obtained by using a monolithic H

formulation.

B. 2D Superconducting Tape

The A -H formulation is applied in combination with the

thin shell approximation to an individual HTS tape in a

transverse-field 2D configuration (Fig. 7). The model accounts

for the current-sharing regime by including the normal con-

ducting part of the tape as discussed in Section III-D.

The parameters related to the superconducting part of the

tape are set to Jcrit = 5× 1010 Am−2 and n = 20, whereas

a constant resistivity ρ = 1× 10−10 Ωm−1 is used for
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Figure 7. Normalized current density distribution in the superconducting tape
for a sinusoidal source current of 100A and f = 100Hz, at a) t = 5ms
and b) t = 10ms. The colormap gives the normalized current density, with
respect to the critical current density. The cones represent the magnetic flux
density distribution.
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Figure 8. Joule losses per cycle in a single tape powered with a sinusoidal
current. The losses are given for both, the reference model (markers) and
the A -H formulation (lines). The horizontal axis, representing the source
current, is normalized with respect to the tape critical current of 200A. The
losses are determined as function of the frequency of the source current, and
are given at 1, 10, 100, 1000Hz. A monotonic increase is observed for all
the curves.

the normal conducting part, accordingly to the parameters

chosen in the reference model. The Joule losses are shown

in Fig. 8) and compared against the reference model, which

used explicit 2D domains for the superconducting tapes. The

tape is powered with a sinusoidal current is(t) = I0sin(2πft).
Currents with frequencies 1, 10, 100, 1000Hz are applied

as source. The current amplitude I0 ranges between 0.25Icrit
and 2Icrit, where Icrit = 200 A is the critical current of the

tape. By increasing the frequency and the magnitude of the

applied current, it is possible to quantify the approximations

introduced by the thin shell geometry and the equivalent

surface resistivity, respectively.

The Joule losses per cycle are reported in Fig. 8. For

sub-critical currents (I < Icrit), the difference of the curves

decreases but does not vanish. The difference is due to a

weak frequency dependency in the losses per cycle (see for

example [44]). For over-critical currents (I > Icrit), the

losses are dominated by the contribution from the normal

conducting part of the tape. This is reflected by the substantial

frequency dependence in the curves. The agreement between

the reference model and the coupled field formulation is

satisfactory within the proposed parameter space and it shall be

100 101 102 103 104
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10−1

100

101

102

103

Number of tapes [-]

T
im

e
[h
]

H : reference

H : extrapolation

A-H : thin shell

Figure 9. Computational time in hours, as function of the number of tapes
included in the model. The reference model features 2D domains for the
superconducting tapes, whereas the A -H formulation relies on the thin shell
approximation.

sufficient for simulating the typical magneto-thermal transients

occurring in accelerator magnets.

The influence of the thin shell approximation on the com-

putational time of the model is shown in Fig. 9. In detail,

the same equations have been solved for models featuring

an increasing number of tapes, stacked on each other, for

both the H and the A -H formulations. The performance

improvement achieved with the thin shell approximation is

about two orders of magnitude. For the most complex model,

which contains 104 tapes, a computational time of about 8

hours was registered.

C. Feather2 Magnet

The Feather2 magnet [7] is simulated in a 2D planar

field configuration. The coil of the magnet is made of a

Roebel cable [45], [46], whose dynamics occurring in the fully

transposed tapes cannot be completely represented by a 2D

model. For that reason, the coil dynamics is approximated by

assuming a homogeneous current redistribution along the tapes

in the cable. Such approximation does not take into account

3D localized phenomena (e.g., a local temperature increase)

which are not considered in the numerical analysis.

Because of the high number of superconducting domains

in the cross-section of the magnet (648 tapes over the four

quadrants), the thin shell approximation proposed in Sec-

tion III is applied. In detail, the magnet model is obtained by

implementing the formulation proposed in (38). With regards

to the tape critical current density Jcrit, a field-angle dependent

relation is used [47], with fitting parameters provided by the

producer of the tape [48]. The power law index is chosen as

n = 20.

The magnet is powered by imposing an external current

to the superconducting coil, following the cycle shown in

Fig. 10. The powering of the coil occurs in two steps, a

pre-cycle and a ramp, with a rate of 5A s−1. The pre-cycle

follows a trapezoidal profile, bringing the current from 0 to

5 kA, then back to 0.1 kA. The consecutive ramp brings the

magnet back to 5 kA, which is then kept constant. The voltage
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Figure 10. Voltage and current profiles applied to the Feather2 magnet. The
powering of the coil occurs in two steps, a pre-cycle and a ramp, with a rate
of 5A s−1. The pre-cycle follows a trapezoidal profile, bringing the current
to the nominal value of 5 kA and then to 0.1 kA. The ramp brings the magnet
back to the nominal current.

Figure 11. Normalized current density distribution in the Feather2 coil, for a
current of 3 kA reached during: a) the positive slope of the pre-cycle, b) the
negative slope of the pre-cycle, c) the ramp.

drop calculated across the coil is also given in Fig. 10. The

saturation due to the magnetization of the iron yoke and the

consequent reduction of the differential inductance of the coil

are clearly visible.

Fig. 11 shows the normalized current density distribution

in the coil, for a current of 3 kA reached during: a) the

positive slope of the pre-cycle, b) the negative slope of the

pre-cycle, c) the ramp. The current density in Fig. 11c shows

along the tapes two discontinuities in the polarity. This might

be justified by considering the induced eddy currents as a

persistent phenomenon, showing a decay time longer than

the duty cycle of the coil. Thus, for each dynamic phase

of the powering cycle, new eddy currents are induced at the

edges of the tapes, pushing inward and screening any previous

dynamic effect. Such behavior is compatible with the critical

state model [49], differing by showing a finite decay time for

the eddy currents. The overall computational time was about

2 hours.

V. CONCLUSION AND OUTLOOK

Numerical simulations play a decisive role in supporting

the technology switch towards HTS magnets for particle

accelerators. This paper proposes a coupled A -H formulation

for the time-domain simulation of devices containing high-

temperature superconducting tapes and cables. The formula-

tion enables to consider the power law modeling the supercon-

ducting material behavior. The general 3D case, as well as a

thin shell approximation in which the thickness of thin super-

conducting layers is not resolved by the computational mesh

are presented. Moreover, a field-circuit coupling interface

suitable for co-simulation is derived. The experiments show

that the overall method is numerically stable for σ → ∞ and

allows to simulate superconducting devices with thousands of

tapes with an affordable computation time. For the first time,

the dynamic behavior of the high-temperature superconducting

cable with the Feather2 magnet could be calculated with a

sufficient resolution in space and time. The formulation allows

to quantify the magnetic field quality and the thermal behavior

in HTS-based devices, and will be applied for the design of

future HTS accelerator magnets.
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