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Abstract

We consider stochastic dynamics for a spin system with mean field interaction, in which the
interaction potential is subject to noisy and dissipative stochastic evolution. We show that, in the
thermodynamic limit and at sufficiently low temperature, the magnetization of the system has a time
periodic behavior, despite of the fact that no periodic force is applied.

1 Introduction
Dynamics of stochastic systems with many interacting components are often described in terms of the
interaction energy H(x) = H(x1, x2, . . . , xN ), by stochastic equations of the form

dXt = −∇H(Xt) dt+ σ dBt, (1.1)

where σ is the diffusion constant and B is a Brownian Motion. The collective N → +∞ behavior depends
on the entropy-energy balance: the stochastic term σ dBt in (1.1) is a source of disorder, and it competes
with the drift −∇H(Xt) which tends to “freeze” the system in the states of minimal energy.

This structure, which admits various versions with discrete time and/or space, has proved to be suc-
cessful in many applications, starting from physics but then developing in other fields such as Economics,
Biology and Engineering.

A substantial modification of the structure above consists in introducing an interaction energy which
is not a given deterministic function of the state, but it has its own (possibly random) evolution. Models
of this type have been recently proposed, independently, in various fields of research, but in particular
in Biology and Economics. A first example (see e.g. [18]) is provided by the following modification of
(1.1), that we write componentwise:

dXi
t = ∂xh(X

i
t , t)dt+ σ dBi

t (1.2)

∂th(x, t) = −αh(x, t) +D∂2
xh(x, t) + β

N∑
i=1

g(Xi
t , x). (1.3)

This system has arisen, for instance, in cellular dynamics where cells tend to move toward positions x
of high concentration h(x, t) of a given chemical (equation (1.2)). This chemical is subject to dissipation
(α > 0) and diffusion (D > 0). Moreover, while moving, cells release themselves chemicals into the
medium, thus modifying the concentration h(x, t). It should be noticed that the model is of mean field
type, in the sense that it is left invariant (in distribution) by permutations of cells. This is one of the
instances where mean field models, which in physics are often regarded as toy models, play a more
substantial role. A discrete-time version of this model has been recently studied in [1].

Cellular dynamics provides other examples of interacting systems. A very active field of research
is that of synchronization in synthetic biology (see e.g. [5, 12, 16]). Concentrations of certain molecules
within cells vary over time due to chemical reactions, and may lead to periodic behavior. If x denotes a
vector of concentrations referred to a single cell, its evolution can be described by an ordinary differential
equation

ẋ = F (x) (1.4)
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which exhibits limiting cycles. Given a system of N cells, various interaction mechanisms have been either
observed or reproduced in experiments. As shown in [5], suitable molecules can be “pumped” into the
extracellular space, reach through the cell membrane the intracellular space and influence the dynamics
of x. Denoting by xi the concentration vector of the i-th cell, by S the extracellular concentration of the
injected substance and by si its concentration within cell i, (1.4) is modified as follows

ẋi = F (xi) + g(si)
ṡi = ϕ(xi)− βsi + γ(S − si)

Ṡ = −αS + k(s− S),
(1.5)

where s := 1
N

∑
i si. Random noise can be added to these equations: in all cases the interaction is driven

by an “external” variable S, which is subject to dissipation (α > 0), and it is of mean-field type.
A third example we mention has been proposed in [7], it is related to finance and it models defaults

in a network of firms. For i = 1, 2, . . . , N , let σi(t) ∈ {0, 1} be the indicator of the i-th firm; in
other words, σi(t) = 0 means that the i-th firm has defaulted. The dynamics is assigned by giving the
default rates (probability of default per unit time) λi(t). To model clustering of defaults, one can choose
λi = λi(σ1, . . . , σN ) to be a deterministic function of σ1, . . . , σN , decreasing with respect to the natural
partial order in {0, 1}N (see e.g. [3]); in this way, the default of one firm permanently increases the rate
of default of other firms. As observed in [7], the permanence of this effect is unrealistic, and should be
subject to a sort of dissipation. They propose the following stochastic dynamics for the default rates:

dλi(t) = −α(λi(t)− λ̄i)dt+ β dLN (t) + σ
√
λi(t) dBi(t) + γλi(t) dX(t), (1.6)

where λ̄i ≥ 0 are given reference rates, LN (t) := 1
N

∑
i σi(t), the Bi’s are independent Brownian motions,

and X is some driving exogenous factor, such as a macroeconomic index. If λ̄i does not depend on i,
this is again a permutation invariant model, subject to dissipation.

In terms of rigorous analysis, some results concerning the above models are available. In particular a
macroscopic equation, which describes the limiting behavior in the limit N → +∞, has been derived for
a discrete-time version of (1.2), (1.3), together with sufficient conditions for this macroscopic equation
to have a globally stable fixed point [1]. For the system in (1.6), a macroscopic equation has also been
derived, together with a Large Deviation analysis of the N → +∞ limit.

In comparison with what has been obtained for more traditional models motivated by statistical
mechanics, one aspect that is missing is the detailed analysis of the phase diagram for some special model.
This could reveal, for instance, what effects dissipation has in the long-time behavior of the system. The
aim of this paper is to perform this analysis for a simple model that, however, exhibits some of the main
features of the models above: the interaction is of mean-field type, and it is subject to dissipation. In
absence of dissipation, this model reduces to (a slight modification of) the well known Curie-Weiss model,
whose macroscopic properties are well understood for both the statics and the dynamics. In particular,
for sufficiently low temperature, the system self-organizes, in the sense that spins tend to align producing
a macroscopic magnetization that becomes constant in the long-time limit. We will see that in presence
of dissipation this picture changes: self-organization is still present, but the macroscopic magnetization
fluctuates periodically driven by a two-dimensional ordinary differential equation similar to that of the
classical Van der Pol oscillator, in which the large damping regime correspond to low dissipation in our
model. Despite of the simplicity of the model, some analytic aspects are considerably harder than in the
standard Curie-Weiss model.

The emergence of self sustained periodic behavior (i.e. not induced by external periodic forces) has
been recently studied in several models. In particular, the neural networks in [14, 15] and the active
rotators in [6] appear to be close in spirit to the simpler model we propose. Precise analogies emerge,
in particular, with the active rotators model. At macroscopic level, the “inactive” system has a one
dimensional, compact stable manifold of fixed points. Introducing a small forcing term, a slow, possibly
periodic motion on the slightly deformed stable manifold is introduced. In our model, in absence of
dissipation and with a suitable choice of variables, fixed points form a one dimensional, non-compact
manifold, with an unstable part and two stable branches. A small dissipation introduces a slow motion
of the stable part of the manifold; as the unstable part is met, the motion is driven to the other stable
branch. This scheme is then repeated, producing periodic motion.

We finally mention that in [11], various models for noise-induced behavior are presented; in partucular,
the model we propose has several analogies with the FitzHugh-Nagumo model [4, 13].

In Section 2 we define the model, and derive its macroscopic evolution equation. In Section 3 we
study the long-time behavior of the macroscopic equation in the case the evolution of the spin-flip rates
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is dissipative but not driven by additional noises. Numerical simulations for a more general case are
given in Section 4.

2 Microscopic and macroscopic evolutions
2.1 The microscopic model
Let s = (s1, s2, . . . , sN ) ∈ {−1, 1}N be a configuration of N spins. We define, to begin with at an
informal level, a stochastic process (s(t))t≥0 by assigning (besides an initial condition) the spin flip rates.
For s ∈ {−1, 1}N and i = 1, 2, . . . , N , define si to be the configuration obtained from s by flipping si
(i.e. sii = −si) and with all other spins left unchanged. At a given time t ≥ 0, if s(t) = s, then each
transition si → −si occurs at rate 1+ tanh(siλi), where λi(t) is itself a stochastic process, which evolves
according to the stochastic differential equation

dλi(t) = −αλi(t)dt+ σ dBi(t) + dφ(s(t)), (2.1)

where α, σ ≥ 0,

φ(s) := −βmN (s) := − β

N

N∑
k=1

sk, (2.2)

with β ≥ 0, and B1, B2, . . . , BN are independent Brownian motions. A different φ could be chosen to
generate other models; we concentrate on this special choice. Note that between two consecutive spin
flips, the λi’s evolve as independent Ornstein-Uhlenbeck processes; at a spin flip time t, each λi jumps
by a quantity of φ(s(t))− φ(s(t−)).

This construction can be made rigorous. In particular, it defines a Markov process (s(t), λ(t)) ∈
{−1, 1}N × RN whose infinitesimal generator is given by

LNf(s, λ) :=
N∑
i=1

[
(1 + tanh(siλi))

(
f(si, λ+ 1∇iφ(s))− f(s, λ)

)
−αλi

∂

∂λi
f(s, λ) +

σ2

2

∂2

∂λ2
i

f(s, λ)

]
, (2.3)

where 1 is the N -dimensional vector with each component equal to 1 and ∇iφ(s) := φ(si)− φ(s).
For a clearer picture, consider the case in which α = σ = 0. In this case, equation (2.1) is easily

solved: λi(t) = c−βmN (t), where c = λ0+βmN (0). It follows that the process s(t) is a Markov process
with infinitesimal generator

LNf(s) =
N∑
i=1

[1 + tanh(si(c− βmN (s)))] [f(si)− f(s)].

This is a modification of the standard stochastic dynamics of the Curie-Weiss model, where, in the usual
version, 1+ tanh(si(c−βmN (s))) is replaced by exp[si(c−βmN (s))], where β is the inverse temperature
and c is the magnetic field. As α > 0, in the dynamics of λi a dissipation, i.e. attraction to zero, is
added to the jumps; as σ > 0, a noise in this dynamics is introduced, in addition to the Poisson-type
noise driving the spin-flips.

remark 2.1. For the spin flip rates, that we set equal to 1+ tanh(siλi), other choices could be made, for
instance exp[siλi], that would lead to similar results. The boundedness of our spin flip rates is convenient
for the proofs, but we believe it is not an essential ingredient.

2.2 The macroscopic equation
We now derive the dynamics of the system in the limit as N → +∞. In this section we proceed at a
heuristic level; a formal proof will be sketched in the Appendix.

We introduce the following empirical measure

PN :=
1

N

N∑
j=1

δ(sj ,λj) . (2.4)

3



When s = s(t), λ = λ(t), we write PN
t for PN . For an arbitrary function f : {−1, 1}×R → R, empirical

averages will be written in the form

〈PN
t , f〉 :=

∫
fdPN

t =
1

N

N∑
j

f(sj(t), λj(t)) .

The infinitesimal generator (2.3) applied to a function Φ of the form

Φ(PN ) := φ(〈PN , f〉) (2.5)

reads

LNφ(〈PN , f〉) =
N∑
j=1

[
(1 + tanh(sjλj))

(
φ(〈PN,j , f〉)− φ(〈PN , f〉)

)
−αλi

∂

∂λi
φ(〈PN , f〉) + σ2

2

∂2

∂λ2
i

φ(〈PN , f〉)
]

, (2.6)

with
〈PN,j , f〉 = 1

N

∑
〈δ(sjk,λj

k)
, f〉 ,

where
sjk = sk(1− δjk)− δjksk , λj

k = λk +
2βsj
N

(2.7)

are the spins and the λ’s after the jump of sj .
If we expand the generator (2.6) for large N we obtain

LNφ(〈PN , f〉) ≈
N∑
j=1

(1 + tanh(sjλj))φ
′(〈PN , f〉)

×
(
2βsj
N

〈PN , ∂λf〉+
1

N
〈δ(−sj ,λj) − δ(sj ,λj), f〉

)
+ φ′(〈PN , f〉)

(
−α〈PN , λ∂λf〉+

σ2

2
〈PN , ∂2

λf〉
)
+O

(
1

N

)
. (2.8)

This allows to identify the weak limit Pt of the empirical measures PN
t , evaluated along the paths of the

process (2.3), as the (deterministic) solution of the equation

〈Pt, f〉 − 〈P0, f〉 =
∫ t

0

〈Pu,L(Pu)f〉 du , (2.9)

where

L(Pt)f(s, λ) = ((1 + s tanh(λ))(f(−s, λ)− f(s, λ))

+2β〈Pt, s+ tanh(λ)〉∂λf(s, λ)− αλ∂λf(s, λ) +
σ2

2
∂2
λf(s, λ)

)
. (2.10)

We remark that the operator (2.10) can be associated to the nonlinear Markov Process (see [10])
{(Σt,Λt)}t≥0, with Σt ∈ {−1,+1} and Λt ∈ R, solution of the stochastic equation

Σt → −Σt with intensity 1 + tanh(ΣtΛt) ,

dΛt = (−αΛt + 2β〈Pt, s+ tanh(λ)〉)dt+ σ dBt ,

Pt = law(Σt,Λt) .

(2.11)

Alternatively, writing formally Pt = pt(s, λ)dλ, pt can be identified as the weak solution of the
nonlinear equation

∂tpt(s, λ) = (1− s tanh(λ))pt(−s, λ)− (1 + s tanh(λ))pt(s, λ)

+
σ2

2
∂2
λpt(s, λ)− 2βg(t)∂λpt(s, λ) + α∂λ(λpt(s, λ)) , (2.12)
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where
g(t) :=

∑
s

∫ +∞

−∞
pt(s, λ)(s+ tanh(λ))dλ .

The regularizing effect of the second derivative guarantees that pt is indeed smooth in λ.
Notice that defining

νt(λ) :=
∑
s=±1

pt(s, λ) , µt(λ) :=
∑
s=±1

spt(s, λ) , (2.13)

– and so p(+1, λ) = µ(λ)+ν(λ)
2 , p(−1, λ) = −µ(λ)+ν(λ)

2 – you get from the Fokker-Planck equation (2.12),
the equivalent following system of PDEs

∂tνt(λ) =
σ2

2
∂2
λνt(λ) + (αλ− 2βg(t))∂λνt(λ) + ανt(λ) ,

∂tµt(λ) =
σ2

2
∂2
λµt(λ) + (αλ− 2βg(t))∂λµt(λ) + (α− 2)µt(λ)

− 2 tanh(λ)νt(λ) ,

(2.14)

where
g(t) = 〈νt, tanh(λ)〉+ 〈µt, 1〉 = 〈νt, tanh(λ)〉+m(t) , (2.15)

with m(t) the mass of µ at time t or, equivalently, the expected value of Σt (the ‘average spin’ or
magnetization). Clearly, the knowledge of the pair (νt, µt) of measure-valued processes, is equivalent to
that of Pt. By definition, νt(λ) is the density of the marginal distribution Λt, while µt is the density of
a signed measure; they must satisfy

∫
R νt(λ)dλ = 1,

∫
R µt(λ) dλ = m(t) ∈ [−1, 1].

All the above can be translated into the following rigorous statement, whose proof is given in the
Appendix. In Theorem 2.1 below, we suppose that the laws of (σN (0), λN (0)) are P0-chaotic. Recall the
definition of chaoticity. Let θ be a probability measure on a Polish space X and, for N ∈ N, let ΘN be
a symmetric probability measure on the product space XN (the law of (σN (0), λN (0)) is a probability
measure on ({−1, 1} × R)N , assumed to be symmetric). Then (ΘN )N∈N is said to be θ-chaotic if for
every n ∈ N the joint law of the first n marginals of ΘN converges weakly to the product measure ⊗nθ.

Theorem 2.1. Assume that the initial conditions (σ(0), λ(0)) = (σN (0), λN (0)) for the processes (2.3)
are P0-chaotic for some probability measure P0 on {−1, 1} × R. Then the sequence of measure-valued
random variables (PN )N∈N converges in distribution as N → +∞, in the topology of weak convergence
of probability measures, to the law P on path space of the unique solution of equation (2.11) with initial
distribution P0; moreover, (Pt)t≥0, the measure-valued process of time marginals of P , solves the integral
equation (2.9).

3 The case without noise
In this section we analyze equation (2.9) in the special case of σ = 0. We also assume that the initial
condition is such that all the spins have the same λ, i.e. we take λj(0) = λ0 for all j’s. These simplifi-
cations allow a detailed analysis of the long-time behavior of the solution of (2.9). Indeed, writing P0 in
the form

P0(s,dλ) = δ(λ− λ0)× d0(s) , (3.1)
where d0 is a probability on {−1, 1}, the corresponding solution of (2.9) maintains the same form:

Pt(s,dλ) = δ(λ− λ(t))× dt(s) , (3.2)

Plugging (3.2) into (2.9), and setting m(t) := dt(1)− dt(−1) = 〈dt, s〉, we have that the measure (3.2) is
indeed a solution of the limiting dynamics (2.9), provided that{

λ̇(t) = 2β(m(t) + tanh(λ(t)))− αλ(t) ,

ṁ(t) = −2(m(t) + tanh(λ(t))) ;
(3.3)

with λ(0) = λ0 and m(0) = 〈d0, s〉.
Notice that, in terms of the pair µt, νt introduced in (2.13), the solution (3.2) reads

νt(λ) = δ(λ− λ(t)) , µt(λ) = m(t)δ(λ− λ(t)) . (3.4)
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Analysis of the attractors
First of all, we note that the only fixed point in (3.3) is the origin (0, 0) of the phase plane m,λ. The
linearization around this point gives (

ṁ

λ̇

)
=

(
−2 −2
2β 2β − α

)(
m
λ

)
(3.5)

and the eigenvalues of the system are

x± = β − 1− α

2
±
√(

β − 1− α

2

)2

− 2α . (3.6)

These eigenvalues have both negative real part for β < α
2 +1, and both positive real part for β > α

2 +1.
Thus, for β > α

2 + 1, the local stability of the origin is lost. Much more than local stability can be
obtained for system (3.3).

Theorem 3.1. (i) For β ≤ α
2 + 1 the origin is a global attractor for (3.3).

(ii) For β > α
2 + 1 the system (3.3) has a unique periodic orbit, which attracts all trajectories except

the fixed point.

Proof. It is useful to perform a simple change of variable, consisting in replacing m by y := 2(λ+ βm).
In the variables (y, λ), system (3.3) becomes

ẏ = −2αλ,

λ̇ = y − g(λ) ,
(3.7)

with g(λ) = (2 + α)λ − 2β tanh(λ). The system (3.7) is of the Liénard type (see, for example, [2, 17]),
which allows a detailed study of the global stability.
Case β ≤ α

2 + 1. In this case it is easy to show that the function g is strictly increasing, and it is odd.
Setting

W (λ, y) :=
λ2

2
+

y2

4α
, (3.8)

we have
Ẇ = −λg(λ) , (3.9)

where
Ẇ (λ, y) =

d

dt
W (λ(t), y(t))

∣∣∣
t=0

,

and (λ(t), y(t)) solves (3.7) with (λ(0), y(0)) = (λ, y). Thus W is a global Lyapunov function, which
implies global stability of the origin.
Case β > α

2 +1. The odd function g has now two additional, symmetric zeros ±λ∗, λ∗ > 0 (see figure 1).
Thus, the system (3.3) satisfies the condition of Theorem 1.1 in [2], which establishes existence and
uniqueness of a globally stable periodic orbit.

Here we briefly sketch a proof of the existence, uniqueness and stability of the limit cycle. First of all,
let us prove that all the trajectories revolve around the origin. Suppose to start in region I (see figure 1):
y is decreasing, λ increasing, so you will eventually hit the nullcline y = g (the origin is the only fixed
point, and it is repelling). So we are in II: both y and λ are decreasing, so either you go in III or you
‘die’ at infinity. Let us examine the case y → −∞; for the slope of the trajectory in this region we have

dy
dλ =

ẏ

λ̇
=

−2αλ

y − g(λ)
−−−−−→
y→−∞

0 (3.10)

which means that we will always end up in III. III and IV behave the same, by symmetry.
Denoting with y0 (y1) the intersection of the orbit with the positive (negative) y-axis (which we have
proved to exist for every trajectory), the zeros of the function

∆W (y0) := W (0, y1)−W (0, y0) =
y21 − y20

4α
, (3.11)
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ẏ > 0, λ̇ > 0

ẏ < 0, λ̇ < 0ẏ > 0, λ̇ < 0

ẏ < 0, λ̇ > 0

λ

y

ẏ = 0

λ̇ = 0

I

II
III

IV

λ∗
−λ∗

Figure 1: Qualitative behavior of the dynamical system (3.7). The four regions indicate the four different
directions that the vector field assumes. The blue curve is the graph of g.

λ

y
λ̇ = 0

λ∗

y0

y1

A

B

Figure 2: Plot of the phase plane of the system (3.7). One (half) trajectory is sketched (dotted curve),
starting at (0, y0) and then back to the y-axis at (0, y1). A (B) denotes the point in which the λ-
component of such trajectory becomes greater (lower) than λ∗.
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correspond to periodic orbits (we make reference to figure (2) for notations).

Name y∗0 the positive y-axis intersection of the orbit that passes through (λ∗, 0); then, calling t1 the
time in which (0, y1) is reached, you have

∆W (y∗0) =

∫ t1

0

Ẇ (t) dt = −
∫ t1

0

λ(t)g(λ(t))dt > 0 , (3.12)

since g(λ) > 0 for λ ∈ (0, λ∗). For y0 < y∗0 you get an x-axis intersection smaller than λ∗ –for the
uniqueness of trajectories. Then you still have ∆W > 0.
Now take y0 > y∗0 . In this case it is convenient to split ∆W as follows

∆W (y0) = −
∫ tB

0

λ(t)g(λ(t))dt
(a)

−
∫ tB

tA

λ(t)g(λ(t))dt
(b)

−
∫ t1

tB

λ(t)g(λ(t))dt
(c)

. (3.13)

The first term is clearly positive, and with a change of variable it can be rewritten as

(a) =

∫ λ∗

0

λdλ
1− y(λ)/g(λ)

. (3.14)

We claim that
(a) ↘ 0 monotonically as y0 → +∞ . (3.15)

In order to prove this claim, first of all notice that if one starts at (0, ỹ0 = y0 + ε) for ε positive
and arbitrarily small, then ỹ(λ) > y(λ) for every λ between zero and the λ-axis intersection with the
trajectory. This implies that (a) decreases monotonically with y0. Moreover, the slope of the trajectories

dy
dλ =

2αλ

g(λ)− y

is bounded as long as we are away from the nullcline y = g(λ) and on a compact interval in λ. So, given
an arbitrary positive number M you can always find an initial condition (0, y0) and a λ̃ ≥ λ∗ such that
y(λ) > M as long as λ ∈ (0, λ̃). This proves the claim.
Analogously, one can prove that (c) is positive and monotonically decreasing to zero as y0 → +∞.
Now let us deal with the second term in (3.13). It can be rewritten as

(b) = −
∫ y(tA)

y(tB)

g(λ(y))dy , (3.16)

which is negative. We claim that (b) ↘ −∞ monotonically as y0 → +∞. In order to show this, it is
convenient to split (b) as follows

(b) =

∫ tA+δ

tA

Ẇ dt+
∫ tB−δ

tA+δ

Ẇ dt+
∫ tB

tB−δ

Ẇ dt , (3.17)

with δ arbitrarily small (and positive). The first and third terms in the right hand side of (3.17) remain
negative and finite in the limit y0 → +∞. For the second one, namely

−
∫ y(tA+δ)

y(tB−δ)

g(λ(y))dy , (3.18)

the integrand is bounded away from zero (which is not true for (3.16)) and y(tA+δ) ↗ +∞ monotonically
when y0 → +∞, which comes as a consequence of the proof of (3.15). This is enough to prove the claim.
In the end, we have that

• ∆W (y0) is positive when y0 ≤ y∗0

• ∆W (y0) ↘ −∞ monotonically as y0 → +∞
which prove the existence and uniqueness of the periodic orbit. In order to prove stability, it is enough
to say that ∆W > 0 when y0 < yp0 and ∆W < 0 when y0 > yp0 , where yp0 denotes the positive y-axis
intersection of the periodic orbit.

Summarizing, the simple model presented in this section is obtained from a standard Curie-Weiss-
type model by introducing a dissipation on the spin-flip intensity. This dissipation does not destroy
self-organization of the spins. However, the nonzero magnetization produced by the self-organization
does not converge to a constant value, as in Glauber dynamics for ferromagnets, but rather oscillates
periodically.
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4 Numerical results and conclusions
Here we would like to present and briefly discuss some numerical results regarding the system of partial
differential equations (2.14), that is the general case with the extra noise in the dynamics of the intensities
λj ’s (2.1), whose qualitative analysis is intended to be subject of future work. The qualitative idea that
we would like to stress (supported by the numerical tests) is the following: for small enough values of the
diffusion parameter σ the system qualitatively behaves just as in the no-diffusion case we have analyzed
in the previous section, i.e. the extra noise gives just small perturbations around the periodic orbit (for
the super-critical case β > α/2 + 1) or around the totally disordered configuration (when β < α/2 + 1);
for σ large enough, instead, the diffusion term dominates and both the super-critical and sub-critical
cases evolve to gaussian behaviors around the totally disordered configuration (m,λ) = 0.

Figure 3 refers to the sub-critical case, with parameters α = 3, β = 1. There it is shown a comparison
between two phase plots: one is the phase plot of m = 〈µ, 1〉 versus the expected value of λ

〈λ〉t :=
∫
R
xνt(dx) ,

and with σ = 0.1, the other one is the phase plot of the corresponding σ = 0 case, i.e. it is calculated by
solving system (3.3). Here it is clear that the trigger of a small (but non-zero) value of extra noise does
not spoil the qualitative behavior of the system. Moreover, from equation (2.11), it is easy to see that
the variance of νt(λ)

〈(λ− 〈λ〉t)2〉t = Var(Λt)

satisfies the equation
d
dt Var(Λt) = −2αVar(Λt) + σ2,

so that
Var(Λt) = e−2αt Var(Λ0) +

σ2

2α

(
1− e−2αt

)
. (4.1)

In all simulations the initial condition for ν is (approximately) a delta function at λ0 = 3, so Var(Λ0) ' 0.
For large t, the variance approaches the value σ2

2α .
An analogous situation is found in the super-critical case, as can be seen in figure 4 One can see that

the mean of the densities keeps oscillating in time and that the periodic behavior is indeed preserved,
even if slightly modified, in the small noise case. By (4.1), the variance of ν remains bounded and
actually quite small during the evolution, thus showing that turning on a small noise does not spoil the
qualitative behavior of the noiseless system.

Figures 5 and 6, are the analogues of the preceding ones, but when σ = 10, i.e. with a large
contribution of the extra-noise in the dynamics of the intensities (2.1): it is clear that the diffusion
is here predominant, pushing the variance up to a gaussian behavior around the totally disordered
configuration (m,λ) = (0, 0). The more interesting result is perhaps the one shown in figure 6: the
periodic behavior of the no-diffusion case is completely lost and the system rapidly evolves to the origin
of the phase plane.
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Figure 3: Phase plot of the expected value of λ versus m (left) and phase plot of the no-diffusion case
(namely of the dynamical system (3.3)) (right). The parameters are α = 3, β = 1, σ = 0.1, λ0 = 3,
m(0) = 0.
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Figure 4: Phase plot of the expected value of λ versus m (left) and phase plot of the no-diffusion case
(right). The parameters are α = 3, β = 3, σ = 0.1, λ0 = 3 and m(0) = 0.
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Figure 5: Phase plot of the expected value of λ versus m (left) and phase plot of the no-diffusion case
(right). The parameters are α = 3, β = 1, σ = 10, λ0 = 3 and m(0) = 0.
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Figure 6: Phase plot of the expected value of λ versus m (left) and phase plot of the no-diffusion case
(right). The parameters are α = 3, β = 3, σ = 10 and λ0 = 3, m(0) = 0.
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A Proof of Theorem 2.1
For X a Polish space, denote by P(X) the space of probability measures on the Borel sets of X; equip
P(X) with the topology of weak convergence, which makes it a Polish space, too. As in Section 2, let
PN be the empirical measure of the N -particle system. We may assume that the {−1, 1} × R-valued
processes (sj , λj) have càdlàg trajectories (i.e., trajectories that are right-continuous with limits from the
left). Consequently, PN is a probability measure on the Borel sets of D := D([0,∞), {−1, 1} × R), the
space of {−1, 1} × R-valued càdlàg functions equipped with the Skorohod topology.

The strategy of proof, here, is to represent both the microscopic and the macroscopic model as
solutions of certain stochastic differential equations in order to apply results by [9] on propagation of
chaos, which implies convergence of empirical measures.

Let η be Lebesgue measure restricted to the Borel sets on the interval (0, 2). Let ((Ω,F,P), (Ft)t≥0)
be a filtered probability space satisfying the usual hypotheses rich enough to carry an independent family
(Bi,Ni)i∈N of one-dimensional (Ft)-Brownian motions Bi and stationary (Ft)-Poisson random measures
Ni with characteristic measure η. For N ∈ N, consider the system of Itô-Skorohod equations

dλN
i (t) = −αλN

i (t−) dt+ σ dBi(t)−
β

N

N∑
k=1

∫
(0,2)

q
(
(sNk (t−), λN

k (t−)), u
)
Nk(du,dt),

dsNi (t) =

∫
(0,2)

q
(
(sNi (t−), λN

i (t−)), u
)
Ni(du, dt), i ∈ {1, . . . , N},

(A.1)

where
q((s, λ), u) := −2h(s) · 1(0,1+h(s) tanh(λ))(u), (s, λ) ∈ R2, u ∈ (0, 2),

and h(s) := (−1) ∨ (s ∧ 1), s ∈ R. By Theorem 1.2 in [9], existence and uniqueness of solutions hold in
the strong sense for the system of equations (A.1) since its coefficients are globally Lipschitz continuous;
the jump coefficient, in particular, satisfies the L1 Lipschitz assumption of the theorem. Clearly, if
s ∈ {−1, 1}, then h(s) = s, h(s) tanh(λ) = tanh(s · λ), and∫

(0,2)

q((s, λ), u)η(du) = −2 (s+ tanh(λ)) .

Thanks to the choice of the jump heights, if (sN (0), λN (0)) is such that sNi (0) ∈ {−1, 1}, then sNi (t) ∈
{−1, 1} for all t ≥ 0. Let us fix a sequence of initial conditions (sN (0), λN (0))N∈N such that sN (0) ∈
{−1, 1}N for all N ∈ N and (P ◦ (sN (0), λN (0))−1)N∈N is µ-chaotic for some µ ∈ P({−1, 1} × R). The
solution process (sN , λN ) is then a {−1, 1}N × RN -valued Markov process. Comparing its infinitesimal
generator (cf. equation (1.2) in [9]) with equation (2.3) above shows that (sN , λN ) is a realization of the
N -particle microscopic model. To prove Theorem 2.1 we thus have to prove convergence of the empirical
measures PN :=

∑N
i=1 δ(sNi ,λN

i ) associated with the solutions of (A.1).
Define a function b̄ : P(R2) → R by

b̄(ν) := 2β ·
∫
R2

(h(s) + tanh(λ)) ν(ds,dλ).

Notice that b̄ is Lipschitz continuous with respect to the bounded Lipschitz (or Dudley) metric on P(R2)
as well as with respect to the Wasserstein-1 (or Lipschitz) metric on P1(R2), the space of probability
measures with finite first moments. By Theorem 2.1 in [9], existence and uniqueness of solutions hold in
the strong sense for the McKean-Vlasov Itô-Skorohod equation

dΛ(t) = −αΛ(t)dt+ σ dB1(t) + b̄(Pt) dt,

dΣ(t) =
∫
(0,2)

q ((Σ(t−),Λ(t)), u)N1(du,dt),

Pt = law(Σ(t),Λ(t)).

(A.2)

Assume that P0 = µ = law(Σ(0),Λ(0)). Set P := law(Σ,Λ) and observe that P ∈ P(D). Comparison of
infinitesimal generators yields that the solution (Σ,Λ) of (A.2) is a realization of the nonlinear Markov
process given by equation (2.11). Moreover, the P({−1, 1} × R)-valued process (Pt)t≥0 coincides with
the solution of equation (2.9) with initial condition P0.
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For N ∈ N, consider the system of Itô-Skorohod equations

dλ̄N
i (t) = −αλ̄N

i (t)dt+ σ dBi(t) + b̄(P̄N
t )dt,

ds̄Ni (t) =

∫
(0,2)

q
(
(s̄Ni (t−), λ̄N

i (t)), u
)
Ni(du,dt), i ∈ {1, . . . , N},

(A.3)

where P̄N
t :=

∑N
i=1 δ(̄λN

i (t),s̄Ni (t))
is the empirical measure of the solution at time t. Notice that λ̄N

i (t) =

λ̄N
i (t−) by continuity of trajectories and that all processes are stochastically continuous. Again by

Theorem 1.2 in [9], existence and uniqueness of solutions hold in the strong sense for the system of
equations (A.3). If the initial condition (s̄N (0), λ̄N (0)) for (A.3) is such that s̄Ni (0) ∈ {−1, 1}, then
s̄Ni (t) ∈ {−1, 1} for all t ≥ 0. Fix the initial condition at (s̄N (0), λ̄N (0)) := (sN (0), λN (0)). Since sN (0)
takes values in {−1, 1}N and by the continuity of Lebesgue integrals, the system of equations (A.3) can
be rewritten as

dλ̄N
i (t) = −αλ̄N

i (t−)dt+ σ dBi(t)−
β

N

N∑
k=1

∫
(0,2)

q
(
(s̄Nk (t−), λ̄N

k (t−)), u
)
η(du) dt,

ds̄Ni (t) =

∫
(0,2)

q
(
(s̄Ni (t−), λ̄N

i (t−)), u
)
Ni(du,dt), i ∈ {1, . . . , N}.

(A.4)

Set P̄N .
=

∑N
i=1 δ(s̄N ,λ̄N ). By Theorem 4.1 in [9], the sequence (law(s̄N , λ̄N ))N∈N is P -chaotic. This

implies, by the Tanaka-Sznitman theorem (for instance, Theorem 3.2 in [8]), that the sequence (P̄N )N∈N
of P(D)-valued random variables converges in distribution to the probability measure P . In order to
establish convergence of (PN )N∈N to P , it is therefore enough to show that

d̂bL
(
law(PN ), law(P̄N )

) N→∞−→ 0,

where d̂bL is the bounded Lipschitz metric on P(P(D)). By definition of d̂bL and since both PN and P̄N

are empirical measures for processes defined on the same stochastic basis, we have

d̂bL
(
law(PN ), law(P̄N )

)
≤ E

[
dbL

(
PN , P̄N

)]
≤ 1

N

N∑
i=1

E
[
dSko

(
(sNi , λN

i ), (s̄Ni , λ̄N
i )

)]
,

where dbL is the bounded Lipschitz metric on P(D) and dSko the Skorohod metric on D. For i ∈ N, let
Ñi be the compensated Poisson random measure associated with Ni, that is, Ñi(du,dt) = Ni(du,dt) −
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η(du)dt. Then for T > 0, i ∈ {1, . . . , N}, N ∈ N,

E
[

sup
t∈[0,T ]

|λN
i (t)− λ̄N

i (t)|

]

≤ αE
[∫ T

0

|λN
i (t−)− λ̄N

i (t−)|dt
]
+ E

[
sup

t∈[0,T ]

∣∣∣∣∣ βN
N∑

k=1

∫ t

0

∫
(0,2)

q
(
(sNk (r−), λN

k (r−)), u
)
Ñk(du,dr)

∣∣∣∣∣
]

+
β

N

N∑
k=1

E
[

sup
t∈[0,T ]

∣∣∣∣∣
∫ t

0

∫
(0,2)

(
q
(
(sNk (r−), λN

k (r−)), u
)
− q

(
(s̄Nk (r−), λ̄N

k (r−)), u
))

η(du)dr
∣∣∣∣∣
]

≤ α

∫ T

0

E
[
|λN

i (t−)− λ̄N
i (t−)|

]
dt+ 4E

∣∣∣∣∣ βN
N∑

k=1

∫ T

0

∫
(0,2)

q
(
(sNk (t−), λN

k (t−)), u
)
Ñk(du,dt)

∣∣∣∣∣
2
1/2

+
β

N

N∑
k=1

E
[∫ T

0

∫
(0,2)

∣∣q ((sNk (t−), λN
k (t−)), u

)
− q

(
(s̄Nk (t−), λ̄N

k (t−)), u
)∣∣du dt

]

≤ α

∫ T

0

E
[
|λN

i (t−)− λ̄N
i (t−)|

]
dt+ 4β

N
E
[

N∑
k=1

∫ T

0

∫
(0,2)

(
q
(
(sNk (t−), λN

k (t−)), u
))2 du dt

]1/2

+
6β

N

N∑
k=1

∫ T

0

E
[
|(sNk (t−)− s̄Nk (t−)|+ |λN

k (t−)− λ̄N
k (t−)|

]
dt

≤ α

∫ T

0

E
[
|λN

i (t−)− λ̄N
i (t−)|

]
dt+ 8β

√
2T√
N

+
6β

N

N∑
k=1

∫ T

0

E
[
|(sNk (t−)− s̄Nk (t−)|+ |λN

k (t−)− λ̄N
k (t−)|

]
dt.

Since

E
[

sup
t∈[0,T ]

|sNi (t)− s̄Ni (t)|

]
≤ E

[∫ T

0

∫
(0,2)

∣∣q ((sNi (t−), λN
i (t−)), u

)
− q

(
(s̄Ni (t−), λ̄N

i (t−)), u
)∣∣du dt

]

≤ 6

∫ T

0

E
[
|(sNi (t−)− s̄Ni (t−)|+ |λN

i (t−)− λ̄N
i (t−)|

]
dt,

it follows that

1

N

N∑
i=1

E
[

sup
t∈[0,T ]

(
|sNi (t)− s̄Ni (t)|+ |λN

i (t)− λ̄N
i (t)|

)]

≤ 8β
√
2T√
N

+
α+ 6 + 6β

N

N∑
i=1

∫ T

0

E
[
|(sNi (t−)− s̄Ni (t−)|+ |λN

i (t−)− λ̄N
i (t−)|

]
dt

≤ 8β
√
2T√
N

+ (α+ 6 + 6β)

∫ T

0

1

N

N∑
i=1

E
[

sup
r∈[0,t]

(
|(sNi (r)− s̄Ni (r)|+ |λN

i (r)− λ̄N
i (r)|

)]
dt.

An application of Gronwall’s lemma yields, for every T > 0,

1

N

N∑
i=1

E
[

sup
t∈[0,T ]

(
|sNi (t)− s̄Ni (t)|+ |λN

i (t)− λ̄N
i (t)|

)] N→∞−→ 0,

which implies the desired convergence.
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[9] Carl Graham. McKean-Vlasov Itô-Skorohod equations, and nonlinear diffusions with discrete jump
sets. Stochastic Process. Appl., 40(1):69–82, 1992.

[10] V.N. Kolokoltsov. Nonlinear Markov processes and kinetic equations, volume 182. Cambridge
University Press, 2010.

[11] B. Lindner, J. Garcia-Ojalvo, A. Neiman, and L. Schimansky-Geier. Effects of noise in excitable
systems. Physics Reports, 392(6):321–424, 2004.

[12] D. McMillen, N. Kopell, J. Hasty, and JJ Collins. Synchronizing genetic relaxation oscillators by
intercell signaling. Proceedings of the National Academy of Sciences, 99(2):679–684, 2002.

[13] J. Nagumo, S. Arimoto, and S. Yoshizawa. An active pulse transmission line simulating nerve axon.
Proceedings of the IRE, 50(10):2061–2070, 1962.

[14] K. Pakdaman, B. Perthame, and D. Salort. Relaxation and self-sustained oscillations in the time
elapsed neuron network model. arXiv preprint arXiv:1109.3014, 2011.

[15] Khashayar Pakdaman, Benoit Perthame, and Delphine Salort. Dynamics of a structured neuron
population. Nonlinearity, 23(1):55–75, 2010.

[16] A. Prindle, P. Samayoa, I. Razinkov, T. Danino, L.S. Tsimring, and J. Hasty. A sensing array of
radically coupled genetic ‘biopixels’. Nature, (481):39–44.

[17] M. Sabatini and G. Villari. Limit cycle uniqueness for a class of planar dynamical systems. Appl.
Math. Lett., 19(11):1180–1184, 2006.

[18] Frank Schweitzer. Brownian agents and active particles. Springer Series in Synergetics. Springer-
Verlag, Berlin, 2003. Collective dynamics in the natural and social sciences, With a foreword by J.
Doyne Farmer.

15


