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ABSTRACT

Polar surface temperatures are expected to warm 2–3 times faster than the global-mean surface temper-

ature: a phenomenon referred to as polar warming amplification. Therefore, understanding the individual

process contributions to the polar warming is critical to understanding global climate sensitivity. The Coupled

Feedback Response Analysis Method (CFRAM) is applied to decompose the annual- and zonal-mean ver-

tical temperature response within a transient 1% yr21 CO2 increase simulation of the NCAR Community

Climate System Model, version 4 (CCSM4), into individual radiative and nonradiative climate feedback

process contributions. The total transient annual-mean polar warming amplification (amplification factor) at

the time of CO2 doubling is 12.12 (2.3) and 10.94K (1.6) in the Northern and Southern Hemisphere, re-

spectively. Surface albedo feedback is the largest contributor to the annual-mean polar warming amplification

accounting for 11.82 and 11.04K in the Northern and Southern Hemisphere, respectively. Net cloud

feedback is found to be the second largest contributor to polar warming amplification (about10.38K in both

hemispheres) and is driven by the enhanced downward longwave radiation to the surface resulting from

increases in low polar water cloud. The external forcing and atmospheric dynamic transport also contribute

positively to polar warming amplification:10.29 and10.32K, respectively.Water vapor feedback contributes

negatively to polar warming amplification because its induced surface warming is stronger in low latitudes.

Ocean heat transport storage and surface turbulent flux feedbacks also contribute negatively to polar

warming amplification. Ocean heat transport and storage terms play an important role in reducing the

warming over the Southern Ocean and Northern Atlantic Ocean.

1. Introduction

Enhanced warming of the polar surface temperature

with respect to the global-mean temperature, referred to

as polar warming amplification (PWA), has been a ro-

bust feature of externally forced climate model simula-

tions formore than 30 years (e.g.,Manabe andWetherald

1975;Manabe and Stouffer 1980;Hansen et al. 1984; Rind

1987; Lu and Cai 2010; Cai and Tung 2012) and is con-

sidered an inherent characteristic of the climate system.

Modern general circulationmodels (GCMs) fromphase 3

of the Coupled Model Intercomparison Project (CMIP3)

have indicated that polar regions are likely to warm at

least twice as much as the global average (Meehl et al.

2007). PWA is further supported by observations, which

indicate that the Arctic likely (66%–90% confidence)
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warmed over the last 50 years (ACIA 2005) and has

outpaced global-mean warming by 2–3 times from 1970

to 2008 (Chylek et al. 2009). Despite the robustness of

PWA predictions amongst CMIP3 models, the largest

intermodel spread in regional warming magnitudes is

found in polar regions (Bony et al. 2006; Meehl et al.

2007). In addition, the magnitude of polar warming is

an important constraint on sea and land ice melt pro-

jections, sea level rise, and global climate sensitivity.

The polar regions, specifically the Arctic, are the most

climatically sensitive areas of the globe (e.g., Solomon

et al. 2007). The enhanced sensitivity of high-latitude

regions to an external forcing is linked to several radi-

ative and nonradiative feedback processes (Rind et al.

1995; Holland and Bitz 2003; Hall 2004; Cai 2005, 2006;

Cai and Lu 2007; Winton 2006; Lu and Cai 2010; Hwang

et al. 2011; Alexeev and Jackson 2013). The surface al-

bedo feedback is cited as themost significant contributor

to PWA (e.g., Manabe and Wetherald 1975; Hall 2004;

Winton 2006; Serreze and Barry 2011). Studies suggest

that the surface albedo feedback accounts for nearly half

of the polar surface temperature increase under a CO2

forcing (Hall 2004). However, Winton (2006) concludes,

using a top-of-atmosphere (TOA) perspective, that the

surface albedo feedback may not be the most important

contributor to PWA but rather combined longwave

(LW) feedbacks. Idealized climate simulations demon-

strate that PWA can occur in the absence of the surface

albedo feedback (Cai 2005, 2006; Cai and Lu 2007;

Graversen and Wang 2009; Lu and Cai 2010; Langen

et al. 2012; Cai and Tung 2012). Graversen and Wang

(2009) show that PWA is only increased by 15% when

the surface albedo feedback is active. Ocean heat trans-

port also influences PWA through either a direct de-

position of energy at the polar surface (Holland and Bitz

2003) or a cooling of the polar surface through energy

storage and transport to the deep ocean (Bitz et al. 2012),

respectively. Atmospheric heat transports are also critical

to PWA. Cai (2005) attributes ;25% of the total 3.2-K

high-latitude warming to enhanced atmospheric trans-

port in an idealized climate model. Langen et al. (2012)

confirm the importance of atmospheric transport to PWA

in GCM aquaplanet simulations. Moreover, Lu and Cai

(2010) and Cai and Tung (2012) demonstrate that pole-

ward dry static energy transport is sufficient to produce

PWAon its own, in the absence of surface albedo, surface

evaporation, and latent heat transport feedbacks.

Recently, more attention has been paid to the im-

portance of clouds to PWA (e.g., Vavrus 2004; Holland

and Bitz 2003) and interannual sea ice variability (e.g.,

Kay and Gettelman 2009). Holland and Bitz (2003)

show that cloud feedbacks contribute to the intermodel

spread in PWA, indicating a positive correlation between

increased cloud cover and simulated PWA in GCMs.

Vavrus (2004) suggests that Arctic cloud feedbacks ac-

count for up to 40% of total Arctic warming under in-

creased CO2. The cloud influence on PWA inferred from

the TOA radiative feedback perspective is contradictory

to the results from a surface energy budget perspective.

TOA net cloud feedback in CMIP3 models tends to

be positive in the tropics and negative in high latitudes

(Soden et al. 2008; Taylor et al. 2011a; Zelinka and

Hartmann 2012), suggesting that clouds oppose PWA.

Lu and Cai (2009b) indicate significant contributions

to polar surface warming by clouds, particularly during

polar night, due to a cloud-induced enhancement of

downward longwave radiation to the surface. Idealized

modeling studies of PWA are generally insufficient to

investigate the influence of clouds (e.g., Cai 2005; Lu

and Cai 2010; Langen et al. 2012). A main objective of

this study is to explain the differences between PWA

feedback contributions from the TOA and surface per-

spectives by decomposing the individual feedback pro-

cess contributions to the vertically resolved atmosphere

and surface polar temperature response in a coupled

atmosphere–ocean GCM.

This study quantifies the contributions of various

physical processes to the global temperature response

and PWA in a coupled atmosphere ocean GCM forced

with increased CO2. The Coupled Feedback Response

Analysis Method (CFRAM; Lu and Cai 2009a; Cai

and Lu 2009, hereafter LC09 and CL09, respectively) is

employed to directly attribute polar atmospheric and

surface temperature changes to individual physical

processes thereby quantifying the role individual feed-

backs play in PWA. A transient simulation forced by

1% yr21 CO2 increase until doubling and the corre-

sponding 1850 control simulation with a constant CO2

concentration from the National Center for Atmospheric

Research (NCAR) Community Climate System Model,

version 4 (CCSM4), are used. The model characteristics

and simulation specifics are discussed in section 2. Details

of CFRAM are given in section 3, and section 4 presents

the attribution results. A discussion of the individual

process contributions to PWA is provided in section 5.

Section 6 provides a summary and conclusion.

2. Model simulation and response

The NCAR CCSM4 is a coupled atmosphere–ocean

GCM. The atmospheric component of CCSM4 is the

Community Atmospheric Model, version 4 (CAM4), with

a finite volume dynamic core, 18 horizontal resolution,

and 26 vertical levels. The ocean model is the Parallel

Ocean Program, version 2 (POP2), with 18 horizontal

resolution enhanced to 0.278 in the equatorial region and
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60 levels vertically. Please see Gent et al. (2011) for

more CCSM4 details.

Two model simulations are analyzed: 1) preindustrial

control simulation and 2) 1% yr21 compound CO2 in-

crease. In the preindustrial control simulation, all forc-

ings are constant at year 1850 levels where the CO2

concentration is 284.7 ppm. The annual-mean climatol-

ogy is taken as the 20-yr average of the control climate

simulation between 1920 and 1940. The second simula-

tion is forced with a transient 1% yr21 compound CO2

increase. The annual-mean climatology of the transient

climate simulation is defined as the 20-yr average cen-

tered on the time of CO2 doubling from preindustrial

levels. The transient climate response to the CO2 forcing

is then given as the difference between the transient and

control climatology. The global-mean surface tempera-

ture change in the transient climate response is 1.64K,

slightly higher than CCSM3 and roughly half the equi-

librium warming (Bitz et al. 2012).

The salient features of the CCSM4 zonal annual-mean

atmospheric (Fig. 1a) and surface (Fig. 1b) temperature

response are (i) stratospheric cooling, (ii) a maximum

warming center in upper troposphere in the tropics,

(iii) a stronger surface warming in the polar area than in

the tropics. The combination of (ii) and (iii) also in-

dicates (iv) a decrease in the vertical temperature gra-

dient in the tropics but an increase in the vertical

temperature gradient in high latitudes and (v) a decrease

in the meridional temperature gradient at the surface

and lower troposphere but an increase in the meridional

temperature gradient in the upper troposphere. In ad-

dition to the stronger surface warming in high latitudes

than in low latitudes (Fig. 1a), the surface warming over

land is also larger than over the oceans (not shown).

The overall cloud representation in CAM4 on the

global scale is similar to observations. Kay et al. (2012)

demonstrate that the root-mean-square errors of the

CAM4 global annual-mean TOA shortwave (SW) and

longwave cloud forcing is only;1Wm22 in comparison

with Clouds and Earth’s Radiant Energy System

(CERES; Loeb et al. 2009) observations. Regionally,

although the simulated cloud fractionmatches the satellite

FIG. 1. Zonal mean of changes in the total radiative energy flux convergence D(S 2 R) (positive values indicate convergence, Wm22)

(a) in the atmosphere (shading) and (b) at the surface (red line) and the zonal mean of (c) air (shading) and (d) surface (red line)

temperature response (K) of NCAR CCSM4 global warming simulations. Contours in (a) and the black line in (b) correspond to the sum

of the partial radiation perturbations due to the external forcing (DFext), water vapor feedback [DWV(S2 R)], cloud feedback [Dc(S2 R)],

surface albedo feedback (DalbS), and change in temperature [2(›R/›T)DT]. Contours in (c) and the black line in (d) correspond to the sum

of partial temperature changes based on CFRAM analysis, equaling the sum of their counterparts in (c) and (d) in Figs. 2–3 and 7–9 and in

(b),(d),(f), and (h) in Fig. 10 (note that the atmospheric portions are not shown in Fig. 10).
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observations broadly, CAM4 underestimates the global

annual-mean cloud fraction and produces large biases in

certain regions (Gettelman et al. 2012; Kay et al. 2012;

Medeiros et al. 2012; Barton et al. 2012). In the Arctic,

the simulated cloud properties agree reasonably well

with observations (Kay et al. 2012; Barton et al. 2012). It

should be noted that polar cloud observations have

significant uncertainties.

3. Coupled feedback response analysis method

The CFRAM technique (LC09; CL09), formulated

for quantifying contributions to the 3D global warming

pattern, is applied to the transient CCSM4 climate re-

sponse. CFRAM is based on the energy balance equa-

tion of the coupled atmosphere–surface system, similar

to the partial radiative perturbation (Wetherald and

Manabe 1988) and the radiative kernel method (Soden

and Held 2006). CFRAM goes beyond traditional

feedback diagnostic methods by 1) measuring feedback

strengths in units of temperature and 2) considering

the entire atmospheric column and surface temperature

response. This analysis is particularly useful when there

is a decoupling between the TOA and surface radiative

response. Moreover, CFRAM considers both radiative

and nonradiative feedback processes explicitly, whereas

the TOA-based feedback analysis can only consider

radiative feedback processes with nonradiative feed-

back processes hidden in part of the lapse rate feedback

(LC09; CL09). The CFRAM equation is derived from

the surface-column energy balance equation (LC09;

CL09) and is given by

DT5

�

R

T

�21

[DFext
1D

WV(S2R)1D
c(S2R)

1D
albS1DQatmos dyn1storage

1DQocn dyn1storage

1DQLH
1DQSH

2D
Err(S2R)] .

(1)

The vector S is the vertical profile of the solar radiation

absorbed by atmospheric layers and the surface layer,

whereas R corresponds to the vertical profile of the net

longwave radiation emitted by atmospheric layers and

the surface layer. Each term inside the square brackets

represents the vertical profile of an energy flux conver-

gence perturbation in each of the atmospheric layers and

the surface layer in units of watts per square meter.

Specifically, DFext is the vertical profile of the change in

radiative energy flux convergence at each atmospheric

layer and at the surface layer due to CO2 forcing alone;

D
wv(S 2 R) and D

c(S 2 R) correspond to the vertical

profiles of changes in radiative flux convergence due to

changes in atmospheric water vapor and cloud proper-

ties, respectively; DalbS is the vertical profile of changes

in solar energy absorbed by the atmospheric and surface

layer due to changes in surface albedo; DQatmos_dyn1storage

is the change in the vertical profile of energy conver-

gence into an atmospheric layer due to (i) convective/

large-scale vertical transport of energy into the layer

from other layers in the same column and (ii) horizontal

transport of energy into the layer of the column from

its neighbor columns at the same layer and the atmo-

spheric energy storage; DQocn_dyn1storage is the change

in the energy convergence and storage at the surface;

and DQLH and DQSH are zero in all layers except at

the surface layer and the layer above. At the surface,

DQLH
52D(LH) and DQSH

52D(SH), where LH and

SH denote surface turbulent latent and sensible heat

fluxes, respectively, following the traditional sign con-

vention, namely that positive values mean upward en-

ergy flux leaving from the surface to the atmosphere. In

the lowest atmosphere layer above surface, DQLH
5

D(LH) and DQSH
5 D(SH), representing the changes in

energy convergence into the lowest-atmospheric layer

from the surface due to surface turbulent latent and

sensible heat fluxes, respectively. The term D
Err(S 2 R)

is the error in the offline radiative transfer calculation

(to be discussed further below); (›R/›T)DT corresponds

approximately to the change in the vertical profile of

divergent radiative energy flux due to the atmospheric

and surface temperature response. The (›R/›T) matrix

is called the Planck feedback matrix whose jth column

represents the vertical profile of the change in the di-

vergence of radiative energy fluxes due to a 1-K warm-

ing at the jth layer alone. Readers may consult Fig. 1 of

LC09 for an illustration of (›R/›T).

The Fu–Liou radiative transfer model (Fu and Liou

1992, 1993) is used to compute radiative heating rate

perturbations at each longitude–latitude grid point.

Perturbation calculations for each radiative feedback

are performed followingWetherald andManabe (1988),

except the entire column radiative heating rate profiles

are archived. Clouds are handled in this study using

a variation of the Monte Carlo Independent Column

Approximation (MCICA; Pincus et al. 2003) used pre-

viously by Taylor et al. (2011a,b) to diagnose cloud

feedback. MCICA is performed by subdividing each

model grid box into 100 subcolumns and then generating

cloud profiles for each. The subcolumn cloud profiles

are generated using a maximum random overlap cloud

generator (R€ais€anen et al. 2004) based on the annual-

mean climatological cloud properties (cloud fraction,

liquid, and ice cloud mixing ratios) derived from the

CCSM4 simulations. Calculating each radiative term in
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(1) overall grids results in a series of 3D radiative energy

flux perturbations. The vertical summation of each ra-

diative heating rate perturbation in (1) in units ofWm22

from the surface to the top layer is the net downward

radiative energy flux perturbation at TOA due to that

term and is identical to their counterparts obtained

by applying the partial radiative perturbation (PRP)

method (Wetherald and Manabe 1988) or radiative ker-

nel methods (Soden and Held 2006; Soden et al. 2008).

Likewise, the vertical summation of DFext from the sur-

face to the tropopause corresponds to the radiative

forcing at the tropopause without stratospheric adjust-

ment as conventionally defined (e.g., Hansen et al. 1997).

Vertical summation of (›R/›T)DT from the surface to

TOA corresponds to the combined Planck and lapse rate

feedbacks from the PRP and radiative kernel methods.

Standard CCSM4 outputs include 3D solar heating

and longwave cooling rates in the atmosphere and all

radiative energy fluxes at the surface. The solar heating

and longwave cooling rates are converted from kelvins

per day to watts per square meter in each atmospheric

layer by multiplying the climatological mean heating/

cooling rates in kelvins per day with a factor of 86 400/

(cpdm), where cp is the heat capacity of air at a constant

pressure and dm is the climatological mean mass of the

atmospheric layer under consideration. These outputs

enable us to directly quantify the errors in the offline

calculations defined as

D
Err(S2R)5D(S2R)2D(SCCSM4

2RCCSM4) , (2)

where superscript CCSM4 indicates the results derived

directly from CCSM4 output, and the terms without the

superscript are derived from the offline calculation.

Note that the errors calculated from (2) are not due to

the linearization of the radiative transfer model but are

from (i) differences between the radiation models used,

(ii) using the time mean versus instantaneous fields as

inputs for our offline radiation calculations, and (iii) the

conversion from kelvins per day to watts per square

meter, which should be done before taking any time

mean since dm is time dependent. Therefore, the con-

version taken after the time mean also introduces some

error in inferring the dynamical heating field in the at-

mosphere from the mean CCSM4 solar heating and

longwave cooling rate output, although it should be

smaller than the errors due to (i) and (ii).

Nonradiative energy fluxes are taken from the CCSM4

output. The nonradiative energy fluxes included in the

standard CCSM4 output are associated with atmospheric

turbulent motions within the boundary layer [i.e.,

surface turbulent sensible (SH) and latent heat (LH)

fluxes]. Nonradiative fluxes associated with convective

and large-scale advective energy transport are not stan-

dard output. Therefore, DQatmos_dyn1storage is inferred

using 3D solar heating and longwave cooling rate in each

atmospheric layer as

DQatmos dyn1storage
5DQatmos dyn

2D

�

›E

›t

�

52D(SCCSM4
2RCCSM4) , (3)

where DQatmos_dyn1storage is the vertical profile at the

grid point under consideration. Similarly, the surface net

downward solar and longwave radiation fluxes, LH and

SH, from CCSM4 standard output are used to infer the

net convergence of nonradiative energy fluxes by the

ocean circulation and the ocean heat storage term as

DQocn dyn1storage
5DQocn dyn

2D

�

Eocean

t

�

52D

�

SCCSM4
surf 2RCCSM4

surf

�

1DLH1DSH. (4)

The value of DQocn_dyn1storage is zero, except at the

surface equaling the lhs of (4). As a result of the errors in

the offline calculation (section 4e), DQatmos_dyn1storage

and DQocn_dyn1storage are determined from changes in

the net radiative cooling/heating rate outputs from the

CCSM4 output.

As in PRP and radiative kernel feedback diagnostic

methods, one of the twomain assumptions in CFRAM is

that the total radiative energy flux perturbations can be

linearly decomposed to the sum of the partial radiative

energy flux perturbations by omitting higher order terms.

The other main assumption is that the radiative energy

flux perturbations can be calculated in offlinemode from

time-mean fields using a different radiative transfer

model. To the best of our knowledge, a direct validation

has not been done in the literature. Here the lineariza-

tion approximation is validated at each grid point and

in each vertical layer; the PRP and radiative kernel

methods only require the linearization to be valid at

TOA or tropopause level. The shading in Fig. 1c and

the red curve in Fig. 1d correspond to the zonal mean

of the sum of all radiative perturbation terms in the

atmosphere and at the surface, whereas the black

contour lines and black curve represent the total per-

turbation computed offline. The fact that the color and

line contours in Fig. 1c and the two curves in Fig. 1d

overlap nearly exactly indicates that the total radiative

energy perturbations in response to the doubling of

CO2 can be calculated using the linearization method.
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Linearization errors in atmospheric column radiative

heating rates are small, as the case at the TOA reported

in previous studies (Soden and Held 2006; Soden et al.

2008).

The linear decomposition is then applied to obtain the

partial temperature changes due to each term on the

rhs of (1). Solving (1) grid point by grid point enables us

to obtain 3D profiles of these partial temperature

changes. For an easy reference, partial temperature

changes are denoted as DTx with the superscript x rep-

resenting one of the eight superscripts or ‘‘Err’’ from (1).

Comparing the sum of individual partial temperature

changes verifies the accuracy of the CFRAM decom-

position (contour lines in Fig. 1a and the black curve in

Fig. 1b) with the total temperature change derived from

the CCSM4 climate simulations (shading in Fig. 1a and

red curve in Fig. 1b). It is shown that the contours nearly

coincide with the shading in the troposphere, although

there exist some noticeable differences in the strato-

sphere. This confirms that these partial temperature

changes due to the external forcing and feedbacks are

indeed addable to the total temperature change obtained

from the model simulation.

4. Attribution of the zonal-mean, vertical warming

pattern

a. External CO2 forcing

The atmosphere and surface radiative heating from

the external forcing alone DFext is examined by applying

the linear decomposition in (1) to the radiative heating

rate perturbations from the CO2 forcing (Fig. 2). The

zonal mean of the vertical distribution shows an arch

shape of the maximum radiative perturbation with a

peak value greater than 11Wm22 centered in the equa-

torial midtroposphere and extends poleward into the

lower troposphere and to the surface. This DFext feature

results from the meridional variation of atmospheric

opacity to the longwave radiation associated with the

latitudinal variation of the time-mean water vapor, as

discussed in Cai and Tung (2012). The tropical surface

and lower-tropospheric DFext is smaller because the

resulting increase in the downward LW emission from

increased CO2 concentration is quickly absorbed by the

water vapor (in the unperturbed time-mean state) be-

fore it reaches the layers below. Moving poleward, the

water vapor concentration decreases rapidly and as a

FIG. 2. Zonal mean of perturbations of radiative energy flux convergence (Wm22) due to external forcing (DFext) in (a) the atmosphere

and (b) at the surface (red line) in units of and zonal mean of partial air temperature changes DText (K) due to DFext alone in

(c) atmosphere and (d) at the surface. The blue and black curves in (b) correspond to the net downward radiation energy flux perturbation

due to the external forcing at the tropopause (s 5 0.266) and the TOA, respectively.
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result the maximum DFext occurs lower in the atmo-

sphere as the latitude increases. This feature is reflected

in the surface DFext (Fig. 2b; red line) by a minimum

value at the equator that increases poleward. The sur-

face value of DFext is larger over the Antarctic than the

Arctic, which reflects the occurrence of more low-level

clouds and moisture in the unperturbed climate-mean

state of the Arctic, leading to the maximum absorption

of the additional LW radiation in theArctic atmosphere.

Above the midtroposphere DFext maximum is a band of

negative DFext. As shown in Cai and Tung (2012), an

increase of CO2 alone (without any feedbacks) causes an

increase in downward radiation and a reduction in up-

ward radiation in all atmospheric layers. The increase in

downward radiation is strongest in the lower tropo-

sphere and at the surface, whereas the reduction in up-

ward radiation is strongest in the upper troposphere

(not shown here, which is similar to what is shown in

Fig. 2 of Cai and Tung 2012). The sum of the convergence

of the increase in downward radiation fluxes and the re-

duction in upward radiation fluxes corresponds to the

profile of the increase in the net radiation heating due

to the doubling of CO2. In the elevations between the

maximum increase in the downward radiation and the

maximum reduction in downward radiation, the increase

in downward radiation fluxes due to increased CO2 con-

centration is divergent, and the reduction of upward ra-

diation fluxes is convergent. It follows that these negative

radiative heating perturbations in the troposphere result

from a relatively large divergence of downward radia-

tion fluxes and a small convergence of upward radiation

fluxes, located between the maximum increase in the

downward radiation and the maximum reduction in

downward radiation.Above these negative heating layers,

the convergence of the upward radiation fluxes is larger

than the divergence of the downward radiation fluxes,

responsible for the heating perturbation there. This ex-

plains the vertical band structure of the external forcing

in the troposphere. The vertical elevation of the cooling

perturbations is determined mainly by the elevation of

the maximum increase in downward radiation, which in

turn is determined by the climatological mean meridi-

onal and vertical profiles of atmospheric water vapor

and clouds. This explains the meridional variation of

the vertical band structure of the external forcing in the

troposphere.

Partial temperature perturbations from the external

forcing alone DText exhibit a broad tropospheric and

surface warming accompanied by strong stratospheric

cooling (Figs. 2c,d). The largest DText values, about

11.5K, generally follow the arch shape pattern of the

maximum DFext. The quantity DText is positive through-

out the troposphere, excluding the atmosphere above the

South Pole despite the negative band of DFext in the

midtroposphere. This feature occurs because the CFRAM

analysis accounts for the thermal radiation effect of the

temperature response due to energy perturbations at

a specific layer on the temperature in the layers above

and below. In the stratosphere, DFext is responsible for

large negative DText ranging from 21 to 210K. The

stratosphere is more sensitive to energy perturbations

because of a much weaker stratospheric Planck feed-

back from colder stratospheric temperatures and lower

emissivity. The Planck feedback magnitude is pro-

portional to the control climate temperaturewhere cooler

temperatures result in a lesser Planck feedback, a direct

result of the Stephan–Boltzmann law. This effect also

further strengthens the effect of a poleward increasing

profile of DFext at the surface (Fig. 2b), resulting in a

stronger reduction in the equator-to-pole surface tem-

perature gradient (Fig. 2d).

b. Water vapor feedback

The radiative energy perturbations due to water vapor

changes D
WV(S 2 R) are positive and largest at the

surface with a rapid poleward-decreasing pattern. In the

atmosphere, DWV(S 2 R) exhibits a banded structure in

the vertical (Fig. 3a). The banded structure is more

pronounced in the tropics and subtropics where

D
WV(S 2 R) changes its sign several times with height.

As with the increase in CO2, an increase in water vapor

also causes an increase in downward radiation fluxes and

a reduction in upward fluxes throughout the entire at-

mospheric column. However, the increase in water va-

por in a warmer climate is not uniform because the water

vapor storage in the atmosphere is strongly dependent

on the climatological vertical and meridional profiles of

temperature. The increase in atmospheric water vapor is

at its maximum in the lower troposphere in tropics,

where the climatological temperature is much warmer

and the increase in atmospheric water vapor decreases

very rapidly with height and latitude away from the

lower tropical troposphere; the water vapor changes

in terms of percentage are of similar magnitude in the

tropics and polar regions. Such maximum increasing in

water vapor in the lower tropical troposphere and rap-

idly decreasing profile of the increase in water vapor

away from the lower tropical troposphere yield two local

maxima of the increase in downward radiation fluxes in

the vertical over the tropics and subtropics (not shown

here). However, the vertical profile of the reduction in

upward radiation fluxes is not sensitive to such highly

nonuniform increase of water vapor, exhibiting a maxi-

mum reduction in the upper troposphere in the tropics

and subtropics (not shown; note that in the extratropics

the reduction of upward radiation fluxes is less noticeable
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because of the little change in water vapor there). There-

fore, it is the vertical profile of the increase in downward

radiation fluxes due to the vertically decreasing profile of

the increase in water vapor that gives rise to the multiple

band structure of DWV(S2 R) in the vertical in the tropics

and subtropics. Note that the meridional profile of surface

D
WV(S2R) is similar to its counterparts at the TOAand

tropopause (Fig. 3b) and the latter aligns well with re-

sults from Community Climate SystemModel, version 3

(CCSM3; Taylor et al. 2011a). Based on this alone, one

could state that most of the energy perturbation at the

TOA due to water vapor feedback is applied to the sur-

face.However, what takes place at the surface is due to the

enhancement of the downward radiation from the lower

troposphere where the water vapor change is greatest,

whereas the net radiative energy flux perturbation at the

TOA is due to the reduction of upward radiation energy

fluxes caused by the increased upper-tropospheric water

vapor. Therefore, it is mainly the strengthening of the

downwardLWradiationdue to themoisteningof the lower

atmosphere that causes the warming in the lower tropo-

sphere and surface, whereas the reduction in upward LW

radiation due to the moistening of the upper troposphere

only contributes to the warming in the midtroposphere.

Theminimum surfaceDWV(S2R) is found near 608 in

each hemisphere instead of at the poles, despite a larger

specific humidity change at 608 than at the poles. Co-

inciding with this local minimum at the surface is a deep

layer of positiveDWV(S2R) in the atmosphere, which is

associated with a high concentration of liquid clouds

in the lowest layers in the CCSM4 mean climate state

(Fig. 4). The presence of these clouds in the lower tro-

posphere absorbs extra downward radiative fluxes emitted

from the moistened layers in response to the anthropo-

genic forcing causing a stronger and deeperDWV(S2R) in

the atmosphere and reducing the surface D
WV(S 2 R).

The partial temperature change pattern from the

water vapor feedback DTWV shows a decreasing pattern

from the equatorial surface maximum of;1.9K in both

vertical and meridional directions (Figs. 3c,d). At the

surface, the water vapor feedback warms the equatorial

region more than near the poles. The equatorial surface

maximum of DTWV decreases at different rates pole-

ward depending on the hemisphere. In the Northern

Hemisphere, DTWV decreases to about 11K at 408N

and then begins increasing until 808N. In the Southern

Hemisphere, DTWV decreases to about 10.9K at 408S

and remains at that value until 808S where it begins

dropping toward the pole due to the enhanced emission

space. This feature results in a larger water vapor–

induced equator-to-pole temperature gradient in the

Southern Hemisphere. Atmospheric DTWV is generally

FIG. 3. As in Fig. 2, but for (a),(b) DWV(S 2 R) and (c),(d) DTWV.
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positive in the troposphere, except over Antarctica

where DFWV is negative throughout the atmosphere

above the boundary layer. A weak vertical variation of

DTWV is found in the tropics and subtropics despite the

bandedDFWV structure due to the nonlocal temperature

response to energy perturbation via thermal radiation

coupling retained in CFRAM. Most of the nonlocal

temperature response in the lower troposphere comes

from the enhanced LW radiation due to the surface

temperature warming forced by the surface DFWV.

c. Cloud feedbacks

Cloud radiative energy perturbations are separated

into longwave (2D
cR; Fig. 5) and shortwave (DcS; Fig. 6)

components. The offline computed cloud radiative heat-

ing rate perturbations are consistent with the CCSM4

responses in liquid and ice cloud concentrations

(Figs. 4c,d) as well as the response in cloud fraction (not

shown).The2D
cR (Figs. 5a,b) contains a rich meridional

and vertical structure summarized by four characteris-

tics: 1) equatorial banded structure in the vertical,

2) midlatitude low- and midtropospheric positive 2D
cR,

3) upper-tropospheric positive and negative belts of2D
cR,

and 4) LW cooling and heating of the polar troposphere

and surface (Fig. 5c), respectively. The equatorial banded

structure in the vertical results from the combined

CCSM4 tropical mean state cloud distribution and the

cloud response where the control climate trimodal cloud

distribution shifts to a slightly higher level in the tran-

sient CO2 forcing simulation. Layers with increased

cloud fraction experience increased LW absorption of

upward radiation from below that which is greater than

the increase in its LW emission, resulting in a2D
cR. 0,

whereas layers with decreased cloud fraction exhibit

a radiative cooling due to a reduced absorption. The

stronger absorption of the downward LW radiation re-

sulting from the increased low cloud fraction and water

path causes negative2D
cR at the surface. The reduction

FIG. 4. Zonal-mean CCSM4 control climate mean cloud (a) liquid and (b) ice water mixing ratio, and cloud (c) liquid and (d) ice water

mixing ratio response to CO2 forcing (ppm by weight). Cloud fraction changes are not shown because over the regions where cloud liquid

or ice water path increased (decreased), cloud fraction also increased (decreased). The exception is midlevel clouds in the tropics, which

become thinner (less water content) with a larger fractional coverage.
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in low- andmidlevel water cloud fraction inmidlatitudes

causes a reduction of thermal radiation emission there,

responsible for a strong positive2D
cR radiative heating

perturbation. As indicated in Fig. 4, the arch shape of

both liquid and ice cloud profiles extends both poleward

and upward in response to the external forcing. Such

a poleward and upward expansion in cloud distribution

produces an arch shape of negative 2D
cR in the place

where clouds increase (due to a stronger emission) and

another arch shape of positive 2D
cR above due to a

stronger absorption of the extra emission from below.

The polar cloud response causes a cooling (heating) of

the polar troposphere (surface). CCSM4 polar clouds

are generally low and are composed of both water and

ice. In response to the external forcing, these clouds

show increases in cloud fraction and liquid water paths.

Increased polar cloud fraction and optical depth drives

a different 2D
cR in the polar atmosphere than in the

upper tropical troposphere. In the polar atmosphere,

cooling rates are generated by the cloud fraction and

optical depth increases because the layers are so dry that

these cloud changes significantly increase layer LW

emission. The increased polar atmospheric emissivity

also increases the downward radiation from the atmo-

sphere to the surface resulting in the maximum positive

surface 2D
cR (i.e., a stronger greenhouse effect).

Despite the complex structure of2D
cR, the associated

temperature perturbation DTcloud_LW vertical structure is

quite smooth due to thermal radiative coupling built in

the CFRAM analysis. The DTcloud_LW vertical struc-

ture is characterized by midlatitude and tropical atmo-

spheric warming that is strongest in the upper tropical

troposphere, a polar surface warming, and a cooling of

the polar atmosphere. The LW cloud feedback con-

tributes up to 11.5-K warming to the upper equatorial

tropospheremaximum (Fig. 5c), whereas cloud amount

and liquid water path increases in the polar atmosphere

cause significant cooling from about 20.5 to 21.5K. At

the northern and southern polar surface, the pronounced

increase in downwelling radiation from the more cloudy

atmosphere to the surface accounts for large surface

DTcloud_LW up to 12.1K.

Compared with 2D
cR, the SW perturbation of radi-

ative flux convergence due to the cloud response (DcS)

exhibits muchweaker vertical structure because changes

in D
cS are only involved with changes in absorption and

reflection of solar energy but not emission. The D
cS is

mainly confined to the surface because atmospheric

absorption of SW radiation is weak and atmosphericDcS

is less than 2D
cR. As a result, almost all changes in D

cS

at TOA represent the changes in D
cS at the surface, as

indicated by the nearly exact overlapping of the black,

FIG. 5. As in Fig. 2, but for (a),(b) 2D
cR and (c),(d) DT cloud_LW.
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blue, and red curves shown in Fig. 6b. This is in sharp

contrast to 2D
cR, which shows a large difference be-

tween the TOA and surface over the polar region. The

surface D
cS meridional structure shows positive radia-

tive perturbations in the subtropics and midlatitudes

resulting from a decrease in the reflection of incoming

solar energy by the thinning of lower and midtropo-

sphere water clouds. Negative surfaceDcS is found at the

equator and in polar regions resulting from increased

SW cloud reflection from the increased low cloud amount

and optical depth. Small DcS contributions within the

atmosphere exhibit lower and upper troposphere pos-

itive perturbations and negative perturbations in the

midtroposphere associated with enhanced (decreased)

SW absorption where clouds increase (decrease) or

become thicker (thinner).

Following D
cS, large values of DTcloud_SW are mainly

at the surface. Nevertheless DTcloud_SW is nonnegligible

in the atmosphere due to the increased upward LW

emission induced by DTcloud_SW at the surface. A strong

DTcloud_SW value of about 22K occurs just north of the

equator adjacent to a significant surface warming of

about 11.2K. This feature driven by the coincident

positive and negative surface DcS caused by cloud liquid

water path decreases and increases, respectively, sug-

gests an intensification of the intertropical convergence

zone that causes more reflection of the incoming solar

energy by increased clouds there (Figs. 4c,d). This cou-

plet of positive and negative cloud radiative perturba-

tion largely offsets in the global mean. The strong

positive surface D
cS in the subtropics and midlatitudes

results in a strong surface warming. The DTcloud_SW in

polar regions tends to slightly cool the surface and

atmosphere.

Comparing the vertical and meridional structure of

the net cloud radiative perturbations Dc(S2R) (Fig. 7a)

with 2D
cR (Fig. 5a) and D

cS (Fig. 6a) it is evident that

the atmospheric structure of D
c(S 2 R) results from

the LW cloud component, 2D
cR. At the surface, the

strongest DTcloud_net is 21.2K (Fig. 7d) centered near

58N where DTcloud_SW dominates over DTcloud_LW.

Outside of this region, the DTcloud_net increases surface

temperature. The DTcloud_net warms the upper tropical

troposphere and cools the polar atmosphere (Fig. 7c)

while warming the polar surface. Surface DTcloud_LW

dominates over DTcloud_SW in the polar regions leading

to an overall warming of the polar surface and a positive

contribution to PWA (Figs. 5c,d; section 5). In summary,

the main characteristics of the cloud-induced tempera-

ture response are that (i) clouds enhance polar surface

warming via positive longwave feedbacks, (ii) clouds

enhance upper-tropospheric warming especially in the

FIG. 6. As in Fig. 2, but for (a),(b) DcS and (c),(d) DTcloud_SW.
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tropics, (iii) LW cloud feedback mainly affects the

atmosphere controlling the vertical distribution of

the cloud-induced partial temperature perturbations,

(iv) SW cloud feedback mainly affects the surface in

the tropics and subtropics, and (v) the net effect of cloud

feedback acts to generally reduce the equator-to-pole

temperature gradient at the surface but enhances it in

the upper troposphere.

d. Dynamical feedbacks

Changes in the energy transport, DQatmos_dyn1storage,

are inferred from (3) and the atmospheric layer portion

of the total radiative heating rate perturbations is shown

in Fig. 8a, which includes both horizontal (total) energy

transport through large-scale advection and vertical

(total) energy transport through convection and large-

scale vertical motions, as well as DQLH and DQSHwhose

vertical sums are equal to 2DLH and 2DSH, respec-

tively. The changes in vertical energy transport and

DQLH dominate in the tropics, and the changes in hori-

zontal energy transport and DQSH dominate in the extra-

tropics. The tropical vertical structure ofDQatmos_dyn1storage

exhibits a similar pattern to its counterpart in cloud

property changes, showing negative in the lower and

midtroposphere but positive in the upper troposphere.

The pattern of negative values in lower levels and positive

values in upper levels indicates the strengthening of

tropical convection, which is accompanied by the in-

crease in cloud-top height. The dominance of positive

values of DQatmos_dyn1storage in high latitudes or a pole-

ward increase ofDQatmos_dyn1storage along the horizontal

surface is indicative of a strengthening in poleward en-

ergy transport. This again is consistent with the pole-

ward expansion of clouds shown in Fig. 4. The spatial

variation of DQatmos_dyn1storage inferred indirectly from

the total radiative energy flux convergence perturba-

tions is qualitatively similar to that directly evaluated

from the dynamical core outputs of the sameGCMmodel

(Song et al. 2013), as well as similar to that of an idealized

GCMmodel that does not include the hydrological cycle

(Lu and Cai 2010; Cai and Tung 2012).

The partial temperature changes DTatmos_dyn1storage

tend to enhance the warming in the upper tropical tro-

posphere and at the surface over the polar areas (Figs.

8c,d). Figure 8c demonstrates that changes in atmo-

spheric dynamical energy redistribution in response to

anthropogenic forcing warms the upper tropical tropo-

sphere and the polar regions at the expense of the low

andmidtropical troposphere. Tropical upper-tropospheric

DTatmos_dyn1storage exceeds 14.5K in response to in-

creased energy deposition likely from increased tropi-

cal convection. The DTatmos_dyn1storage (Fig. 8c) also

FIG. 7. As in Fig. 2, but for (a),(b) Dc(S 2 R) and (c),(d) DT cloud.
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shows significant contributions to Arctic and Antarctic

upper-tropospheric warming and exceeds12.5K likely

through increased poleward large-scale energy trans-

port. A positive contribution by dynamic transport

to polar amplification, DTatmos_dyn1storage with about

10.5K, results from enhanced downward LW radiation

to the surface in response to dynamical warming of the

polar atmosphere despite surface DQatmos_dyn1storage
5 0.

The enhanced downward thermal radiation due to the

dynamically induced atmospheric warming in high lati-

tudes is the essential process that contributes to the

dynamical amplification of the polar surface warming as

elucidated first in Cai (2005) in a simple conceptual

model and verified in Lu and Cai (2010) and Cai and

Tung (2012) in a simple GCM.

e. Residuals

Figure 9 shows errors in the radiative heating rate

D
Err(S 2 R) indicating errors in our offline radiative

heating calculations with respect to the instantaneous

CCSM4 simulated radiative heating rates and the cor-

responding partial temperature perturbation DTErr. The

largest values of DErr(S 2 R) and DTErr are found in

several critical regions: upper troposphere, Arctic sur-

face, and Antarctic atmosphere regions. The DErr(S2 R)

in the upper tropical troposphere and in the atmosphere

above Antarctica reach11.5Wm22 corresponding to

DTErr of 12K over Antarctica and 11K in the upper

tropical troposphere. Significant negative DTErr is shown

in the upper tropical troposphere in the absence of a

large local DErr(S 2 R) resulting from large values of

D
Err(S2R) in the column below, which reduces the LW

radiation available for absorption at this level from that

emitted below. The D
Err(S 2 R) reaches 62.5Wm22 at

TOA, tropopause, and surface; however, surface

DTErr does not exceed 60.8 K. Considering D
ErrS and

2D
ErrR separately (not shown), atmospheric DErr(S2

R) is dominated by 2D
ErrR, whereas D

ErrS and

2D
ErrR show equal magnitudes at the surface. The

D
Err(S2R) structure in the atmosphere resembles the

2D
cR pattern suggesting that a major contribution to

2D
ErrR is from the LW cloud radiation calculation.

The largest DErrS is found mainly at the surface, as is

the case with D
cS, which suggests that DErrS mainly

comes from the SW component of the offline cloud

radiation calculation. We also note that although

D
Err(S 2R) is very small in the stratosphere (less

than 0.1Wm22), DTErr can still be very large in the

stratosphere because of the weaker Planck feedback

in the stratosphere, resulting from a combination of

less air mass and a relatively cool temperature in the

stratosphere.

FIG. 8. As in Fig. 2, but for (a),(b) DQatmos_dyn1storage and (c),(d) DTatmos_dyn. The DQatmos_dyn1storage is by definition zero at the surface.
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Residual errors are evident as all radiative feedback

decomposition techniques and are quoted as being

;10% in magnitude (Soden and Held 2006; Soden et al.

2008). However, it is difficult to know exactly where

these errors originate. It is generally speculated that

these errors are due to the use of time-mean clouds in

the offline radiative transfer calculation (Wetherald and

Manabe 1988; Taylor et al. 2011a). Here, these errors

are explicitly calculated so that the impacts can be

known. The correlation noted betweenD
Err(S2R) and

D
c(S 2R) indicates that clouds contribute largest to

D
Err(S 2R), and the residual errors likely stem from

differences between instantaneous and time-mean

clouds (Kato et al. 2011). This result is applicable more

broadly to all feedback decomposition techniques that

use the time-mean clouds, instead of instantaneous

clouds, in evaluating various feedback terms. Never-

theless, the apparent good negative correlation between

D
Err(S 2R) and D

c(S 2R) identified here may indicate

that the cloud feedback evaluated using a time-mean

cloud field, instead of instantaneous clouds, may just

overestimate contributions to the total temperature

changes by cloud feedback. This is specifically true in the

upper tropical troposphere and at the tropical and polar

surface. The impact of using the time-mean cloud field

may have minimal impact on water vapor feedback

and external forcing estimates, although it could have

important impact on the surface albedo feedback over

polar regions because D
ErrS and D

albS (which is evalu-

ated using the time-mean clouds) also appear to be

negatively correlated there.

f. Surface energy perturbations

The remaining contributions to the surface energy

budget including surface albedo, turbulent heat fluxes,

and ocean transport are shown in Fig. 10. The surface

albedo change contributions are generally confined

to extratropical and polar regions. Surface albedo radi-

ative and partial temperature perturbations (Figs. 10a,b)

extend equatorward farther in the Northern Hemisphere

because 1) the model produces significant mountain

snow and glacier melt in the Tibetan Plateau and

2) snow-covered land exists on the polar fringes in the

control climate simulations. Southern Hemispheric

surface albedo energy perturbations and partial tem-

perature contributions are confined to the edges of the

Antarctic continent. In these Southern Hemispheric

regions energy perturbations exceed 3Wm22 and ac-

count for about 13-K surface temperature warming.

Surface and latent heat energy perturbations are also

critical to the zonal-mean warming pattern of the

Southern Ocean. In this region, DSH exceeds24Wm22,

whereas outside of the Southern Ocean DSH is generally

positive and smaller than 62Wm22. Physically, the

FIG. 9. As in Fig. 2, but for (a),(b) DErr(S 2 R) and (c),(d) DTErr.
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strength of turbulent sensible heat flux is controlled by

the surface and near surface air temperature difference,

as well as surface wind speed. This implies that the large

negative DSH in the Southern Ocean occurs because the

overlying atmosphere warms more than the surface.

Southern Ocean DSH contributes to DTSH of12.5K. In

an opposing fashion, Southern Ocean DLH is markedly

positive (Fig. 10e),13Wm22, tending to offset changes

FIG. 10. (left) Energy perturbations at the surface and the (right) corresponding partial surface temperature

changes: (a)DalbS, (b)DTalb, (c)DQSH, (d)DTSH, (e)DQLH, (f)DTLH, (g)DQocn_dyn1storage, and (h)DTocn_dyn1storage.

The sign convection for the surface turbulent fluxes is positive from surface to atmosphere and therefore reductions

in these fluxes warm the surface.
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in SH and corresponds to DTLH of 21.5K (Fig. 12f).

Unlike DSH, DLH demonstrates significant contribu-

tions to changes in the surface energy budget zonal

bands outside of the Southern Ocean, indicating that in

several regions a significant negative evaporation feed-

back exists on the order of 21K. The DQocn_dyn1storage

represents both the spatial redistribution of energy by

oceanic circulations and the ocean storage term. Positive

values of DQocn_dyn1storage are mainly due to the con-

vergence of the horizontal oceanic energy transport,

whereas negative values are due to both the divergence

of the horizontal oceanic energy transport and an in-

crease in heat storage associated with downward mixing

in the transient climate response. But the stronger neg-

ative values of DQocn_dyn1storage are mostly due to the

heat storage. The global mean of DQocn_dyn1storage

equals21.16 Wm22, which is entirely due to changes in

the ocean heat storage term. This means that at the time

of the doubling of CO2, the ocean as a whole withholds

about 1/4 of the total radiative energy perturbation at the

surface induced by the external forcing (0.72Wm22),

water vapor feedback (2.27Wm22), albedo feedback

(0.76Wm22), and cloud feedback (0.76Wm22). Such

temporal withholding of energy flux at the ocean surface

alone implies that at least another 10.6-K global

warming is expected as the ocean reaches its own equi-

librium (global mean of DTocn_dyn1storage
5 20.6K).

According to Meehl et al. (2012), the global-mean equi-

librium warming due to the doubling of CO2 in CCSM4

coupled with a mixed-layer ocean model is 3.2K.

Therefore, the subsequent feedbacks in response to the

final release of the temporal withholding of energy flux

at the ocean surface contribute to another 0.96-K global-

mean warming. The ratio of 0.96 to 0.6K is about 1.6,

which is nearly 3 times larger than the ratio of the global-

mean temperature change due to all feedbacks at the

time of the doubling of CO2 (0.53K 5 1.64K 2 1.11K)

to the global-mean warming due to the doubling of CO2

alone (1.11K). This suggests that the feedback strength

in response to the ocean heat storage is much stronger.

Although we do not know the exact cause of this ap-

parent change in climate sensitivity, the enhanced ocean

heat storage in polar regions leads us to speculate that

through additional melting of sea and land ice the polar

regions play a critical role.

The largest DQocn_dyn1storage values occur in the South-

ern Ocean, indicating significant changes in ocean en-

ergy transport and energy storage that are responsible

for aDTocn_dyn1storage of between24.8 and15K (Fig. 11).

The area integral of negative DQocn_dyn1storage is far

greater than the positive one, suggesting a significant

portion of the surface energy perturbation in the South-

ern Ocean is stored in the deeper ocean layers and only

a small portion of it is redistributed to the adjacent

ocean columns. Significant DQocn_dyn1storage values

are also found in the North Atlantic between 408 and

608N (Fig. 11). Again, the area integral of negative

DQocn_dyn1storage is far greater than the positive one,

suggesting that the North Atlantic is another key loca-

tion for the temporary storage of energy perturbations in

the transient response phase of the global warming that

postpones the warming at the time of the CO2 doubling.

The large ocean heat storage terms over the North At-

lantic could be associated with the sinking branch of the

deep thermocline circulation there, whereas the large

ocean heat storage terms over the Southern Ocean could

be due to stronger downwelling of heat associated with

the speedy Antarctic Circumpolar Current.

5. Discussion: Process contributions to polar

amplification

The northern and southern polar regions exhibit the

strongest surface temperature responses (13.76 and

12.58K) andwarming amplification factors with respect

to global-mean warming of 2.3 and 1.6, respectively.

From the CFRAM results, individual process contribu-

tions to the global, tropical (208N–208S), and polar re-

gion (608–908N and 608–908S) surface temperature

changes are computed and shown in Fig. 12. Several

differences between polar and tropical latitudes are

evident. In tropical regions, only DFext and the water

vapor feedback warm the surface; all other feedbacks

are negative or very small (e.g., surface albedo feed-

back). In polar regions, longwave cloud, surface albedo,

and atmospheric energy transports constitute positive

feedbacks on surface temperature. The surface albedo

feedback warms the northern and southern polar caps

by 2.23 and 1.45K, respectively. Removing the surface

albedo feedback reduces the overall polar warming by

45%, which is enough to offset PWA. The net cloud

feedback contributes 10.58K to polar warming and

results from the difference between two significant op-

posing LW and SW cloud feedback terms (11.22 and

20.64K averaged for both polar caps, respectively).

Alternatively, tropical LW and SW cloud feedbacks are

small and negative (20.08 and 20.01K, respectively).

Removal of the net cloud feedback in polar regions re-

duces the total warming by 15% and 20% in the

Northern and Southern Hemispheres, respectively. Po-

lar warming by atmospheric heat transport and the ex-

ternal forcing are 10.37 and 11.40K averaged over

both polar caps, respectively. Ocean storage and heat

transport and surface turbulent fluxes are the only

cooling influences on the polar surface temperature re-

sponse accounting for20.93- and21.13-K cooling average
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over both polar caps. It is important to point out the

above conclusion on the relative roles of surface albedo

feedback versus cloud and dynamic feedbacks is made

under the annual-mean condition. As reported in Lu

and Cai (2009b) and Taylor et al. (2011b), the surface

albedo feedback is dominant in the summer season,

whereas cloud and dynamical feedbacks are dominant in

the winter season when the polar surface warming is

largest. We will report the contributions from the ex-

ternal forcing and individual feedbacks in giving rise to

FIG. 11. Regional contributions of ocean heat transport and storageDTocn_dyn1storage (K) to the

transient surface temperature response.

FIG. 12. Individual process contributions to the global, tropical (208N–208S), Arctic (608–

908N), and Antarctic (608–908S) regional average surface temperature response. The black

asterisk in each region denotes the sum of all partial temperature contributions.
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the annual cycle of the spatial pattern in the CCSM4

global warming simulation in a separate paper.

Individual process contributions to the annual-mean

PWA are quantified as the difference between the polar

regions and the global or tropical mean surface tem-

perature change (Table 1). This metric is used to quan-

tify contributions to PWA to avoid normalizing by

a small number. Surface albedo is the largest contributor

to PWA in both hemispheres accounting for 11.82K to

Northern and 11.04K to Southern Hemisphere PWA.

Significant contributions to PWA are also made by the

net cloud feedback, atmospheric heat transport, and the

external forcing: 10.38, 10.32, and 10.29K, respec-

tively. The combined processes opposing polar amplifi-

cation are similar magnitudes when averaging over both

polar caps: ocean heat transport and storage, surface

turbulent fluxes, and the water vapor feedback. How-

ever, hemispheric differences between these processes

are significant. The cooling influence of ocean heat

transport and storage is nearly 3 times larger in the

Southern Hemisphere. Ocean heat storage and trans-

port is much stronger over the North Atlantic Ocean

than in the Southern Ocean but occurs over a much

smaller area (Fig. 11). As a result, hemispheric ocean

heat transport and storage differences are important

contributors to the hemispheric PWA asymmetry in the

CCSM4.

The present analysis indicates that the most important

contributor to polar amplification is the surface albedo

feedback, accounting for ;45% of the total polar warm-

ing, consistent with previous work (e.g., Hall 2004;

Graversen and Wang 2009; Serreze et al. 2009). The

positive contributions of atmospheric heat transport and

the external forcing to PWA also agrees with previous

results (e.g., Cai 2005; Lu and Cai 2010; Langen et al.

2012). However, Winton (2006) indicates that the ex-

ternal forcing opposes polar amplification, which is not

supported by the present analysis. Winton (2006) drew

this conclusion using a TOA energy budget perspective.

The results show a much smaller contribution (10%) to

the polar warming by atmospheric heat transport, which

is consistent with Hwang et al. (2011), than Cai (2005;

25%) despite a similar magnitude of total PWA in the

simple model. This difference with Cai (2005) is likely

because clouds were not included in the simple model.

This present study directly illustrates that clouds posi-

tively contribute to polar amplification by nearly equal

amounts in both the Northern and Southern Hemi-

spheres, consistent with some previous work (Holland

and Bitz 2003; Lu and Cai 2009). However, this result

opposes the inference from the traditional TOA or

tropopause climate feedback framework (e.g., Soden et al.

2008). This difference is explained by considering col-

umn radiative heating rate perturbations by clouds

(Fig. 7). The increase in polar low clouds increases the

downwelling longwave radiation to the surface and at

the same time enhances upwelling LW radiation from

the atmosphere to TOA. The TOA perspective can only

account for the slight increase in upwelling LW radia-

tion from the atmospheric column and thus the SW

cloud feedback effect dominates.

6. Summary and conclusions

This paper applies the CFRAM technique using off-

line radiative transfer calculations to isolate individual

contributions from radiative and nonradiative feedback

processes to the zonal-mean vertical temperature pat-

terns in a transient 1% yr21 CO2 increase simulation of

the NCAR CCSM4. The results indicate that the water

vapor feedback and external forcing are the largest

contributors to the global-mean surface temperature

change, 11.21 and 11.11K, respectively. Cloud feed-

back provides a weak positive contribution to global-

mean surface temperature change, 10.20K, mainly due

to perturbations in absorbed surface SW radiation.

From a global-mean perspective, the only negative

contributions to surface temperature change are from

TABLE 1. Individual process partial temperature contribution differences (K) in the Arctic (608–908N) and Antarctic (608–908S) regions

with respect to global and tropical (208S–208N) mean contributions.

Arctic 2 global Arctic 2 tropics Antarctic 2 global Antarctic 2 tropics

DT ext 0.28 0.50 0.29 0.51

DTWV 0.04 20.26 20.35 20.65

DT cloud_LW 1.31 1.40 1.10 1.19

DT cloud_SW
20.94 20.74 20.72 20.52

DT alb 1.82 2.23 1.04 1.45

DT atmos_dyn1storage 0.36 0.46 0.28 0.38

DTocn_dyn1storage
20.17 20.74 20.48 21.06

DTSH
20.48 20.26 20.38 20.16

DTLH
20.10 0.06 0.16 20.32

DT total 2.12 2.64 0.94 1.46
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nonradiative feedbacks: surface evaporation feedback

is 20.74K and ocean heat transport and storage is

20.60K.

In the atmosphere, the zonal-mean model tempera-

ture response is characterized by significant warming in

the upper tropical troposphere and at the polar surface.

Atmospheric warming by the external CO2 forcing

alone reaches 11.5K and exhibits an arch shaped pat-

tern where the apex is found in the midtropical tropo-

sphere. The feet are located at the high-latitude surface.

The water vapor feedback contributes to a broad

warming of the global troposphere and a cooling of the

stratosphere; however, the largest warming of about

11.8K is focused near the equatorial surface. The

temperature response pattern from cloud feedback is

complex with the largest warming of the upper tropical

troposphere reaching 11.2K. The majority of the tro-

posphere is warmed by LW cloud feedbacks; however,

a significant cloud-induced cooling is found in the polar

regions. The net cloud feedback structure in the atmo-

sphere results from LW cloud feedback, whereas at the

surface LW and SW cloud feedbacks tend to contribute

equally. Atmospheric energy transport is the largest

contributor to tropical upper-tropospheric warming ac-

counting for temperature perturbations larger than

13K. Further, significant spatial correlation is indicated

between cloud and atmospheric energy transport feed-

backs suggesting a tight relationship between clouds and

circulation changes.

Transient polar amplification at the time of CO2

doubling is shown to be 12.12 and 10.94K in the

Northern and Southern Hemisphere, respectively, in-

dicating polar amplification factors (ratio of polar to

global-mean surface temperature change) of 2.3 and 1.6,

respectively. These polar amplification factors are

within the range of values given in Holland and Bitz

(2003). The largest contributor to polar amplification is

the surface albedo feedback, which contributes 11.82

and 11.04K to polar amplification in the Northern and

Southern Hemisphere, respectively. Contributions from

the external forcing and atmospheric dynamic trans-

port contribute secondarily to polar amplification. Ocean

heat transport and storage, surface turbulent fluxes, and

the water vapor feedback are found to oppose polar

amplification. The results indicate several primary re-

gions of ocean transport and heat storage, namely the

Southern Ocean and the North Atlantic Ocean. Lastly,

net cloud feedback is found to positively contribute to

polar amplification accounting for10.38-K amplification

in both hemispheres. The cloud contribution to polar

amplification is driven by the enhanced downwelling

longwave radiation to the surface, resulting from an in-

crease in polar low cloud fraction and liquid water path.

Further, the increase in polar low clouds has been in-

dicated to the most likely scenario for the polar clouds

response to increases in CO2 (Vavrus et al. 2009) and

therefore clouds are most likely a positive contributor to

PWA. The overall importance of clouds to PWA is likely

to be somewhat model dependent. However, the features

of the CCSM4 atmospheric and surface temperature re-

sponse to a transient CO2 forcing are consistent with

expected features, including amplified warming of the

tropical upper troposphere. Therefore, it is unlikely that

general features of these results are very different in other

models.

Globally, the ocean heat storage term is found to

withhold ;25% of the total transient radiative forcing

resulting from both CO2 increase and climate feedbacks.

This indicates that the globe will warm by at least an-

other 10.6K as the global-mean partial temperature

perturbation from ocean heat storage is 20.6K. The

equilibrium response of CCSM4 to CO2 doubling is

quoted as 13.2K using an ocean mixed-layer model,

which indicates that to reach equilibrium feedback

processes it must contribute another 0.96K. Thus, the

global-mean surface temperature appears to be 3 times

more sensitive to the energy stored in the ocean than to

the external CO2 forcing itself. We speculate that the

polar regions could play a critical role in this apparent

time dependence of climate sensitivity due to the larger

sensitivity of these regions and because significant por-

tions of the global ocean heat storage occurs in polar

regions.
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