
 

 

A deep learning approach for anomaly detection based on SAE and LSTM in 

mechanical equipment  

Zhe Li1, Jingyue Li 1, Yi Wang2, Kesheng Wang3,4 

Abstract Anomaly in mechanical systems may cause equipment to break down with serious safety, 

environment, and economic impact. Since many mechanical equipment usually operates under tough working 

environments, which makes them vulnerable to types of faults, anomaly detection for mechanical equipment 

usually requires considerable domain knowledge. However, a common dilemma in many practical 

applications is that one may not be able to obtain the empirical knowledge about anomaly or the history data 

is completely unlabelled, which makes conventional fault identification methods not applicable. In order to 

fill the gap, this paper proposes a novel deep learning-based method for anomaly detection in mechanical 

equipment by combining two types of deep learning architectures, stacked autoencoders (SAE) and long short 

term memory (LSTM) neural networks, to identify anomaly condition in a completely unsupervised manner. 

The proposed method focuses on the anomaly detection through multiple features sequence when the history 

data is unlabelled and the empirical knowledge about anomaly is absent. An experiment for anomaly detection 

in rotary machinery through wavelet packet decomposition (WPD) and data-driven models demonstrates the 

efficiency and stability of the proposed approach. The method can be divided into two stages: SAE-based 

multiple features sequence representation and LSTM-based anomaly identification. During the experiment, 

fivefold cross-validation has been applied to validate the performance and stability of the proposed approach. 

The results show that the proposed approach could detect anomaly working condition with 99% accuracy 

under a completely unsupervised learning environment and offer an alternative method to leverage and 

integrate features for anomaly detection without empirical knowledge. 
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1. Introduction 

Mechanical equipment covers a very broad range of industrial equipment and plays a momentous role in 

manufacturing application. As the key equipment in many production fields, mechanical machinery usually 

operates under a tough working environment, which makes it vulnerable to types of faults. These faults may 

cause equipment to break down or degrade certain machinery performance like geriatric location, 

manufacturing quality and operation safety [1]. Practically, combined faults would increase the complexity 

and difficulty of fault classification [2], in which case, companies usually prefer to identify anomaly condition 

first, and then further diagnosis or prognosis could be conducted.  

Considering the complexity of the current industrial applications, anomaly detection in mechanical 

machinery is a challenging issue nowadays [3,4]. Studies have shown that the human operator is responsible 

for 70–90% of the accidents in industrial environments [5]. For this reason, computer-based anomaly 

detection systems with high complexity are imperative to improve the accuracy and reliability of anomaly 

detection, and prevent unanticipated accidents. Moreover, mechanical equipment is often critical to the ability 

of a production process to perform as and when required [6]. Failure in such equipment can have serious 

safety, environment, and economic impact [7]. The aim of maintenance in mechanical equipment usually lies 

on preventing the equipment from failures and reduce maintenance costs by decreasing the number of 

unnecessary maintenance [8].  

However, in most cases, the subsystems in mechanical machineries like bearings and gear transmission 

systems are not easily accessible, or hard to inspect visually the failures directly due to restrictions of time 

consuming disassembly, huge machine size, or environmental limitations [9]. Therefore, how to achieve early 

anomaly detection in mechanical equipment is always a hot issue in the field of mechanical maintenance [10]. 

The research target usually focuses on the identification of patterns in data that do not conform to expected 

behaviors. Many intelligent approaches for anomaly detection in mechanical equipment have been proposed 

and researched in the recent years. López-Pérez and Antonino-Daviu [11] applied infrared thermography to 

detect failure conditions in induction motors through comparing the temperature distribution between target 

and rather stable conditions. Lin et al. [12] proposed a crossover characteristics-based anomaly detection 



 

approach by extracting failure features from nonlinear data in rotary machine. Griffin et al. [13] proposed a 

method based on neural networks and decision trees to detect anomalies for multiple machining processes, 

which demonstrates how intelligent control methods can detect different conditions in a robust and reliable 

manner. Lu et al. [14] introduced a stacked denoising autoencoder to distinguish anomaly and health 

condition of rotary machinery components. Aydin et al. [15] proposed a modified Kernel-based anomaly 

detection method to monitor the condition of catenary systems in a contactless manner. Li et al. [16] proposed 

a data-driven method based on deep belief networks to predict the time when anomalies may happen for 

maintenance scheduling in machining centers. In that research, deep learning algorithms has been be 

leveraged to predict potential failures. Peña et al. [17] used a rule-based system to detect anomalies in smart 

buildings from energy efficiency with a data mining approach. Zhou et al. [18] proposed a configurable 

method, which could support explicit knowledge representation with formal semantics and efficient 

knowledge utilization, for anomaly detection in machine tools. Diez-Olivan et al. [19] presented a method to 

detect anomaly conditions in monitoring sensor data using a kernel-based support vector machine. The 

proposed approach in that paper is interpretable and provides a tool for maintenance optimization based on 

real-time condition monitoring. 

All these proposed methods have achieved certain targets in relevant domains and proved their feasibility 

in many cases. However, most of their methods inevitably require more or less information in stable condition 

or labels which could enable diagnostic models learn in a supervised manner. In many practical applications, 

a common dilemma is that the information about anomaly is not available or the history data is completely 

unlabelled [20]. To solve this dilemma, unsupervised learning methods have also been widely researched and 

successfully applied in many fields. Amruthnath and Gupta [21] applied several unsupervised learning 

methods including K-means, fuzzy C-means clustering etc. for early fault detection. In that paper [21], the 

authors leverage principal component analysis to simplify the environment and use elbow method and 

nbClust package to identify the number of clusters for unsupervised clustering in advance. Von Birgelen et 

al. [22] proposed a self-organizing maps inspired approach for unsupervised anomaly detection and location, 

in which the relationship between severity and degradation is provided by quantization error first, deviations 

from the diagnostic model could be then used to evaluate the severity degree. Costa et al. [23] proposed a 

self-developing fuzzy-rule-based classifier. In that paper, once the rules for classification were pre-set, the 



 

classifier could automatically generate imaginary class labels according to the difference among input data. 

Serdio et al. [24] present a method for fault detection and identification in a power plant coal mills based on 

evolving fuzzy models and dynamic residual analysis, in which neither annotated samples nor fault patterns 

need to be priori available. In that study, the authors separated offline training stage from online detection 

phases to extract significant failure indicators in advance and detect anomaly in an unsupervised learning 

environment. However, it is still inevitable for most of those unsupervised approaches to require more or less 

certain empirical knowledge in corresponding domains to optimize number of clusters [21], demarcate 

degradation between normal condition and anomaly [22], pre-set initial rules for classification [23], or extract 

indicators from identified models [24]. In order to fill this gap, this paper proposes a novel deep learning-

based method for anomaly detection in mechanical equipment through stacked autoencoders (SAE) and long 

short term memory (LSTM) neural networks. The proposed approach provides an alternative method to 

leverage and integrate features for anomaly detection instead of empirical knowledge such as number of 

clusters and calibrated degradation, especially when data are collected without labels. To validate our 

proposed method, we performed an experiment to detect anomaly condition for a rotating machine. According 

to the results, the proposed approach could detect anomaly condition with 99% accuracy under a completely 

unsupervised learning environment. 

The remaining part of this paper is organized as follows. Section 2 introduces the set-up and data 

collection system of the experiment. Section 3 details SAE-based representation learning for multiple features 

sequence. Section 4 proposes a novel LSTM-based anomaly identification in time series along with the 

numerical results and discussion. Conclusions are summarized in the last section of this paper. 

2. Set up and data collection  

In the experiment, we used a Bently Nevada Rotor Kit RK3 to simulate the working condition of rotating 

equipment. Three acceleration meters of Kistler 8702B100 were mounted in three directions at the top of the 

bearing house to collect vibration signals in both normal and anomaly conditions. The test rig is shown in 

Figure 1. The collection frequency of the acceleration meters is 4096 Hz with the maximum revolving speed 

at 4000 rpm. Rub generator and mass adjustable load could be modulated to inject failures. The vibration 



 

monitoring refers to a zero position of the test rig. Data recorded at the zero position would be recorded as 

the standard values in normal working condition.  

 

Fig. 1. Bently Nevada rotor kit 

During the experiment, failures were injected through adding weights on the mass adjustable load to 

simulate load imbalance. The vibration signals will be measured through accelerometers at different rotating 

speed by means of proximity sensors and hand-held tachometer for control. The vibration signals in normal 

working condition will also be recorded and mixed together with unlabeled failure data. The label will only 

be used to validate and check the performance of proposed approach. In this research, we applied Wavelet 

Packet Decomposition (WPD) to extract wavelet coefficient-based and energy-based feature sequences from 

vibration signals to represent the working condition of target equipment in both time and frequency domains 

[25]. The essence of WPD is a wavelet transform where the discrete-time signal is parsed through more filters 

than the discrete wavelet transform, which can provide a multi-level time-frequency decomposition of signals 

[26]. Different types of wavelet functions may cause various time-frequency structures, in this paper, 

Daubechies 4 (DB4) wavelet function has been selected for the good performance in estimations of the local 

properties of signals like breakdown points [27], and the capacity to derive a set of conventional and energy-

based features from signals [28]. After extracting features sequence from vibration signals, a common 

dilemma when analyzing vibration data from mechanical equipment is to determine the vibration level 

acceptance criteria through obtained multiple features sequence. It is also a challenge when using WPD to 



 

extract failure information from multiple features sequence. In order to solve this challenge, SAE-based 

representation learning and LSTM-based anomaly identification will be introduced and applied to analyze 

vibration data in the following sections.  

3. SAE-based representation learning for multiple features sequence 

As mentioned above, in many practical applications, one may face the dilemma that the history data is 

collected and recoded unlabeled, let alone classified. To solve this challenge, we propose a SAE-LSTM 

anomaly detection method in this paper to identify the anomaly condition in an unsupervised learning 

environment.  

When the history data is collected without labels (These labels usually can be used to represent the 

working condition in a supervised learning manner), an alternative method is to track the changes in multiple 

features sequence with time-series to identify the anomaly. As shown in Figure 2, features in time domain, 

frequency domain, or time-frequency domain were first extracted from vibration signals. The original data 

includes 33 features, which are extracted through WPD and Fourier Transform from vibration signals, in both 

time and frequency domains. Features 1-6 represent the peak and the second peak of vibration signals at X, 

Y, and Z directions in frequency domain after Fourier Transform. Features 7-18 denote the standard deviation 

noises of wavelet coefficients at level 1-4 in direction X, Y, and Z. Features 19-33 express wavelet packet 

energy features. To be more specific, Features 19-21 are the percentages of energy corresponding to the 

approximation in three directions and Features 22-33 denote the percentages of energy corresponding to the 

details at level 1-4 and three directions. 

After unity-based normalization, all the extracted features would be transformed into the same scale. To 

prevent the inputs from explosion, SAE-based representation learning will further be leveraged to reduce the 

number of features extracted from raw data, and reconstruct the multiple features sequence.     
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Fig. 2. Process of SAE-based representation learning for multiple features sequence 

3.1 Feature normalization 

During the experiment, vibration signals in both normal and anomalous conditions are collected through 

three accelerometers (Kistler 8702B100) at the sampling frequency of 4096 Hz. Each sampling unit has been 

divided into 10 parts with the same length for time series-based detection. Features of each part are first 

extracted through WPD and Fourier Transform, and will further be represented by autoencoders to reduce 

the dimension of features sequence. To adjust values measured on different scales to a notionally common 

scale, unity-based normalization [29] has been applied to normalize the inputs 𝐹𝑖𝑗
′  for SAE-based 

representation learning, as shown in Equation 1. 

𝐹𝑖𝑗
′ =

𝐹𝑖𝑗−𝐹𝑖
𝑚𝑖𝑛

𝐹𝑖
𝑚𝑎𝑥−𝐹𝑖

𝑚𝑖𝑛                               (1) 

Where 𝐹𝑖𝑗  denotes the 𝑖𝑡ℎ feature in 𝑗𝑡ℎ  samples, 𝐹𝑖
𝑚𝑖𝑛  and 𝐹𝑖

𝑚𝑎𝑥  represent the minimum and 

maximum values of the 𝑖𝑡ℎ feature in database, respectively.  Figure 3 shows part of energy-based features 

after normalization, which will be used as inputs for SAE-based dimension reduction (Anomaly sampling 

units are collected when failures are injected, but the labels will be used in validation only). Visually, after 

normalization, data collected in anomaly still keep certain divergence from normal condition, though we 

cannot catch the rules directly in this step. It should be noticed that, during the training process, it is supposed 



 

that we only have the data in normal condition. Data in anomaly is only collected to test and validate the 

proposed method. 

 

Fig. 3. Part of energy-based features after normalization 

3.2 Feature representation with SAE 

After feature normalization, sparse autoencoders have been leveraged to construct the deep neural network 

for representation learning. SAE is first proposed in 2007 [30,31]. It is a special type of deep neural networks 

created through stacking multiple autoencoder layers. The architecture of the deep neural network is pre-

trained through single autoencoder layer by layer [32]. The output of SAE is the data input itself, which is 

leveraged for learning efficient encoding or dimensionality reduction for a set of data. More specifically, it is 

a nonlinear feature extraction method involving no class labels. Hence, it is generative. When an autoencoder 

uses three or more layers in the neural network, and the number of hidden layers is greater than one, the 

autoencoder is considered to be deep [33]. 



 

 

Fig. 4. Architecture of an autoencoder 

As depicted in Figure 4, the input layer and hidden layer construct the encoder network, which transforms 

the input data from a high-dimensional space into codes as a low-dimensional space and the decoder network, 

which consists of the hidden layers and output layer, reconstructs the inputs from the corresponding codes. 

The encoder network is explicitly defined as an encoding function denoted by 𝑓𝜃, which is also called as the 

encoder [32]. For each input signal 𝒙𝑚 from a dataset {𝒙𝑚}𝑚=1
𝑀  (M is the number of training samples), we 

label ℎ𝑚 as the obtained encode vector: 

𝒉𝑚 = 𝑓𝜽(𝒙𝑚)                                (2) 

The decoder network is defined as a reconstruction function denoted by 𝑔𝜃′  , namely the decoder. It 

maps 𝒉𝑚 from the low-dimensional space back into the high-dimensional space, producing a reconstruction 

as Equation 3: 

�̂�𝑚 = 𝑔𝜽′(𝒉𝑚)                               (3) 

The parameter sets of the encoder and decoder are learned simultaneously on the task of reconstructing 

as well as possible the original input, attempting to incur the lowest possible reconstruction error 𝐿(𝒙, �̂�) 

over the M training samples. 𝐿(𝒙, �̂�)is a loss function that measures the discrepancy between 𝒙 and �̂� [32]. 

In summary, the autoencoder training aims to find the parameter sets 𝜽  and 𝜽′  minimizing 

reconstruction error, which can be depicted as Equation (4): 

𝜑𝐴𝐸(𝜽, 𝜽′) =
1

𝑀
∑ 𝐿(𝒙𝑚, 𝑔𝜽′(𝑓𝜽

𝑀
𝑚=1 (𝒙𝑚)))                  (4) 

A deep neural network could be constructed by stacking multiple autoencoder layers with a final 

classification or regression layer on top. Stacking multiple autoencoder layers together allows the network to 

learn higher order features, where each successive layer represents additional complexity within the input 



 

data [34]. Since each hidden layer in SAE is pre-trained through learning multiple nonlinear transformation 

of the inputs indecently, SAE has the ability to capture the main variations, discover the discriminative 

information, and represent the features from the raw data [35]. For predictive maintenance, representations 

of working condition with lower-dimension can improve performance in many situations such as fault 

classification and detection, especially when the input data is industrial big and row data. With the code vector 

of the previous trained autoencoder as input for training the next autoencoder, SAE could recognize the 

characteristics and effectively discover the discriminative information of these signals [36], and subsequently 

represent mechanical health conditions in a feasible and representational manner. Some practical applications 

have also shown that SAE has the ability to automatically mine the important information from the frequency 

spectra according to the diagnosis issues [14]. For this reason, we applied SAE as a representation learning 

model to reduce the dimension of original features sequence. The SAE constructed during the test has three 

hidden layers trained through L2 regularization in an unsupervised learning manner with the hidden layers of 

size 20, 10, and 5, respectively, and a linear transfer function for the decoder. The L2 weight regularization, 

sparsity regularization, and sparsity proportion have been set to 0.001, 4, and 0.05, respectively. After 

representation learning, the original 33 features are transformed into a multiple features sequence with time 

series, as shown in Figure 5.  
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Fig. 5. Features after representation learning 



 

4. LSTM-based anomaly identification with time series 

4.1 Architecture of LSTM 

To solve the problem of gradient vanishing in deep learning, a common method is to employ special 

architectures unaffected by gradient. LSTM is the most typical model in this type of deep learning 

architectures, which could avoid the fundamental problem of gradients vanishing through special 

architectures [37]. LSTM neural network is a type of recurrent neural network (RNN) proposed in 1997 to 

address the problem of insufficient, decaying error backflow in RNN training [38]. The basic idea of LSTM 

is simple: In a LSTM neural network, memory cells are employed as independent activation functions and 

identity functions with fixed weights, which are connected to themselves. Due to fixed weight, errors back-

propagated through a memory cell cannot vanish or explode but stay as they are [39]. The weight matrixes in 

conventional RNNs are also trained via backpropagation through time series like the training process of 

normal neural network. Therefore, the gradients vanishing problem also happens in RNN while the 

complexity of the network increases, which means traditional RNN do not have the ability to discover 

information or capture dependencies hidden in long-term time series. In this background, LSTM was 

proposed to prevent back-propagated errors from gradients vanishing or exploding in RNN to deal with issues 

about long-term dependencies. The core idea behind the LSTM architecture is a memory cell, which can 

maintain its state over time, and non-linear gating units regulating the information flow into and out of the 

cell [40]. Compared with traditional RNN, LSTM neural network leverages memory cells with forget gates 

instead of traditional neurons to establish connections between inputs and outputs [41]. These adopted forget 

gates can effectively control the utilization of information in the cell states, and enable LSTM the capability 

to capture nonlinear dynamics in time series sensory data and learn effective representation of machine [42]. 

As shown in Figure 6, LSTM applies four special and interacting neural network layers, layer 𝛼, 𝛽, 𝛾 , 𝑜 , 

instead of a single layer as in a standard RNN [43]. The first layer 𝛼 is a sigmoid layer also called as forget 

gate layer, which returns a value between 0 and 1 in the previous cell state 𝐶𝑡−1  , while 0 means no 

information pass and 1 means all information pass. The equation of the first layer can be denoted as Equation 

(5).  

𝛼𝑡 = 𝜎(𝑊𝛼 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝛼)                                                             (5) 



 

In Equation (5) – (10), 𝜎 is the sigmoid function, 𝑊𝛼 is the weight of layer 𝛼, [ ] denotes the concatenate 

operation, 𝑥𝑡 is the input 𝑥 and time 𝑡, ℎ𝑡 is the output with respect to 𝑥𝑡, 𝑊𝛼 , 𝑊𝛽 , 𝑊𝛾 , 𝑊𝑜are the 

weights and 𝑏𝛼 , 𝑏𝛽 , 𝑏𝛾, 𝑏𝑜 are the biases of the layer 𝛼, 𝛽, 𝛾, 𝑜, respectively. The second layer 𝛽 is called 

as input gate layer, which is applied to decide which value shall be updated, denoted as Equation (6) 

𝛽𝑡 = 𝜎(𝑊𝛽 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝛽)                                                         (6) 

Next, a tanh layer 𝛾 updates the values to be stored using: 

𝛾𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝛾 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝛾)                                                   (7) 

Where 𝑡𝑎𝑛ℎ is the hyperbolic tangent function.  

Then, we can update the previous state 𝐶𝑡−1 to the current state 𝐶𝑡 by Equation (8)  

𝐶𝑡 = 𝛼𝑡 ∙ 𝐶𝑡−1 + 𝛽𝑡 ∙ 𝛾𝑡                                                          (8)                                             

The final layer is also a sigmoid function layer, which determines what parts of the cell state will be the 

output, as denoted by Equation (9) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)                                                            (9) 

Then, the cell state go through tanh function and form the final output as Equation (10) 

ℎ𝑡 = 𝑜𝑡𝑡𝑎𝑛ℎ(𝐶𝑡)                                                                           (10) 
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Fig. 6. Memory cell in LSTM 

Through stacking multiple memory cells on top of each other, deep RNN can be created with the output 

sequence of one layer that forms the input sequence for the next, which then enables LSTM to discover 



 

information from a dynamically changing contextual window over the input sequence history, rather than a 

static one as in the fixed-sized window applied in feed-forward neural networks [44].  

4.2 Application of LSTM in anomaly identification 

To deal with issues with high temporal dependency, a RNN is a natural choice due to the recurrent 

connections in the network, which allows the network to store memories of past information [45]. However, 

as discussed in the last section, standard RNN does not have the ability to learn long-term time dependencies 

because of the gradient vanishing problem. LSTM can solve this fundamental problem by applying the special 

memory cells in the architecture [46]. By stacking memory cells, information of previous inputs can be kept 

in the output to some degree, carried by cell state, which makes LSTM an outstanding tool to mimic time 

series [47]. This is the reason we would introduce LSTM as the prediction model with time series for the 

proposed anomaly detection approach. The LSTM network leveraged in our experiment is constructed in 

python environment with Keras deep learning library running on top of TensorFlow library developed by 

Google. During the experiment, each sampling unit of raw vibration signals is divided into 10 parts before 

feature extraction. Therefore, the LSTM model is constructed to predict the 10th parts through the previous 9 

parts. Each step includes five features in length. During the experiment, the multiple features sequence, which 

is obtained through SAE-based representation learning and unity-based normalization, is leveraged as the 

inputs of LSTM neural network. Figure 7 illustrates the process of our proposed SAE-LSTM approach for 

anomaly detection. In this case, the number of steps N is up to 10. The raw vibration signals were first divided 

into 10 parts. After SAE-based representation learning, the features at first 9 steps in each feature sequence 

will be used as inputs to map the features at 10th step during the training process. Therefore, the applied LSTM 

neural network is constructed with 9 LSTM memory cells to represent the previous 9 steps in multiple features 

sequence and to predict the features at 10th step. The error between predicted and actual values of the features 

at 10th step will be leveraged to determine whether the equipment works in a normal condition. 
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Fig. 7. Process of SAE-LSTM approach for anomaly detection 

During the experiment, a selection of 500 samples is applied to train the LSTM neural network with 

fivefold cross-validation to validate the proposed approach. Figure 8 illustrates the numerical result of 

fivefold cross-validation, including the mean square errors of all the features and their average values. 

 

Fig. 8. Numerical result of 5-fold cross-validation 
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The numerical result of 5-fold cross validation shows that the proposed SAE-LSTM approach has the 

ability to predict multiple features sequence. The mean square errors of all the features applied during cross 

validation are below 3.5%. In addition, the diversities of the same feature are below 1%, which validates the 

stability of the proposed method. Since the second run during the process of cross validation shares the best 

performance with lowest training error, we will leverage it to verify the performance of anomaly detection. 

Figure 9 shows the construction error with training epochs during the training process, in which the mean 

construction error started to converge at about the 300th epochs with tiny fluctuation. The average training 

errors of the LSTM neural network at all of the five feature sequences fluctuate between -0.4 to 0.3. Since 

the target is to distinguish the anomaly and normal working condition instead of predicting the multiple 

features sequence directly, the performance of proposed method needs to be further validated. 
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Fig. 9. Construction errors with training 

4.3 Validation 

To validate the performance of proposed SAE-LSTM approach for anomaly detection, a selection of 200 

samples, constructed of 150 samples in normal condition and 50 samples in anomaly, is leveraged for testing. 

Figure 10 shows the testing result of anomaly detection through SAE-LSTM. 

During the experiment, we applied the largest mean square error in each feature obtained through fivefold 

cross-validation [48] as the criterion to detect anomaly in the equipment. Since the sensitivity of each feature 



 

to anomaly condition is highly subjective in nature, the criterion applied during the test is based on the overall 

performance in all features, which means only when all the prediction errors in five features are beyond the 

average values, the condition would be considered as anomaly. Table 1 lists the overall performance of 

proposed SAE-LSTM anomaly detection approach and the result of each single feature sequence, respectively. 
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Fig. 10. Result of anomaly detection through SAE-LSTM 

Table 1 Performance of SAE-LSTM for anomaly detection 

Threshold (%) Number of detected anomaly Accuracy (%) 

Feature 1 18.0418 65 92.5 

Feature 2 17.7565 60 95 



 

Feature 3 17.7676 57 96.5 

Feature 4 17.3675 58 96 

Feature 5 16.7939 109 71.5 

   F1&F2&F3&F4&F5      52 99 

4.4 Discussion 

The numerical results of each single feature sequence are shown in Table 1 together with the final result. 

As shown in Figure 10, there are some samples in normal condition misjudged by each single feature 

sequence individually. In addition, it is also obvious that not all the features trained through representation 

learning are suitable for anomaly detection (e.g., the accuracy of Feature 5 is only 71.5%). We consider the 

reason is that fault identification is a very subjective problem in nature, and the features after merging were 

extracted by SAE automatically with the distribution of original data, which makes the extracted features 

may be partly irrelevant or insensitive to the anomaly condition in this experiment. In this case, we assume 

that Feature 5 was trained to represent the original features, which are relatively irrelevant to the target, by 

SAE during the representation learning. However, we also want to highlight that it is also the superiority of 

deep learning methods since the features are extracted by machine automatically with certain rules hidden 

behind the distribution of original data instead of human experts with considerable empirical knowledge in 

the domain (the knowledge that may never be obtained in this case). It could also be a direction for future 

work to further figure out and testify the principles or rules about how to select the number of learning 

characteristics and parameters to improve the performance of representation learning without ground truth. 

After all the 5 features are combined as the criteria to evaluate the working condition, which means 

anomaly samples shall be confirmed only after being identified by all the features, the overall detection 

accuracy could achieve 99%, which validate the performance of proposed SAE-LSTM method for anomaly 

detection. In this research, the data-driven model was trained and validated in a completely unsupervised 

learning environment, which means the proposed SAE-LSTM approach could ideally detect anomaly 

working condition when the data is collected without labels. In practical applications, if part of the data is 

collected with labels, it may help to optimize the detection criterion and further improve the detection 

accuracy, which would be a direction for future research. 



 

In our previous work [49], we also did some research based on the same conditions with some supervised 

methods for fault classification and degradation assessment in a supervised learning environment, in which 

all the data-driven models are trained with labels or ground truth at the very beginning. The samples used in 

that research have been divided into 4 groups, normal condition and three types of injected failures, and the 

correct classification rate of applied back-propagation neural network, support vector machine, K-nearest 

neighbor classification, deep belief neural network, and fully connected deep neural network are 99.77%, 

99.85%, 99.85%, 99.8%, and 99.87%, respectively. As the following research of that paper, samples collected 

in one type of the failures are merged with the normal condition without any labels to testify the feasibility 

of the proposed unsurprised anomaly detection approach in this paper. As mentioned above, after combining 

all the extracted features as criteria, the correct detection rate is 99%. From the perspective of Taskonomy 

[50], the target of machine learning in this research has been simplified into anomaly detection from 

classification. However, due to the missing of labels during training process, the difficulty of the task could 

also be considered as largely increased. Therefore, the reduction of detection accuracy in this paper is 

acceptable. Furthermore, with the development of automation and sensor technologies, the topic about how 

to analyze and leverage industry data without labels is increasingly significant in modern manufacturing 

industry. The proposed deep learning-based unsupervised method for anomaly detection could be a feasible 

solution to the issue. Future work could also focus on the recognition of different types of anomaly from 

unlabeled data. 

5. Conclusion 

This paper proposed a novel SAE-LSTM approach for anomaly detection in mechanical equipment. The 

proposed method could be divided into two stages: SAE-based multiple features sequence representation and 

LSTM-based anomaly identification. In order to validate and test the practical performance of proposed 

approach, an experiment for anomaly detection in rotary machinery through wavelet packet decomposition 

(WPD) and data-driven models is conducted. During the experiment, the results of fivefold cross-validation 

demonstrate the stability and performance of the proposed approach. The results also prove that the proposed 

SAE-LSTM approach could ideally detect anomaly working condition in a completely unsupervised learning 

environment through multiple features sequence when the history data is unlabeled and the empirical 



 

knowledge about anomaly is absent. The proposed approach could provide alternative method to leverage 

and integrate features for fault diagnosis instead of empirical knowledge.  
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