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ABSTRACT During the last decades, the volume of multimedia content posted in social networks has

grown exponentially and such information is immediately propagated and consumed by a significant

number of users. In this scenario, the disruption of fake news providers and bot accounts for spreading

propaganda information as well as sensitive content throughout the network has fostered applied research

to automatically measure the reliability of social networks accounts via Artificial Intelligence (AI). In this

paper, we present a multilingual approach for addressing the bot identification task in Twitter via Deep

learning (DL) approaches to support end-users when checking the credibility of a certain Twitter account.

To do so, several experiments were conducted using state-of-the-art Multilingual Language Models to

generate an encoding of the text-based features of the user account that are later on concatenated with the

rest of the metadata to build a potential input vector on top of a Dense Network denoted as Bot-DenseNet.

Consequently, this paper assesses the language constraint from previous studies where the encoding of the

user account only considered either themetadata information or themetadata information together with some

basic semantic text features. Moreover, the Bot-DenseNet produces a low-dimensional representation of the

user account which can be used for any application within the Information Retrieval (IR) framework.

INDEX TERMS Artificial intelligence, bot detector, deep learning, feature representation, language models,

misinformation detection, social media mining, transfer learning, transformers.

I. INTRODUCTION & MOTIVATION

In recent years, social media platforms such as Twitter or

Facebook have gained a large level of both popularity and

influence among millions of users due to the benefits of pub-

lishing, propagating and exchanging large volumes of multi-

media content along the network. Therefore, these platforms

allow users to establish a digital community as remarked

in [22], which has made possible not only to discover and

embrace new relationships but to maintain and boost existing

ones.

On the other hand, due to both the great influence these

platforms have on the lifestyle of people and its evolving

The associate editor coordinating the review of this manuscript and

approving it for publication was Weiping Ding .

as a potential communication tool, they have exponentially

promoted its attraction for marketing and commercial pur-

poses by analysing the behaviour and opinion of users in

different topics or events such as political elections. Conse-

quently, numerous research studies have been fostered in the

social media fieldwith different purposes including sentiment

analysis [35], traffic control [48], or consumer behaviour

mining [4].

However, the considerable growth of social media plat-

forms has also provoked the desire of altering people’s opin-

ion in certain topics by spreading propaganda or bias infor-

mation. Many of these controlling procedures are carried

out by Bots which are widely described in numerous inves-

tigations [31], [32], [40] such as automatic systems which

are capable of generating and spreading multimedia content
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throughout the network without the supervision of a human

being.

Furthermore, with the disruptive growth of Artificial

Intelligence (AI) algorithms, the identification of bots or

non-reliable sources has become a crucial challenge to be

investigated. It raised many studies and publications with

the goal of building robust automatic systems to improve

the quality of experience of consumers in such platforms

by reducing their privacy risks as well as increasing the

trustworthiness on the platform itself at the same time.

Therefore, this paper aims to contribute to the state-of-the-

art in this field by proposing a novel method for automatically

(i) encoding an input user account as a low-dimensional

feature vector independently of its language,

(ii) identifying the input encoding vector as a suspicious bot

account with a certain probability throughout a Deep

Neural Network (DNN) referred as Bot-DenseNet.

(iii) generating a low-dimensional embedding which rep-

resents the original input encoding vector of the user

account and which can be used for any other purpose

related to Information Retrieval (IR).

More specifically, our study is focused on identifying Bot

accounts in Twitter by considering three main aspects of the

account: its activity level, popularity and profile information.

The global set of features can be separated into two modal-

ities including metadata and text-based descriptors, where

the latter set is encoded via novel Language Model Embed-

dings (LME) to mitigate the language constraint suffered in

previous studies.

The remainder of this paper is organized as follows: in

Section II, previous studies and investigations within the Bot

identification framework are described. Section III outlines

the main components involved in the proposed multilingual

approach including Section III-A to describe the generation

of the input encoding vector and Section III-B which summa-

rizes the proposed architecture of the proposed Bot-DenseNet

model. Afterwards, Section IV presents the distinct experi-

ments conducted as well as the outcomes and breakthroughs

reached. Finally, the general conclusions and future work are

summarized in Section V.

II. RELATED WORK

Recently, AI techniques including Deep Learning (DL) and

Machine Learning (ML) methods have gained popularity and

interest inmany applied research and industry services related

to social media analysis where, sentiment analysis and text

classification have been the central focus of these inves-

tigations specially for searching engines or recommender

systems.

More specifically, the essence of sentiment analysis con-

sists in extracting an aspect term of an input sentence to deter-

mine its polarity as positive, neutral and negative as authors

remark in [8] and it is generally solved as a multi-class clas-

sification problem. Moreover, sentiment analysis has widely

been used in numerous studies for both reviews and user

opinions analysis in online commercial platforms [16], [47]

and user behaviour mining in social media platforms such as

Twitter [6], [29], [37], [42].

Furthermore, the continuous growth of the social media

platforms such as Twitter or Facebook in the last decade along

with the considerable propagation of non-trusted information

throughout them, have raised applied research to automati-

cally identify these non-trusted sources which in many cases

correspond to non-human or Bot accounts. One of the first

studies in this field was proposed by [9] and it was based

on a random forest approach to classify bots and non-bots

accounts using a manually annotated dataset with around

2000 samples. In 2016, BotOrNot was proposed in [12] as

a service to automatically detect bots in Twitter using sim-

ilarities between characteristics of social bots. This model

has inspired posterior investigations in this field that even

employed this service to automatically annotate data from

Twitter.

In [11], authors annotated more than 8000 accounts and

proposed a classifier which achieved a considerable level of

accuracy for such set of samples. Additionally, [38] presented

a model for Twitter bot detection based on a large number of

metadata from the account to perform the classification.

More recently, several scientific studies have incorpo-

rated more annotated samples to support this research such

as [27], [44], [45] including some procedures for achieving

better level of accuracy by strategically selecting a subset of

training samples that better generalize the problem. In [22],

a language-agnostic approach is employed to identify poten-

tial features to distinguish between human and bot accounts.

The model is then trained and validated using over 8000 sam-

ples distributed in an unbalanced fashion and its performance

reaches an accuracy of 98%.

Moreover, authors in [32] proposed a 2D Convolutional

Network model based on user-generated contents for detect-

ing bots from human accounts including its gender (male,

female account) covering both Spanish and English lan-

guages. A similar goal is explored by authors in [40], where

both Word and Character N-Grams are employed as main

features to perform the classification.

A different manner of addressing the problem was recently

proposed by authors in [5], where novel altmetrics data to

investigate social networks are analysed and they are used to

train a Graph Convolutional Network (GCN) which reaches

over 70% of accuracy in this task. On the other hand, authors

in [34] presented a novel one-class classifier to enhance Twit-

ter bot detection without any requiring previous information

about them.

Most of the aforementioned approaches were limited due

to lack of large volumes of annotated data for this specific

task by the time their experiments were conducted. This

problem is also remarked in [45] and thus, this paper has

considered all the available public datasets in the current days

in order to build the systemwith themost updated, newest and

relevant state-of-the-art annotated data from Twitter. Addi-

tionally, although many approaches employ both metadata
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and text-based features from the user accounts, the text-based

features are either extracted at a lexical level or they only

cover a limited number of languages such as Spanish or

English.

Unlike previous studies, our proposed model encodes all

the text-based features of an input user account via novel

multilingual Language Models (LM) including transformer

models such as the so-called BERT [14] or Contextual string

embeddings proposed in [2]. Thus, by concatenating both

the metadata set of features along with the output vector

provided by these LMs, an input vector of the user account

is obtained. Finally, this paper proposes a Dense-based

DL model to produce both the final decision of the account

and a low-dimensional embedding of the user based on the

aforementioned input vector.

III. A MULTILINGUAL APPROACH FOR USER ACCOUNT

ENCODING VIA TRANSFORMERS

As it was introduced in previous sections, our system con-

sists in a multilingual approach capable of better identify

suspicious Twitter accounts based on a set of features inde-

pendently of the language of the account. More specifically,

the methodology of building the whole system can be dis-

tributed in two separate processes: (i) a preprocessing stage

where a multilingual input vector of the user account is gen-

erated and (ii) a final decision system for identifying whether

the account has a normal or abnormal behaviour according

to existence patterns in the input vector generated during the

first stage.

Moreover, the former process is responsible for retrieving

a large collection of annotated Twitter accounts in a binary

fashion, where the positive class indicates that the account is

Bot whereas the negative class means that it belongs to the

human account category. Subsequently, several features were

collected from each Twitter account to enhance some relevant

aspects including: (i) Level of activity, (ii) Level of popularity,

(iii) Profile information.

Finally, this first stage ends by combining all the features to

generate an input vector with both textual and metadata infor-

mation for each Twitter account. Section III-A describes the

full process to provide all the details of the implementation.

The latter process, described in Section III-B, is in charged

of automatically identifying patterns in the input encoding

vector to properly distinguish between bots and human Twit-

ter accounts via Deep Neural Networks (DNNs). Moreover,

this process automatically obtains a low-dimensional feature

representation of the input vector which can be used for any

IR purpose in a more efficient way due to its low-dimensional

nature.

A. MULTILINGUAL USER ENCODING VIA TRANSFORMERS

As introduced in Section III, a first process is needed to

combine distinct relevant aspects from Twitter accounts to

build a solid multilingual encoding representation which

can be used as potential inputs for classification purposes

throughout DNNs.

In Figure 1, an illustrative block diagram of this process

is presented to show the different tools and stages needed to

achieve the objectives of this first phase of the system.

More specifically, a first stage to retrieve all the data from

the set of users U is performed via Twitter API.1 Subse-

quently, each account is represented as a vector considering

two modalities: text-based and metadata features. The former

set is passed through a multilingual pre-trained LM model to

obtain a feature vector representation of the text information

including the description, the username of the account as well

as the language of the account. The latter set of features is

directly passed forward to the final stage which is a concate-

nation of both modalities into a single feature vector x, which

encodes the information of an input user account.

1) DATASET GENERATION

There are several public datasets to address the bot iden-

tification problem from a binary classification perspective

as the ones presented in Table 1. Moreover, some of these

datasets were already used to train and evaluate the so-called

Botometer (formerly BotOrNot) service proposed by [12].

However, as authors described in [7], [28], the generation

of bot accounts continuously changes over time and addi-

tionally, some of the provided accounts have been already

suspended by Twitter. Thus, a preprocessing is needed to

improve the usability of this large collection of datasets by

removing the identifiers those accounts that were already

removed by Twitter. This aspect is also critical since several

previous Bot detectors have not been updated with the new

tendencies and features that bots accounts may currently

have, so that, they are no longer as reliable as they used to be.

On the other hand, due to policy restriction terms from

Twitter, the datasets only contain the identifier of the Twit-

ter account but not any significant feature. Consequently,

an additional data crawling process via the Twitter API is

performed to gather further information about the available

accounts which is needed for the analysis. As introduced in

Section III, the following information is collected:

• Popularity features including total number of both

friends and followers,

• Activity features including the following fields: creation

date, average tweets per day, tweets & favourites counts,

account age.

• Profile information features including: screen name,

description, language, location, verified indicator,

default profile indicator.

After crawling and preprocessing the data, the final com-

plete dataset is composed of 37438 Twitter accounts, where

25013 were annotated as human accounts and the remaining

12425 are bots.

2) INPUT USER ENCODING GENERATION

The crucial part of this first stage lies in the generation of an

user encoding vector based on the aforementioned collection

1https://developer.twitter.com/en/docs/twitter-api
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FIGURE 1. A block diagram regarding the process of extracting multilingual encoding representations of user accounts in Twitter.

TABLE 1. List of datasets employed when conducting the experiments of
this study.

of features to serve as input of the proposed deep learn-

ing model. In previous related studies [7], [12], [13], [20],

the proposed solutions had two main constraints: 1) either

they were metadata-oriented approaches so that, the tex-

t-based features were extracted at a semantic-level in terms

of Natural Language Processing, or 2) they employed more

advanced NLP procedures based on N-grams or DL solutions

but they only supported a limited number of languages when

performing the analysis.

However, our proposal addresses the aforementioned con-

straints by combining relevant metadata features along with

powerful models capable of transforming text-based features

into vectors independently of the language of the input text.

More specifically, given an input set of Users U =

{u1, u2, . . . , um}, a certain user account is represented as

ui = [uti , u
z
i ] ∀i = 1, . . . ,m where uti indicates its

text-based feature vector whereas uzi represents the remain-

ing metadata-based vector. Our proposed solution employs

a mapping function f (u) to generate a new set of Users

U̇ = {u̇1, u̇2, . . . , u̇m}, where u̇i = f (ui) = g(uti ) || h(uzi ).

In this case, we denote || to indicate a concatenation operation

between this pair of vectors. The reason behind using a con-

catenation layer at the end of this process lies in the fact that

the system only consider information coming from the same

target object: the user account. Other alternatives widely used

in Collaborative Recommender Systems such as computing

the outer product [19] were not consider for this approach

since in those scenarios, the information from the embeddings

comes from two different sources: Users and Items, and the

goal of the outer product is thus, to catch similarities and

discrepancies between this two sets.

3) ENCODING TEXT-BASED FEATURES

Regarding the generation of the text-based vector from an

input user account ui, a certain function g(u) is needed. Dif-

ferent state-of-the-art sentence-level encoders from several

NLP frameworks were explored and investigated. In par-

ticular, the so-called Flair framework described in [2]

was employed to combine state-of-the-art Word Embed-

dings (WE) and Transformers [39], [43] for extracting robust

document embeddings from the text-based features. More

precisely, the following main families of embeddings have

been employed in this study:

(i) Contextual string embeddings [3] which are trained

without any explicit notion of words and therefore,

words are modelled as sequences of characters. More-

over, words are contextualized by the surrounding text.

The employed model was trained using the so-called

JW300 Dataset described in [1]. In this study, both

multi-forward and multi-backward embeddings are

used. The dimension of their outputs is equal to 2048.

(ii) BERT (Bidirectional Encoder Representations from

Transformers) embeddings which were proposed and

developed by [14] and are based on a bidirectional
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transformer architecture [39], [43]. In this study, the so-

called bert-base-multilingual-cased has been employed.

(iii) RoBERTa which is an adaptive version of the BERT

embeddingwhere the goal is to improve the performance

in longer sequences, or when there are vast volumes

of data as [41] suggests. In this case, we employed the

so-called roberta-large-mnli pre-trained model.

Furthermore, several experiments were conducted consid-

ering three different solutions. The first approach is based on

using one or multiple stacked embeddings similarly to the

approach proposed by [25] so that, all the text-based features

from the user account are encoded at a sentence-level rep-

resentation. Subsequently, a document-level representation is

computed via a Pooling model, where an average of all the

stacked sentence-level embeddings was calculated.

The second approach regards the training of a Long

Short-Term Memory (LSTM) recurrent network over all the

word embeddings used to generate the sentence-level encod-

ing. Finally, the last approach directly uses an intermediate

layer from a pre-trained Transformer model, to produce the

document-level embedding.

Moreover, both the multilingual BERT transformer

pre-trained model named as BERT-base-multilingual-cased

and the RoBERTa pre-trained model named as roberta-large-

mnli have been employed. More specifically, the former gen-

erates a 768-dimensional embedded vector whereas the latter

produces a 1024 embedded representation. All the details of

the aforementioned pre-trained models can be found at the

official Hugging Face repository. 2

4) ENCODING METADATA-BASED FEATURES

On the other hand, all the corresponding metadata features

from an input user account are properly preprocessed and

encoded throughout function h(uzi ) to be interpreted by neu-

ral networks. In addition, they are concatenated along with

the aforementioned text-based features as it is remarked in

Section III-A.

In particular, this set of features includes all the information

related to both the popularity and the activity of the user

account.

B. BOT-DenseNet

Once the set of input user vectors denoted by U̇ is obtained,

a second process is required to automatically identify an

account as bot or human.

To address this goal, we propose a Deep Fully-connected-

based neural network named as Bot-DenseNet, which is capa-

ble of finding robust decision boundaries based on hidden

patterns of the input vectors to better recognize bot accounts

in Twitter. The details of the model implementation including

classical parameters in neural networks such as activation

functions, number of neurons in the hidden layers or the

selected optimizers to perform the backpropagation and the

Gradient Descent algorithm are summarized in Table 2. One

2https://huggingface.co/transformers/

TABLE 2. List of parameters involved in the design of the Bot-DenseNet

model. # indicates the total number.

of themain differences from previous studies is the incorpora-

tion of the so-called Scaled Exponential Linear Unit (SELU)

similarly to the approach proposed at [23] which obtains

better results than the classical ReLU activation function.

On the other hand, the architecture of the system, presented

in Figure 2, is composed of a set of blocks including Dense+

Batch Normalization + Activation + Dropout layers in a

sequential fashion as usual in general dense-based models.

Furthermore, the inclusion of a Batch Normalization layer

within the architecture lies in previous studies such as the one

described in [10], [21], where authors proved that the training

performance indeed improves when using such normalization

since this layer provides many benefits including a faster

convergence as it allows to employ higher learning rates

during the Gradient descent algorithm.

The aforementioned hyper-parameters were carefully

selected after conducting several heuristic experiments in

order to design a model with the best performance in terms

of F1-score.

IV. EXPERIMENTAL RESULTS

One of the main objectives of this paper relies on analysing,

via an ablation study, different input feature vectors based

on Transformers as well as additional novel approaches to

investigate the performance of the same DNN model.

Moreover, The DL architecture was trained in the classical

supervised learning fashion considering a binary classifi-

cation where the Positive class refers to Bots whereas the

Negative corresponds to Human accounts.

Due to the unbalanced constraint of the dataset, two main

steps have been followed: (i) the so-called Stratify sampling

updated in [26] has been employed to force having samples

from both classes during the training and evaluation of the

system, (ii) the F1-score metric as the main measurement of

the performance of the system since it balances both precision

and recall metrics in a single value and providesmore realistic

information about the capability of the model to detect both

Positive and Negative classes than the classical accuracy

metric.

Moreover, to mitigate the classical overfitting problem,

which happens when the neural network is not capable of

generalizing properly for unseen samples, two main widely

used techniques have been incorporated: (i) Dropout firstly

proposed in [36], which pursues the aim of deactivating some
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FIGURE 2. A block diagram representation of the proposed architecture Bot-DenseNet, where the yellow block indicates the input layer, the blue one
regards the hidden layers and finally, the green one indicates the output layer.

TABLE 3. Outcomes of the experiments conducted to train our Bot-DenseNet using different input feature vectors which were generated as the
concatenation of both a metadata feature vector and a text embedding.

neurons randomly at each epoch with a certain probability;

(ii) Early Stopping, fully described in [46], which attempts

to stop the training process whenever the performance on the

validation set has no longer improved in a certain number of

epochs. Therefore, a hyper-parameter is required to indicate

the number of consecutive epochs with no improvements in

the loss function or in the metrics considering the validation

set, and it is usually named as patience.

A. TRAINING & VALIDATING BOT-DenseNet

The aim of these experiments is to find the most appropriate

text embedding to be added on top of the Bot-DenseNet along

with the remaining metadata feature vector in order to find

optimal decision boundaries for downstream tasks such as the

one presented in this paper.

The outcomes obtained during the training and valida-

tion stages for all the possible input feature vectors are

summarized in Table 3. Since the dataset is not balanced,

the F1-score metric has a crucial role in the evaluation of

the system in order to objective measure the performance of

identifying bots in a social network such as Twitter where

only a few accounts from the total set of accounts belong

indeed to the bot category as it is described in previous

studies [7], [27], [34]. In particular, since the model is

trained using an Early-Stopping callback to stop the pro-

cess in the epoch when the loss function in the validation

set is no longer decreasing, the F1-score was computed

by using both the recall and the precision at this specific

epoch.

Moreover, in Table 3, each row indicates the pre-trained

LM employed such as Flair, BERT, RoBERTa etc., as well

as the approach followed to generate the final input user

encoding (via Pooling, bidirectional LSTM or directly the

embedding obtained from an intermediate layer of the Trans-

former model). In particular, the results presented in Table 3

reflect that when combining the text embeddings directly

extracted from intermediate layers of the Transformers along

with themetadata features, the proposedmodelBot-DenseNet

achieves higher scores in terms of F1-score in both training

and validation sets. On the other hand, when using either

Pooling or LSTMs to produce the final text embeddings,

the F1-score metric in the training phase is higher than in

the validation phase which indicates that the model is suf-

fering from overfitting. As a result, this issue may provoke

a decrease in the performance of the system when analysing

unseen observations in future predictions.

B. SELF-SUPERVISED USER EMBEDDING

Our proposed model is capable of identifying suspicious

Twitter accounts based on a robust set of input features.

However, as it is well-known in the Deep Learning frame-

work, intermediate layers are usually an adequate embedded

representation of the inputs which can be employed in other

downstream tasks such as text classification or similarity

analysis in a more efficient way due to their low-dimensional

nature. Thus, after training our proposed model, it produces

a relevant representation of an input Twitter account in a

self-supervised fashion since such representation was auto-

matically learned by the intermediate hidden layers. Hence,

Bot-DenseNet can also be used to encode any user account

as a 256-dimensional vector throughout its last intermediate

layer. To better visualize the final embeddings obtained by

the last layers of the different models, a 2D projected repre-

sentation of them were computed using the so-called T-SNE

algorithm, updated in [30] with a level of perplexity equal

to 80.

More specifically, Figure 3 includes the embeddings as

a result of training the model using directly the pre-trained

Transformers models whereas Figure 4 shows the outcomes

when using different combinations of Word Embeddings

along with either Pooling or LSTMs on top of them to pro-

duce the final text vector.
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TABLE 4. An ablation study by comparing the complexity of the model in terms of both the feature vector length, the total number of parameters to be
trained as well as the F1-score achieved during the validation phase.

Moreover, Figure 3 remarks the potential of Transformers

in any downstream NLP tasks such the one presented in this

paper where their intermediate layers have been employed

to obtain robust representations of the text-based features of

the user accounts. As a consequence, they have increased the

capability of Bot-DenseNet to better distinguish between bots

and human accounts in a more efficient manner.

Furthermore, Figure 3 shows that the boundaries deter-

mined by both BERT and RoBERTa transformers without any

additional step to generate a text encoding (neither Pooling

nor LSTMs) are simpler and more adequate than the ones

provided by combining different text embeddings which is

summarized in Figure 4. This fact is also presented in the

F1-score metrics from Table 3, where it is clear that these

two solutions are the ones which are not overfitting the data

and thus, they are more suitable to be employed as top of our

proposed Bot-DenseNet model.

C. DECISION MAKING CRITERIA FOR BOT-DenseNet

After conducting the aforementioned experiments, a final

decision to select the best configuration of the model

is required. To do so, the following criteria have been

considered: (i) The performance of the model in terms of

F1-score in both training and validation to provide an objec-

tive criteria when making the final decision; (ii) The simplic-

ity of the model in terms of both trainable parameters and the

length of the input feature vector as it is remarked in Table 4;

(iii) The simplicity of the final decision boundaries to distin-

guish between Bot and Human accounts which is assessed

by observing the low-dimensional embeddings distribution

in a TSNE projection. This aspect arises as crucial in order

to propose a robust model capable of generalizing in future

applications.

Thus, considering these elements for making the final deci-

sion both Table 4 as well as Figure 3 have been analysed to

provide an objective decision.

Firstly, regarding performance, the best model is the one

that uses the so-called RoBERTa Transfomer on top of it

according to the F1-score achieved during the validation

phase. Secondly, when it comes to simplicity, it is noticed

that the best approaches are the ones that have employed

LSTMs during the generation of the input vectors but they

have achieved considerable lower results in terms of F1-score

FIGURE 3. 2D projected representations of the embeddings obtained
after training the proposed DL model Bot-DenseNet using as inputs the
pre-trained embeddings from both BERT and RoBERTa models.

and therefore, they were discarded from the further analy-

sis. On the other hand, the family of approaches that have

employed a Pooling procedure are the ones with the highest

level of complexity in terms of trainable parameters as well

the lowest performance based on the F1-score, thus, theywere

directly discarded from the final decision.

Regarding simplicity in terms of the samples distribution

after applying the TSNE method, Figures 4 and 3 shows that

the boundaries achieved when using Transformers as part of

the input feature vector are more suitable and simpler than the

rest of configurations.
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FIGURE 4. A set of 2D projected representations of the embeddings obtained in the proposed Bot-DenseNet via the so-called TSNE algorithm
using a value of perplexity equal to 80.

Consequently, the final model uses the so-called RoBERTa

transformer on top of it since it provides a remarkable

trade-off between precision and simplicity, which are critical

aspects to be considered when implementing Deep Learning

models

Finally, Table 5 shows a comparison between our pro-

posed DL architecture in comparison with previous studies

in terms of both the performance throughout the F1-score

metric, the learning approach as well as the capability of

incorporating language-dependent features. This comparison

enhances our proposed method in the following aspects:

(i) Language-dependent features throughout the analysis of

text descriptors via Transformers to improve the input feature

vector and thus, the robustness of the system when facing

non-English languages. (ii) Hybrid learning, since it pro-

duces embeddings throughout its intermediate hidden layers

(unsupervised learning) once the model has been trained

using a limited set of annotated data (supervised learning).
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TABLE 5. A comparison of previous studies along with the proposed
Bot-Dense model in terms of F1-Score, learning approach as well as its
capability for analysing text features from multiple languages.

(iii) Promising scoring metrics in comparison with latest

studies.

All the details of the implementation as well as the code

for re-training or testing the proposed system can be found

at thisGithub repository. More specifically, a Python library

named as User2Vec was released to foster further research in

this field.

V. CONCLUSION & FUTURE WORK

In this paper, a robust solution for detecting Bots in Twitter

accounts has been described. In particular, this study has

taken advantage of Transfer learning techniques via pow-

erful state-of-the-art NLP models such as Transformers to

extract compactmultilingual representations of the text-based

features associated with user accounts. By doing so, several

constraints presented in previous studies related to process

text-based features to improve the input feature vector from

multiple languages were mitigated.

Furthermore, by employing the text encodings along with

additional metadata on top of a dense-based neural network,

a final classifier named as Bot-DenseNet has been trained and

validated using a large set of samples collected via the Twitter

API. More specifically, several experiments were conducted

using different combinations of Word Embeddings, docu-

ment embeddings (Pooling and LSTMs) and Transformers

to obtain a single vector regarding the text-based features

of the user account. Subsequently, a detailed comparison of

the performance of the proposed classifier when using these

approaches of Language Models as part of the input has been

presented to investigate which input vector provides the best

result in terms of performance simplicity in the generation of

decision boundaries and feasibility.

In particular, the comparison of these experiments sug-

gested that the Bot-DenseNet achieves the most adequate

trade-off between performance and feasibility when using the

so-called RoBERTa Transformer as part of the input feature

vector.

Consequently, this paper provides two main contribu-

tions to the scientific community including a DL model for

automatically detecting bots as well as a robust manner of

representing any Twitter account as a low-dimensional fea-

ture vector throughout an intermediate layer of the aforemen-

tioned model. Moreover, this compact representation of the

Twitter account can be used as a baseline for recommender

or search engines, similarity analysis or any other application

related with social media mining.

Finally, this study also remarks the outstanding perfor-

mance of novel Transformers in downstream NLP tasks as

the one presented, by providing a more robust input vector

which leads the final classifier model to be more capable

of extracting relevant low-level features from it. As Future

work, the latest Transformers such as the GPT-3 [17] and

T5 [33] will be considered for generating the input vector

of the proposed DL model in order to compare the perfor-

mance with the work described on this paper. Moreover,

novel approaches such the one described by authors in [24]

to automatically generate non-parametric Two-Sample tests

based on the so-called MaximumMean Discrepancy (MMD)

[18], will be considered once all the user embeddings are

generated, to find discrepancies and similarities between the

distributions of both bots and non-bots embeddings.
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