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Abstract

To obtain a satisfied performance of wireless sensor network, an adaptable sensor deployment method for various applications is
essential. In this paper, we propose a centralized and deterministic sensor deployment method, DT-Score (Delaunay Triangulation-
Score), aims to maximize the coverage of a given sensing area with obstacles. The DT-Score consists of two phases. In the first phase,
we use a contour-based deployment to eliminate the coverage holes near the boundary of sensing area and obstacles. In the second phase,
a deployment method based on the Delaunay Triangulation is applied for the uncovered regions. Before deploying a sensor, each can-
didate position generated from the current sensor configuration is scored by a probabilistic sensor detection model. A new sensor is
placed to the position with the most coverage gains. According to the simulation results, DT-Score can reach higher coverage than
grid-based and random deployment methods with the increasing of deployable sensors.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Wireless sensor network (WSN) is one of the key ele-
ments to the success of pervasive/ubiquitous computing.
With the advance of wireless communication, system-on-
chip (SoC), and micro-electro-mechanical systems
(MEMS), the hardware infrastructure of wireless sensor
network is getting more mature. Many feasible applica-
tions are proposed such as industrial sensor networks
[12], volcano monitoring networks [20], habitat monitoring
[21], health monitoring [21], and home automation [21],
etc.

To obtain a satisfied performance of wireless sensor net-
work, an adaptable sensor deployment method for various
applications is essential. The degree of sensor coverage is a
major performance metric of sensor deployment method.
Sensor coverage can be categorized into three types: area

coverage, point coverage, and barrier coverage [4]. For
area coverage, sensors have to cover all of the sensing area.
If the number of sensors is not sufficient to ensure full cov-
erage, coverage holes will appear [1]. For point coverage, a
set of target points must be covered by sensors. For barrier
coverage, the goal is to minimize the probability of unde-
tected objects pass through the barrier formed by wireless
sensor networks.

In this paper, a centralized and deterministic sensor
deployment method, DT-Score (Delaunay Triangulation-
Score), is proposed. Given a fixed number of deployable
sensors, DT-Score aims to maximize the area coverage of
a sensing area with obstacles. The DT-Score consists of
two phases. In the first phase, we use a contour-based
deployment to eliminate the coverage holes near the
boundary of sensing area and obstacles. In the second
phase, a deployment method based on the Delaunay Trian-
gulation is applied for the uncovered regions. Before
deploying a sensor, each candidate position generated from
the current sensor configuration is scored by a probabilistic
sensor detection model. Then a new sensor is placed to the
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position with the most coverage gains. To evaluate the per-
formance of DT-Score, we compare it with a grid-based
deployment method, MAX_MIN_COV [8], and a random
deployment method. In MAX_MIN_COV, sensors must
be placed on the predefined grid points distributed to the
whole sensing area. A simulation is conducted for four dif-
ferent scenarios. The results show that the area coverage of
DT-Score is better than that of MAX_MIN_COV in most
cases. The coverage of MAX_MIN_COV is bounded by
the density of grid points. In contrast, the DT-Score can
achieve higher coverage as the number of deployable sen-
sor increasing. The DT-Score also outperforms the random
deployment method in all scenarios.

The rest of the paper is organized as follows. In Section
2, we briefly describe previous works related to the area
coverage of sensor deployment. In Section 3, some back-
grounds related to DT-Score are given. In Section 4, we
present the details of DT-Score. Section 5 evaluates the
performance of DT-Score under various scenarios. Finally,
we conclude the paper in Section 6.

2. Related work

In this paper, we focus on area coverage in sensor deploy-
ment. In the following, we will briefly describe some related
results based on deterministic and stochastic/dynamic
algorithms. Besides, some results that utilize Delaunay Tri-
angulation and Voronoi Diagram are also addressed.

For static environment, deterministic deployment is
used since the location of each sensor can be predetermined
properly. MAX_AVG_COV and MAX_MIN_COV are
two grid-based algorithms proposed in [8], in which sensors
must be placed on the predefined grid points distributed to
the whole sensing area. These algorithms concentrate on
average coverage as well as on maximizing the coverage
of the most vulnerable grid points. MAX_AVG_COV tries
to place sensors such that the average coverage of grid
points will be maximized. In MAX_MIN_COV, the cover-
age of grid point that is less covered will be maximized.
Case studies for sensing area with obstacles and preferen-
tial coverage show that the MAX_AVG_COV and MAX_
MIN_COV algorithms significantly outperform random
and uniform deployment algorithms. In [3], a variety of
regular deployment topologies were presented and ana-
lyzed, including circular and star deployments as well as
deployments in square, triangular, and hexagonal grids.
In [15], it considers an unreliable wireless sensor grid-net-
work with nodes placed in a square of unit area. They
derived sufficient and necessary conditions for the relations
between coverage, connectivity and diameter. In [19], the
sensing area was presented as an arbitrary-shaped polygon
possibly with obstacles. The sensing area is partitioned into
smaller sub-regions based on the shape of the area, and
then the sensor is deployed to these regions systematically.
This approach assumes that each sensor has predictable
communication range and sensing range, and it allows an
arbitrary relationship between them.

The stochastic deployment is used when the information
of sensing area is not known in advance or is varied with
time, that is, the position for sensor deployment cannot
be determined. In addition, the positions of deployed sen-
sors need to be adjusted to fix coverage holes. In [17], the
Voronoi diagram was used to discover the existence of cov-
erage holes. To construct the Voronoi diagram, it assumes
that each sensor knows the location of its neighbors. The
sensing area will be partitioned into Voronoi polygons
and each polygon contains only one sensor. If the sensing
region of a sensor cannot cover the corresponding polygon,
the coverage holes will appear. To improve the coverage,
movement-assisted sensor deployment protocols are pro-
posed to eliminate coverage holes. In [10], a potential-
field-based approach was proposed. Each sensor is
regarded as a virtual particle, and virtual forces are gener-
ated due to the potential fields between sensors and obsta-
cles or other sensors. This approach does not require
environment information of sensing area and communica-
tion between sensors. It relies on each sensor that has the
ability to detect the range and direction of neighborhood
sensors and obstacles. In [23], a virtual force algorithm
(VFA) was proposed as a practical approach for sensor
deployment. The VFA algorithm used a forced-directed
approach to improve the coverage provided by an initial
random deployment.

In addition to discover the existence of coverage
holes, Voronoi Diagram and Delaunay Triangulation
can be used to determine the maximal breach path
(MBP) and the maximal support path (MSP) for a
given sensor deployment [13,14]. The MBP (or MSP)
corresponds to the worst (or best) case coverage that
for any point on the path, the distance to the closest
sensor is maximized (or minimized) [4]. As a result,
the MBP must pass through the edges of Voronoi Dia-
gram and the MSP must pass through the edges of Del-
aunay Triangulation. The best and worst case coverage
can be categorized to the barrier coverage mentioned
previously.

If sensors are densely deployed to cover the whole sens-
ing area, then a full coverage can be reached and has the
benefit of redundancy. Researches about multiple degrees
of sensor coverage to improve network redundancy were
proposed in [18,22]. To take the advantage of the benefit
of redundancy [5,16], proposed some sensor scheduling
mechanisms to extend the network lifetime. In [11], the
coverage problem was modeled as a decision problem
and two polynomial-time algorithms were proposed to ver-
ify whether each location of the sensing area is covered by
at least k sensors (called k-coverage). Algorithm k-UC
assumes a uniform circular sensing disk while k-NC
assumes a non-disk sensing range for each sensor node.
These algorithms only require the location information of
each deployed sensor to evaluate the desired multiple cov-
erage. In order to determine which sensing regions are less
than k-covered, a central controller is needed to collect cov-
erage information.
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3. Preliminaries

3.1. Delaunay Triangulation and Voronoi Diagram

Delaunay Triangulation and Voronoi Diagram are
important data structures in computational geometry
[2,9]. Delaunay Triangulation is the dual structure of the
Voronoi diagram in 2-D plane. It satisfies the empty circle
property, that is, for each edge in Delaunay Triangulation,
we can find a circle passes through the edge’s endpoints
without enclosing other points. In Fig. 1(a), we can find
the largest empty circle from the Delaunay Triangulation
of given sensors. The center of the largest empty circle
has the weakest detection probability for current available
sensors in Fig. 1(b). In our DT-Score algorithm, a sensor
will be placed on the center of the largest empty circle to
get most coverage gains.

3.2. The sensor detection model

In this paper, we assume that the sensing range of each
sensor is a disk with a fixed radius denoted as SRange.
Assume that a sensor s is deployed at point (xs,ys). For
any point p at (xp,yp), the Euclidean distance between s

and p is denoted as d(s,p). A binary sensor model that
expresses the coverage rate (or detection probability) of
sensor s at point p is given as follows [6]:

CpðsÞ ¼
1; if dðs; pÞ < SRange

0; otherwise:

�

ð1Þ

In reality, the sensing range of a sensor is impossible to
maintain disk-shaped perfectly. Therefore, a probabilistic
sensor detection model of Cp(s) based on Eq. (1) and prob-
abilistic terms in [23] is given as follows:

CpðsÞ ¼

1; if dðs; pÞ 6 SRange� PRange

e�a�distb ; if SRange� PRange < dðs; pÞ

6 SRangeþ PRange

0; if dðs; pÞ > SRangeþ PRange

8

>

>

>

<

>

>

>

:

ð2Þ

where PRange (PRange < SRange) is defined as the range
of uncertainty in sensor detection. If p lies between SRan-

ge � PRange and SRange + PRange, it may be detected
by sensor s, and the detection probability Cp(s) is expressed
as exp(�a · distb), where dist = (d(s, p) � (SRange �
PRange))/2 · PRange is the ratio of d(s,p) within the prob-

abilistic detection range (2 · PRange). The relation be-
tween SRange and PRange is illustrated in Fig. 2. Fig. 3
is the probabilistic sensor detection model for different sen-
sor parameters a and b modified from [23]. By adjusting a

and b, this model can be used to express different types of
sensor nodes.

4. Sensor deployment based on Delaunay Triangulation

In this paper, we focus on deterministic deployment in a
wireless sensor network. Assume that we know the position
of each deployed sensor. In order to improve the area cov-
erage and reduce the number of sensors used, it is intuitive
to place a new sensor to the sparse region of sensing area.
The empty circle property of Delaunay Triangulation pro-
vides a way for us to find such region. The DT-Score algo-
rithm consists of two phases:

Phase 1 (contour deployment). This phase consists of ini-
tialization step and contour points generation step. In the
initialization step, a sensing area environment is initialized
base on the configuration file. In the contour points gener-
ation step, contour points are generated to eliminate the
coverage holes near the boundary of sensing area and
obstacles. The purpose of the contour deployment is to
eliminate the coverage holes generated by the Delaunay
Triangulation method around the boundary and obstacles.
With more sensors available, these sensors can be deployed
to areas other than boundary and obstacles and improve
the coverage of the Delaunay Triangulation method.

Phase 2 (refined deployment). This phase consists of
candidate positions generation step, scoring step, and sen-
sor addition step. In the candidate positions generation
step, the Delaunay Triangulation is used to find the candi-
date positions for uncovered regions. In the scoring step,
each candidate position is scored by a probabilistic sensor
detection model. In the sensor addition step, a sensor is
deployed to the position with the most coverage gains. In
this phase, these three steps are repeated until the prede-
fined number of deployable sensors is reached. In the fol-
lowing, we will describe each phase of the DT-Score
algorithm in details.

4.1. Phase 1 – contour deployment

4.1.1. Initialization step

In this step, a sensing area is generated from a given con-
figuration file. An example of a given configuration file is

Fig. 2. Sensing range.Fig. 1. Delaunay Triangulation and Voronoi Diagram.
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shown in Fig. 4. In Fig. 4, the configuration file includes the
size of sensing area, the parameters of sensors for the prob-
abilistic sensor detection model, the position and size for
each obstacle (option), and the coordinates of pre-deployed
sensors (option). The sensing area is defined as a rectangle
and the obstacle is described as a polygon. To give the flex-
ibility of deployment, some pre-deployed sensors can be
optionally specified in advance. The position of each sensor
will be added to Sensor vector.

4.1.2. Contour points generation step

This step is used to eliminate coverage holes near the
boundary of sensing area and the obstacles. Initially, con-
tour points are placed alone the boundary of sensing area.
In this step, offsets between contour points and boundary
are reserved to allow more sensors to be deployed in the
next phase. With the proper selection of offsets, we can
earn more coverage contributed by contour points. Fig. 5
illustrates the calculation of offset, suppose the radius of
sensing region for each sensor is denoted as R, then the off-
set is R/sqrt(2). To ensure every part in the sensing region
can be fully detected by sensor, R is set to SRan-

ge � PRange. The distance between every two adjacent
contour points is 2R/sqrt(2). It ensures that the boundary
of sensing area can be fully covered with the least number

of sensors. The positions of contour points will be added to
Sensor vector if they are not within any obstacles.

Next, contour points are placed around the obstacles.
For each obstacle, we first calculate the line equation of
the edges in point–slope form. If the slope of the edge is less
than or equal to 1, the contour points are placed with an
offset R/sqrt(2) in y-axis away from the obstacle (see
Fig. 6(a)). For a vertical edge and the edge with slope
greater than 1, the contour points are placed with an offset
R/sqrt(2) in x-axis away from the obstacle (see Fig. 6(b)).
The distance between any two adjacent contour points is
also set to 2R/sqrt(2). If a contour point is not within
any obstacles or outside of the sensing area, it will be added
to Sensor vector. Fig. 7 is an example of contour points
generation step based on the sensing area shown in Fig. 4.

4.2. Phase 2 – refined deployment

4.2.1. Candidate positions generation step

If the quota of deployable sensors is not used up in the
phase 1, a refined deployment method based on the Dela-
unay Triangulation will be used to improve the coverage.
It consists of three steps: candidate generation, scoring,
and sensor addition. In the candidate generation step, can-
didate positions for sensor deployment are generated based
on the positions of deployed sensors. In this paper, a cen-
tralized, offline approach is used to determine these posi-
tions. It is based on the incremental randomized
Delaunay Triangulation proposed in [7]. Fig. 8 illustrates
the result of applying the Delaunay Triangulation

Fig. 3. The probabilistic sensor detection model.

Fig. 4. Initialization step.

Fig. 5. Offset calculation.

Fig. 6. Offset under different slope.
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algorithm to the sensor configuration shown in Fig. 7.
According to the empty circle property described in Section
3.1, there are some circumcircles of triangles in Fig. 8 con-
taining no sensors. The centers of these circumcircles are
candidate positions of new sensors. Except the positions
located on the obstacles, a fixed number of positions will
be added to the Candidate array according to the radius
of circumcircle in decreasing order.

4.2.2. Scoring step

In order to deploy a new sensor with the most coverage
gains, a scoring mechanism is used to evaluate each candi-
date position within Candidate array. At first, a grid square
is placed and centered on each candidate position. The
length of edge is (SRange + PRange) · 2. It ensures that
any point within the sensing region is considered. The
probabilistic sensor detection model, described in Section
3.2, is used to calculate the coverage gains for a candidate
position by summarizing the coverage rates at all grid
points. The coverage gain is affected by two factors. The
first factor is the ratio of sensing region overlapped with
existed sensors. Suppose rc = Candidate[i] Æ radius is the
radius of circumcircle for a candidate position i. If rc is less
than (SRange � PRange) · 2, then the sensing region of

sensor on position i will overlap with existed sensors. The
ratio of non-overlapped sensing region is calculated by
the area of gray region in Fig. 9 divided by the area of sens-
ing region with radius (SRange � PRange), where the
radius of gray region is rc � (SRange � PRange). Another
factor is the influence of obstacles. If a line that connects
a grid point and a candidate position intersects with obsta-
cles, the grid point cannot be detected by a sensor placed
on the candidate position and cannot contribute any cover-
age gains. At last, the score for candidate position i is
stored in Candidate[i] Æ score. The procedure of scoring step
is outlined in Fig. 10.

4.2.3. Sensor addition step

When all candidate positions are scored, the candidate
position with the highest score is selected to deploy a new
sensor. Thus, the position of new sensor is added to Sensor

vector. The candidate generation, scoring, and sensor addi-
tion steps are repeated until the target number of deploy-
able sensors is reached. Fig. 11 shows the result of the
refined deployment phase with 300 sensors. The gray points
are sensors newly added in this phase.

The complete procedure of DT-Score algorithm is out-
lined in Fig. 12. The time complexity of DT-Score algo-
rithm is O(n2 logn), where n is the number of sensors and
the Delaunay Triangulation algorithm has time complexity
of O(n logn) [7]. For the grid-based deployment methods
[8], their time complexity is O(N2), where N is the total
number of grid points in a sensing area. It is clear that
the grid-based approach has higher computational over-
head than DT-Score when the number of deployable sen-
sors keeps increasing.

5. Performance evaluations

In this section, we evaluate the performance of DT-
Score with a grid-based deployment algorithm, MAX_
MIN_COV proposed in [8], and a random deployment
algorithm modified from DT-Score. We use two grid dis-
tances (5 and 10 units) for the MAX_MIN_COV algo-
rithm, denoted as Min-5 and Min-10. The random
deployment algorithm has the same initialization step in
the first phase of DT-Score, but without the contour points
generation step. In the second phase of random deploy-
ment, the candidate generation and scoring steps are not

Fig. 7. Contour points generation step.

Fig. 8. The Delaunay Triangulation of given sensors. Fig. 9. Overlapping with other sensor.
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used. Instead, a candidate position is randomly generated.
In the sensor addition step, it only checks if the candidate
position is located on any obstacles.

The configurations of the performance evaluations are
stated as follows. The sensing area is a 2-D square with
400 · 400 units. There are four test cases with 0, 1, 15,
and 17 obstacles, respectively. The maps of sensing area
for each test case are illustrated in Fig. 13. For each test
case, three sensor points are deployed in advance. The
number of deployable sensors is ranged from 200 to 600.
The parameters of sensor are set as a = 1.22, b = 0.5,
SRange = 20, and PRange = 5. To compare the perfor-
mance between different deployment algorithms, we calcu-
late the coverage of sensing area for each algorithm under
different test cases. At first, the sensing area is represented
by 400 · 400 grid points. The coverage is expressed as 1 –
total miss rate of effective grid points. The ‘‘effective’’ means
the grid point not located on any obstacles, and the miss

rate of a grid point p can be expressed as 1 – max (Cp(s))
for all sensor s, where the Cp(s) is based on the probabilistic
sensor detection model described in Section 3.2. For exam-
ple, if grid point p can be detected by a sensor s without
loss (Cp(s) = 1), then the miss rate of p is 0.

Fig. 14 is the results of test case 1 for different deploy-
ment algorithms. It can be found that DT-Score has higher
coverage than the Min-5, Min-10, and random deployment
methods when the number of sensors deployed is over 350,
250, and 200, respectively. When the number of deployable

Fig. 10. Procedure of the Score algorithm.

Fig. 11. The result of DT-Score.

Fig. 12. Procedure of the DT-Score algorithm.

Fig. 13. Maps for test cases.
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sensors is 200, the coverage rate of DT-Score is lower than
Min-10. It is because most sensors are deployed in the con-
tour deployment phase of DT-Score. There are insufficient
sensors for the phase 2 to improve the coverage. The Min-
10 has larger grid distance that reduces the overlap of sens-
ing region for each sensor, and more coverage gains can be
earned. For Min-5 and Min-10, we can find that Min-10
has better coverage than Min-5 when the number of sen-
sors deployed is less than 250. It also benefit from the lar-
ger grid distance. As a result, we can find that the
performance of grid-based deployment is deeply influenced
by the density of grid points. When the gird points used
over a threshold, the coverage of MAX_MIN_COV
reaches to a saturation point. From Fig. 14, we can see that
when the number of sensors deployed is over 300 and 250,
the coverage of Min-5 and Min-10 will not be increased.
For random deployment algorithm, the results are repre-
sented with error bars and mean values. We can find that
the performance of random deployment is poor than other
approaches in most cases. In test case 2, a big obstacle is
put on the center of the sensing area. The coverage results
are illustrated in Fig. 15. From Fig. 15, we have similar
observations as those of Fig. 14.

In test case 3, there are 15 obstacles in the sensing area.
From the results illustrated in Fig. 14, we can find that DT-

Score is better than other algorithms except for the Min-10
when the number of deployable sensors is 200. It is because
that the DT-Score deploys most of the available sensors in
the contour deployment phase, and the coverage gains are
smaller than the MAX_MIN_COV algorithm with larger
grid distance. In Fig. 16, the saturation point of Min-5
and Min-10 is 350 and 250, respectively. In test case 4,
there are 17 obstacles in the sensing area. Unlike the vari-
ous shapes of obstacles in test case 1, the regular-shaped
obstacles are used. The results are shown in Fig. 17. We
have similar observation as those of Fig. 16. The coverage
of grid-based deployment is limited by the density of grid
points. DT-Score can achieve higher coverage than MAX_
MIN_COV as the number of deployable sensors over a
threshold.

6. Conclusions and future work

In this paper, we have proposed a two-phased determin-
istic strategy, DT-Score, for wireless sensor network
deployment. DT-Score is a centralized and deterministic
approach that is suitable for planning the position of sen-
sors in the environment with obstacles. In the first phase,
the coverage holes near the obstacles and the boundary
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of sensing area are eliminated by using the contour points
generation approach. The second phase is a refinement of
the result in the first phase. It is based on the Delaunay Tri-
angulation that adds new sensors repeatedly through can-
didate positions generation and scoring steps. Each
candidate position is evaluated by a scoring mechanism
based on the probabilistic sensor detection model. This
model is more reasonable than the binary detection model,
and it is adjustable for different types of sensors. Finally, a
candidate position with the most coverage gains will be
selected to add new senor.

Compared with grid-based and random deployment
approaches, the proposed approach outperforms others
as the number of deployable sensors over a threshold.
For grid-based approaches, the coverage is limited by the
density of grid points. The DT-Score is more scalable than
grid-based deployment approaches.

In the future work, the current sensor deployment
method will be replaced by online approach. The localiza-
tion information about obstacles and deployed sensors can
be obtained through localization technologies such as GPS.
Moreover, a reliable network configuration protocol has to
be developed to transfer localization information. In addi-
tion to deploy all of the sensors at the same time, new

approach should allow to add sensors incrementally during
the operation of network based on the current sensor con-
figuration. At least, some characteristics of the wireless sen-
sor network such as different sensor types, more detection
and communication models, and irregular sensing region
would be addressed.
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