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Objectives. The purposes of the present study were to examine patient satisfaction
survey data for evidence of response bias, and to demonstrate, using simulated data,
how response bias may impact interpretation of results.
Data Sources. Patient satisfaction ratings of primary care providers (family
practitioners and general internists) practicing in the context of a group-model health
maintenance organization and simulated data generated to be comparable to the actual
data.
Study Design. Correlational analysis of actual patient satisfaction data, followed by a
simulation study where response bias was modeled, with comparison of results from
biased and unbiased samples.
Principal Findings. A positive correlation was found between mean patient
satisfaction rating and response rate in the actual patient satisfaction data. Simulation
results suggest response bias could lead to overestimation of patient satisfaction overall,
with this effect greatest for physicians with the lowest satisfaction scores.
Conclusions. Findings suggest that response bias may significantly impact the results
of patient satisfaction surveys, leading to overestimation of the level of satisfaction in the
patient population overall. Estimates of satisfaction may be most inflated for providers
with the least satisfied patients, thereby threatening the validity of provider-level
comparisons.
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In recent years, health care organizations, policymakers, advocacy groups,
and individual consumers have become increasingly concerned about the
quality of health care. One result of this concern is the widespread use of
patient satisfaction measures as indicators of health care quality (Carlson et al.
2000; Ford, Bach, and Fottler 1997; Rosenthal and Shannon 1997; Young,
Meterko, and Desai 2000). In some organizations, patient satisfaction survey
results are used in determining provider compensation (Gold et al. 1995).

As in any measurement procedure, biased results pose a severe threat to
validity. Random selection is often used to ensure that patients who receive a
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questionnaire are representative, but random selection does not ensure that
those who respond are also representative. Researchers have become
increasingly aware that systematic differences between respondents and
nonrespondents are a greater cause for concern than low response rates alone
(Asch, Jedrziewski, and Christakis 1997; Krosnick 1999; Williams and
Macdonald 1986).

Numerous studies have assessed the differences between responders and
nonresponders (or initial responders and initial nonresponders) on demo-
graphic variables, respondent characteristics, health status, and health-related
behaviors; most have found differences on at least some variables (van den
Akker et al. 1998; Band et al. 1999; Benfante et al. 1989;Diehr et al. 1992; Etter
and Perneger 1997; Goodfellow et al. 1988; Heilbrun et al. 1991; Hill et al.
1997; Hoeymans et al. 1998; Jay et al. 1993; Lasek et al. 1997; Launer, Wind,
and Deeg 1994; Livingston et al. 1997; Macera et al. 1990; Norton et al. 1994;
O’Neill, Marsden, and Silman 1995; Panser et al. 1994; Prendergast, Beal, and
Williams 1993; Rockwood et al. 1989; Smith and Nutbeam 1990; Templeton
et al. 1997; Tennant and Badley 1991; Vestbo and Rasmussen 1992).
However, differences between responders and nonresponders are difficult to
identify when the difference is on a variable for which prior information is not
available for the full sample. For instance, it is relatively straightforward to
assess whether older patients respond at a higher rate than younger patients by
comparing age distributions of the survey sample and the respondent sample.
In contrast, for a variable such as satisfaction, the underlying distribution in the
full sample is not known, and so there is no straightforward means of
determining whether the distribution of this variable for respondents differs
from the distribution for the full sample. However, in spite of the difficulties
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inherent in this sort of investigation, there are a number of studies that have
attempted to assess differences in satisfaction between respondents and
nonrespondents (or early and late respondents). Findings from these studies
suggest that nonrespondents or late respondents may evaluate care differently,
and perhaps less favorably, than respondents or early respondents, respec-
tively (Barkley and Furse 1996; Etter, Perneger, and Rougemont 1996; Lasek
et al. 1997; Pearson and Maier 1995; Woolliscroft et al. 1994).

The first objective of the present study was to examine actual patient
satisfaction data for evidence of response bias. The second objective was to
examine how response bias (in this case, differential likelihood of response as a
function of level of satisfaction) might impact patient satisfaction survey results
using simulated data.

METHODS

The setting for the patient satisfaction survey was a group-model health
maintenance organization, in central and eastern Massachusetts, with a total
enrollment of more than 150,000 members. Members are covered for most
outpatientmedical costs with a nominal copayment for outpatient services and
are served by a large multispecialty group practice of more than two hundred
physicians.

The present study was limited to family practitioners and general
internists. Patient satisfaction questionnaires were mailed to a random sample
of patients who visited their primary care provider during the previous three
months. For each provider, up to 150 patients per quarter were selected to
receive a questionnaire. Patients who had been sent a survey during the
previous two years were not eligible. While patient satisfaction with all
providers in themedical group is periodically assessed, the organization places
a special focus on satisfaction with primary care providers because each health
plan member is assigned to a specific primary care provider to manage their
health care needs.

Data collection occurred during the spring of 1997 and the spring of
1998. All responses were anonymous; administration consisted of a single
mailing, without follow-up. Data from these two periods (chosen to minimize
the impact of secular trends) were combined after determining that the
average difference in mean satisfaction rating (for the same provider for the
two quarters) was approximately .08, and the corresponding correlation (for
pairs of satisfaction ratings for the two time periods) was .91. In addition, the

A Demonstration of the Impact of Response Bias on Patient Satisfaction Surveys 1405



average difference in response rate for providers was 8 percent, and the
corresponding correlation (for matched pairs of response rates) was .58.

The items on the questionnaire were standard patient satisfaction
questions from an operational survey implemented as part of ongoing
organizational quality assurance efforts. Items addressed areas that the health
care organization identified as important. Eleven questions related to satis-
faction with the provider were selected for this analysis (see Appendix).
Ratings were on a 5-point scale, with 1 the lowest possible rating, and 5 the
highest possible rating.

For the second phase of this study, data were generated to simulate one
hundred patient satisfaction ratings (on a 1 to 5 scale) for each of one hundred
physicians. The goal of the simulation was to produce realistic data, com-
parable to the observed data, but with a known underlying distribution.

We constructed a stochastic model using the assumption of a linear
relationship between the characteristics we were modeling. Preliminary
analysis of the real dataset provided evidence of the appropriateness of a linear
model in this case (see Figure 1). The first step in the simulationwas to generate
satisfaction scores for one hundred simulated physicians. These scores were
normally distributed. With these scores as a starting point, one hundred
patient ratings were generated for each physician, allowing differences
between patients of the same provider. This procedure simulated differences
between patients by allowing ‘‘easier’’ and ‘‘harder’’ raters, but did not
explicitly constrain simulated patients to vary in a specified way. The
simulated ratings were put on a 1 to 5 metric, comparable to the actual patient
satisfaction scores. Themean was near the high end of the scale, as is typical of
patient satisfaction ratings in general, and of the actual dataset analyzed here in
particular.

From this simulated population of one hundred ratings per physician,
two different samples were selected: a random sample, and a biased sample. In
order to select a sample comparable to the observed sample, and simulate the
bias posited to underlie the observed data, simulated patients were selected to
be ‘‘respondents’’ for the biased sample in such a way that the more satisfied a
patient was, the more likely that patient was to be included. The probabilities
used to differentially select simulated patients as respondents were determined
using an iterative process, working backwards from the real dataset until the
biased sample matched the actual data in terms of response rate, satisfaction
mean, and standard deviation, and the correlation between the two. It was
considered desirable that the simulated data be comparable to the observed
data in order that the simulation produce realistic data.
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This data generationmodel and sampling procedure resulted in data that
closely approximated the real patient satisfaction data. Once this model was
determined, one hundred replications were conducted resulting in a total of
simulated ratings for ten thousand physicians, each rated by one hundred
patients.

ANALYSIS

For the actual (observed) patient satisfaction data, the response rate for each
provider was calculated from the number of returned questionnaires divided
by the total number of questionnaires sent. Satisfaction scores were calculated
for all physicians with more than one completed patient satisfaction
questionnaire, if the patient had responded to at least 10 of the 11 items
identified for this study (thus the number of usable surveys was less than the
number of returned surveys).
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Figure 1: Mean Satisfaction Rating by Response Rate by Provider. A circle
represents one provider. If there ismore than one provider at a single point, the
number of lines extending out from the center of the circle equals the total
number of providers at that point
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A generalizability study was conducted to estimate the generalizability
of the satisfaction ratings at the provider level. In this case, a generalizability
analysis was considered more appropriate than classical test theory-based
estimates of reliability such as Cronbach’s alpha, as the former allows
assessment of multiple sources of error simultaneously, for example, both
items and patients (raters). Generalizability analyses produce estimates of the
variance components associated with each source of error, and also allow
computation of a generalizability coefficient (g), which is a reliability
coefficient comparable to alpha. Finally, the variance components from the
generalizability analysis can be used to estimate reliability for different
numbers of patients and items, in a manner similar to using the Spearman-
Brown formula with classical reliability estimates.

The correlation between mean patient satisfaction scores and response
rate was calculated. For the simulated data, three satisfaction ratings
were calculated for each physician. The first, referred to as the ‘‘Full Mean,’’
was the mean of all one hundred simulated patient ratings, without
sampling. The second, referred to as the ‘‘Random Mean,’’ was calculated
based on a random sample of the patient ratings. The third, referred to as
the ‘‘Biased Mean,’’ was the mean of the sample of patient ratings that
resulted from differentially sampling patients as described above, where
the most satisfied patients had a greater probability of being included.
For each physician, the difference between these three mean ratings was
calculated.

RESULTS

The dataset of actual patient satisfaction ratings contained ratings of 82
physicians by 6,681 patients, with an average of 81 patients rating each
physician (the range was 14 to 158). Descriptive statistics are reported in
Table 1. The overall response rate was 32 percent; response rates for
individual providers ranged from 11 to 55 percent.

Variance components estimates from the generalizability study revealed
the following percentages of variance associated with each facet: provider 3
percent; patient (nested within provider) 65 percent; item 1 percent; patient by
item interaction .4 percent; error 31 percent. These results make clear that
varying the number of items is likely to have minimal impact on the
generalizability estimateFthat is, changing the number of items would have
almost no impact on the reliability of the scores. Therefore, estimates of the
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g-coefficient were calculated holding the number of items constant at 11, but
varying the number of patients providing ratings. It was found that a
g-coefficient of .80 or greater would require approximately one hundred
patient raters per provider. If only 10 patient raters were available per
provider, the g-coefficient would be .31; with 50 patients the reliability
would increase to .69; and with one hundred patients it would increase
to .81. The average number of respondents per provider in this data set
was 81; with 81 respondents and 11 items the g-coefficient is estimated
to be .78.

The correlation between response rate and mean satisfaction rating was
.52, which is statistically significant (po.01). Figure 1 displays response rate
by mean satisfaction rating for each provider.

Means and standard deviations of the simulated satisfaction data are also
presented in Table 1. The simulated data generation and biased sampling
procedure produced data that closely resembled the real dataset (see Table 1),
as was our intent. Considering the simulated data only, the mean for the
random sample was identical to the mean for the full sample, but the
difference between the biased sample mean and the full mean was .12, or just
less than a full standard deviation.

Table 2 contains the primary results of the simulation. As expected,
differences were found between the mean ratings based on the entire sample
and the mean ratings after sampling. Differences were not uniform across all
satisfaction levels; discrepancies were greater for those physicians with lower
true satisfaction ratings. Figure 2 provides a graphic summary of typical results
and highlights that differences between the biased mean and the full mean
varied across physicians. Differences were greatest when true satisfaction
scores were lowest.

Table 1: Descriptive Statistics for Real Observed and Simulated Data

Data Source Mean SD

Correlation between
Response Rate and
Satisfaction Rating

Response
Rate

Observed data 4.54 .14 .52 32%
Simulated full sample 4.41 .14 NA 100%
Simulated random sample 4.41 .15 � .01 31%
Simulated biased sample 4.53 .13 .55 32%
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DISCUSSION

The results of the generalizability study demonstrate that for the observed
satisfaction data, a high percentage of the variation in scores between

Table 2: Average Difference between Biased Sample Mean and Full Mean

Physician Standing Based on Full Mean Difference

Bottom quartile .16
Second quartile .13
Third quartile .11
Top quartile .09
Overall .12

Note: In all cases the mean ratings after sampling were higher than the mean ratings based on the
full sample.
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Figure 2: Differences between Full Sample Mean Ratings and Biased Mean
Ratings by Provider
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providers is associated with differences in patients’ ratings, and a very small
percentage is associated with different items. This means that while a given
patient is likely to provide similar ratings across a number of items referring to
a given provider, different patients rating the same provider are likely to give
different ratings. This finding highlights that the score for any physician will
depend to a large extent on how many patients, and which patients, provide
ratings.

The relatively high correlation between response rate and mean patient
satisfaction rating in the real dataset analyzed here suggests that in this instance
more satisfied patients were more likely to respond than those who were
less satisfied. This finding is consistent with the findings of other studies
of patient satisfaction (Barkley and Furse 1996; Etter, Perneger, and
Rougemont 1996; Lasek et al. 1997; Pearson and Maier 1995; Woolliscroft
et al. 1994).

The results of our simulation study demonstrated that if response bias is
present, it will have a meaningful impact on the results of patient satisfaction
surveys. If less-satisfied patients are less likely to respond, patient satisfaction
will be overestimated overall and the magnitude of the error will be greatest
for physicians with the lowest patient satisfaction. For physicians who are
‘‘better’’ at satisfying patients, a high percentage of patients may be likely to
respond and provide high ratings; for physicians with less-satisfied patients, a
smaller percentage of patients will be likely to respond, and further, these
respondents may be the most satisfied of the low-satisfaction physician’s
patients. This results in a bias in satisfaction scores for low-satisfaction
physicians, inflating their scores relative to those of high-satisfaction
physicians, thereby minimizing differences between the two. Thus, for both
high- and low-satisfaction physicians, the most satisfied patients will be most
likely to respond, but the difference between respondents and nonrespondents
(and therefore the difference between true scores and observed scores) is likely
to be greater for low satisfaction physicians than for high satisfaction
physicians.

While the magnitude of the difference between the full-sample
satisfaction ratings and the biased-sample satisfaction ratings may seem small
(.12 across all simulations), in fact this difference is close to a full standard
deviation. In addition, the difference in mean ratings for the full sample
compared to the biased sample was almost twice as large for those physicians
in the lowest satisfaction quartile (.16), as compared to those in the highest
quartile (.09).
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It is important to be clear on the impact of bias compared to random
error. Both random error and bias may result in changes in relative rankings.
Random error may add to or subtract from a provider’s true score, and if the
effect is in one direction (increase) for one provider, and in the opposite
direction (decrease) for another provider, and if the true scores for these two
providers are relatively close, then the rank of their observed scores may
reverse as a result. The extent of the effect, and the resultant impact on relative
rank, depend on the magnitude of the error relative to the variance in true
scores of the providers. Even if there is no bias in the scores, if only a small
number of patients respond, themagnitude of the errormay be relatively large.

While random error introduces ‘‘noise’’ in the manner described above,
bias could mask positive changes in scores, as the magnitude of the bias is a
function of satisfaction. An example may help illustrate this. Imagine that
provider A has relatively low true satisfaction ratings at time one. Now
imagine that provider A changes, so that at time two his patients are in fact
more satisfied. More patients will be likely to respond to the survey, and his
‘‘observed’’ score will be higher. However, at the same time, his observed
score will be likely to be more accurate, and therefore the difference between
his observed score and his true score will be less. Thus, provider A’s observed
score will increase less than his true score.

Our results provide an illustration of the impact of response bias under
one set of realistic conditions. However, it is important to note that while we
believe our simulation was realistic, other circumstances are likely to be
encountered in practice. For instance, the actual survey studied here had a
relatively low response rate overall, which was likely due at least in part to the
absence of follow-up procedures. Surveys that do include follow-up procedures
are likely to yield higher response rates, and increases in response rates are
likely to reduce the impact of bias. In addition, the magnitude of the bias may
also vary depending on circumstances, and we do not know at present whether
the magnitude of the bias investigated here could be considered typical.

There is another important issue to consider with respect to the number
of respondents. Other things being equal, fewer respondents will result in
larger standard errors for satisfaction estimates for providers. In the case of
patient satisfaction data analyzed at the level of the individual provider, it is
possible to construct confidence intervals for each provider based on the
number of patients providing ratings for that provider, so that the width of the
intervals for low response-rate providers would be greater than that for high
response rate providers. Used appropriately, such confidence intervals would
discourage unwarranted conclusions about differences between providers, or
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between an individual provider and a set standard. However, it is important to
note that response bias serves to change the mean of a distribution of a set of
scores, rather than simply reduce the precision of measurement. Thus, while it
is advisable take standard errors into account whenmaking comparisons, they
will not correct for biased scores.

It is important to note the limitations of this study. First, evidence of a
positive relationship between response rate and satisfaction ratings in the real
data analysis was based on data on primary care providers working in the
context of a single health care organization. Clearly, additional research is
needed to determine whether this relationship is typical of data from other
organizations, other parts of the country, and other types of providers.
A second limitation is the fact that the patient satisfaction questionnaire used in
this study was anonymous, and therefore we were unable to link patient
responses with patient characteristics.

It is also important to highlight that the simulation results are limited to
the extent that themodels used are reflective of what is likely to occur with real
data. The model used to generate the simulated patient satisfaction ratings
produced variability between providers and between patients, but did not
explicitly model other factors (beyond provider and patient facets) that might
produce this variability. The simulated dataset therefore is consistent with the
assumption that some providers are ‘‘better’’ at satisfying patients than others,
and that different patients are likely to give differing ratings of the same
provider. We did not attempt to model the complex relationships between
satisfaction and the numerous factors that may influence satisfaction, such as
differences in experience with the provider, the medical issue involved,
patient expectations, differences in interpretations of the items and the scale,
and differences in provider characteristics including race/ethnicity, language,
gender, and age. With respect to selecting respondents to simulate a biased
sample, level of satisfaction was the only variable considered in determining
likelihood of responding. There are almost certainly nonrandom factors that
contribute to likelihood of response, and to the extent that these mitigate the
relationship between satisfaction and response rate, our model is an
oversimplification. While the simplicity of our model may be a limitation,
our results highlight a simple but important pointFif likelihood of responding
is related to satisfaction, then results will be biased, regardless of what factors
influence satisfaction. For example, if certain providers tend to receive lower
ratings, and they have sicker patients, this does not invalidate our argument or
our findings. In fact, the impact of health status may be underestimated if the
least satisfied of the sick may be least likely to respond.
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CONCLUSION

In light of the results of this study, and the limitations discussed above, it is
clear that further research in this area is needed. We have provided a
demonstration of how response bias attributable to differences in satisfaction
could impact validity. However, in actual datasets, numerous factors may
influence both satisfaction and response likelihood. Further research is needed
to generate and test more complex models. Our research highlights the
importance of considering not only the factors that influence satisfaction, but
also response biases that serve as filters and thereby influence obtained
satisfaction ratings. Additional research is needed to determine whether
evidence of response bias due to differences in satisfaction exists in other
datasets, and to examine possible interactions between satisfaction, response
likelihood, and patient and provider characteristics.

In spite of the exploratory nature of this study, our findings do have
practical implications. First, health care organization administrators and
others who use patient satisfaction surveys should be aware that response
biases may impact the results of such surveys, giving the impression that
patients are more satisfied than they in fact are. If results are used to evaluate
and compare individual providers, providers who are better at satisfying
patients may be disadvantaged relative to less-satisfying peers. Not only may
the relative rankings of providers change, as may happen even with random
sampling error, but estimates of the magnitude of differences between
providers will also be influenced. This bias could systematically deflate
estimates of positive change and mask signs of improvement. Researchers
working in applied settings can look for evidence of response bias by
instituting follow-up procedures, and comparing early responders to more
reluctant responders, although even lack of differences between these two
groups will not be definitive evidence of lack of bias. Organizations should
continue to strive to maximize response rates, as the impact of such biases will
be minimized at higher response rates.

In summary, our findings raise concerns about the possibility of
response bias in patient satisfaction surveys. Our analysis of actual patient
satisfaction data suggests that the most satisfied patients may be themost likely
to respond, and our simulation demonstrated how such a response bias might
jeopardize the validity of interpretations based on a biased sample. Further
research is needed to determine whether the effect demonstrated here is more
than a theoretical possibility.
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APPENDIX

Questionnaire Items with Item Means and Standard Deviations

Mean Minimum
Item (SD) Maximum

My provider is concerned for me as a person. 4.57 4.17
(.16) 4.92

My provider spends enough time with me. 4.51 4.23
(.15) 4.89

My provider listens carefully to what I am saying. 4.58 4.28
(.14) 4.89

My provider explains my condition to my satisfaction. 4.53 4.19
(.14) 4.82

My provider explains medication to my satisfaction. 4.50 4.08
(.15) 4.81

My provider supplies me with the results of my tests 4.46 3.76
in a timely fashion. (.19) 4.78

My provider supplies information so I can make decisions 4.46 4.06
regarding my own care. (.16) 4.79

My provider refers me to specialists as needed. 4.53 4.00
(.15) 4.77

My provider treats me with respect and courtesy. 4.70 4.44
(.11) 4.89

My provider returns my telephone calls within a reasonable 4.49 3.75
period of time. (.18) 4.77

I would recommend my provider to family and friends. 4.61 4.23
(.15) 4.86

Number of providers582.

All responses were on a 5-point scale with 15Strongly Disagree and 55 Strongly Agree.
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