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Abstract—New differentially coherent detectors for acquisition
of direct sequence spread-spectrum signals are introduced. These
detectors are alternatives to the noncoherent detectors that have
been considered almost exclusively in the past. The proposed de-
tectors are suitable for commercial code-division multiple-access
(CDMA) systems which operate with a relatively large noise floor
and provide a surprisingly large signal-to-noise ratio (SNR) im-
provement over the noncoherent detectors of approximately 5 dB.
Under the random code sequence assumption, an exact analysis
of the differentially coherent detection performance for both full
period correlation (FPC) and partial period correlation (PPC)
is carried out. The detector performance in terms of detection
and false alarm probabilities for both partial and full period
correlations is investigated, and the results are compared with
those of classical noncoherent detection. The mean acquisition
time for both single-dwell and multiple-dwell acquisition schemes
are compared with their noncoherent counterparts.

Index Terms—CDMA, differential coherent, PN code acquisi-
tion, spread spectrum, spreading code acquisition, synchroniza-
tion.

I. INTRODUCTION

A CQUISITION of direct-sequence (DS) binary phase-shift
keying (BPSK) spread-spectrum waveforms is achieved

through coherent or noncoherent correlation. Due to low
predespreading signal-to-noise ratio (SNR), the receiver must
acquire the pseudorandom (PN) code before carrier syn-
chronization. Thus far, the most common detector found in
acquisition systems for DS receivers is the noncoherent detec-
tor, which may be comprised of a band-pass filter followed
by a matched filter and a square-law envelope detector [1].
In this paper, we propose a differentially coherent acquisition
receiver. This receiver greatly improves the detection and false
alarm probabilities which makes it suitable for code-division
multiple-access (CDMA) systems with large noise floors.

The acquisition receiver can be implemented using either
an “active” correlator, where the correlation is performed se-
quentially on a “chip-by-chip” basis, or a “passive” correlator
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(or matched filter), where the correlation is performed on
chips in parallel [4]. We consider the latter scheme throughout
this paper, due to its faster acquisition process.

The matched filter acquisition scheme utilizing noncoherent
detection has been investigated in [2], [3], and [5]. Basic
acquisition parameters such as detection and false alarm prob-
abilities, as well as the mean acquisition time have been
calculated. As in noncoherent detection, differentially coherent
detection does not need prior knowledge of the carrier phase
and, therefore, it can be regarded as a potential substitute for
the noncoherent technique which yields poor performance in
the presence of heavy background noise or various sources
of interference. A differentially coherent detection scheme
has been considered in [10], and its performance in the
presence of white Gaussian noise was investigated. It was
also shown that, for data detection, a generalized differentially
coherent detector outperforms noncoherent schemes in the
presence of self noise and interpath interference [7]. We
assume as the hypothesis that the codes are synchronized
and as the alternative hypothesis which corresponds to
code misalignment. Under hypothesis , in a differentially
coherent detector, the decision variable is the product of
consecutive uncorrelated samples, whereas, in a noncoherent
detector, the decision variable is the square of a single sample.
This characteristic of the differentially coherent detection
scheme suggests a significant improvement in the performance
of the differential detection scheme over the noncoherent
scheme [8], [9].

In addition to the additive white Gaussian noise (AWGN),
the matched filter output also contains a component due to the
autocorrelation of the PN code which we refer to as the code
self noise. The autocorrelation self noise is usually modeled as
a Gaussian random variable [3]. We also adopt this assumption
in this paper. It is well known that the multiuser interference in
CDMA systems can be modeled as a Gaussian random process
for a large number of users [11]. Thus, all the results in this
paper can be directly applied to CDMA systems.

Depending upon the duration of observation, the acqui-
sition detectors can be differentiated according to whether
they utilize partial period correlation (PPC) or full period
correlation (FPC). With FPC, the correlation is performed
over a full code period, whereas the correlation is carried
out over a segment of the long PN sequence using PPC [1].
While the detection performances of both PPC and FPC are
similar in noncoherent detection, they differ in the differential
case. With noncoherent detection, the decision variable is the
envelope of the noncoherent correlator output. Considering

0090–6778/97$10.00 1997 IEEE



ZARRABIZADEH AND SOUSA: PN CODE ACQUISITION RECEIVER FOR CDMA SYSTEMS 1457
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Fig. 1. Receiver block diagrams.

long random codes for both PPC and FPC, the statistics of
the decision variables are the same for the two detection
techniques. With the differential detection technique, however,
the self-noise component of the consecutive samples, the
product of which forms the decision variable, are the same in
FPC, whereas they are independent random variables in PPC.
Furthermore, unlike with noncoherent detection, the thermal
noise components of the multiplicative samples are statistically
independent in both differential cases. Thus, we expect that
the differential technique outperforms the noncoherent one
in terms of detection, false alarm probability, and mean
acquisition time.

The paper is organized as follows. Section II introduces
the system model. In Section III, a DS acquisition receiver
utilizing differentially coherent FPC is analyzed. The acqui-
sition performance, in terms of detection and false alarm
probabilities, is derived. In Section IV, the same analysis
for differentially coherent PPC detection is carried out, and
the performance is compared with the FPC detection scheme.
Based upon the results in Sections III and IV, in Section V, the
mean acquisition times in single- and multiple-dwell detection
algorithms are evaluated for both PPC and FPC schemes,
and the results are compared with the classical noncoherent
scheme. In Section VI, the overall acquisition performances
for all different detection and decision schemes are illustrated,
and the results are discussed. Section VII concludes the paper.

II. SYSTEM MODEL

The receiver structures for the proposed differentially coher-
ent PPC and FPC acquisition schemes are shown in Fig. 1(a)
and (b), respectively. The receivers can be realized utilizing
typical in-phase and quadrature (I–Q) matched filters followed
by two multipliers and two delay lines, as shown in Fig. 2.
Without loss of generality, we can assume that the two codes

are synchronized at the chip level, and the detector output is
sampled every chip period. Similar comparison between the
two detection schemes can be obtained for higher sampling
rates. Each sample is compared with a given threshold, which
is set by a conventional threshold setting algorithm [6]. If the
sample exceeds the threshold, then the receiver either accepts
the corresponding phase of the PN code and goes into tracking
mode, in the case of a single-dwell detector, or goes into the
verification mode of the acquisition scheme in the case of
a multiple-dwell detector. In the verification mode, only the
specific phase position which was previously decided upon in
the search mode will be examined further andindependent
threshold comparisons are performed. If at leastout of
of these exceed the threshold, then acquisition is declared, and
the receiver moves to the tracking mode. Otherwise, it rejects
the code phase, and a new search is resumed.

In the verification mode of the multiple-dwell scheme with
FPC detection, the receiver advances the local code at the
same rate as the incoming code. In the PPC case, however,
the reference code for the second matched filter is delayed by

seconds with respect to the first one during the search
mode. In verification mode, the first matched filter local code
is run in parallel with the incoming code, while the reference
code of the second matched filter is delayed by with
respect to the input signal.

In this paper, both single- and multiple-dwell schemes
are examined, and their performances for differential and
noncoherent detectors are investigated. We assume timing
uncertainty of one full code period and the simple straight
serial search strategy [3] in our acquisition method. In the
analysis, we consider a decision time of one chip period.

III. D IFFERENTIALLY COHERENT FPC

The receiver structure for a differentially coherent DS/BPSK
utilizing FPC is shown in Fig. 1(a). The complex representa-
tion of the signal at the front end of the acquisition receiver
is

(1)

where is the received code phase offset which is assumed
to be an integer, is the PN waveform, is the carrier
phase, is the chip period, is the received chip energy,
and is a complex white Gaussian noise process with two-
sided power spectral density . The output samples of the
matched filter are given by

(2)

where

(3)

and

(4)

is a complex Gaussian noise sample with variance
. Under the hypothesis and assuming as a
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Fig. 2. I–Q receiver block diagram for FPC.

random sequence, is a binomially distributed random
variable with the probability density function given by

(5)

where is the Dirac delta function. According to the
central-limit theorem, if the integrations are performed over
many chips , which is usually the case in practice,
the distribution of can be approximated by a zero-mean
Gaussian distribution with variance . The
decision variable is given by

(6)

Clearly, for FPC, , and and are
two independent complex Gaussian random variables. By
absorbing in the phases of the complex noise components,
the decision variable is simplified to

(7)

We now derive the statistics of the two multiplicative terms in
the right-hand side of (7). The first term is the product of two
dependent Gaussian random variables

(8)

It is seen that and are two independent Gaussian
r.v. with variances and , respec-
tively. Therefore, the joint probability density function (pdf)
for and is given as

(9)

The density of the r.v. is given by [13]

(10)

It is shown in the Appendix that can be expressed in
the following closed form:

(11)

where and is the modified Hankel
function of order zero. The pdf for the second term in (7) is a
special case of (11) with , i.e., when the self-noise term
vanishes; thus, its density function is given by

(12)

The pdf for the decision variable is given by

(13)

where “ ” denotes convolution. After some manipulation, the
probability of false alarm is given by

(14)

(15)

where

(16)

and is the normalized threshold level. The
integral in (16) can be obtained in closed form [15]

(17)

is the modified Hankel function of first order and
and are Struve functions [15].

For large , i.e., for comparable or greater than one,
we can ignore the second multiplicative term in the decision
variable. From (11), the asymptotic false alarm probability for
high SNR values simplifies to

(18)
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Fig. 3. False alarm probability versus chip SNR for FPC.

where

(19)

For low , i.e., when , the self-noise component
of the first term can be ignored. As shown in the Appendix,
the density of the decision variable is given by

(20)

From (20), the false alarm probability for very low SNR
values can be written as

(21)

With noncoherent detection, the density function of the
decision variable under hypothesis is given by [3]

(22)

and the corresponding false alarm probability becomes

(23)

where

(24)

and has the previous definition. For lower values of SNR,
tends to zero, and the false alarm probability is approximated

by

(25)

It is seen that the arguments in the exponentials in (25) and
(21) differ by a factor of two. This translates into a major
difference in false alarm probability between the noncoherent
and differential techniques.

As the asymptotic detection probabilities associated with
the two detection schemes converge in a higher SNR range
for the same threshold levels, a comparison between the two
probabilities with the same detection thresholds is justified.

In Fig. 3, is plotted for both noncoherent and differen-
tially coherent detection and for two normalized thresholds, as
a function of the chip energy to noise power spectral density.
From Fig. 3, we observe that there is a very small difference
between the exact and approximated results in the differential
case, especially in higher SNR values. The differential and
noncoherent false alarm probability curves converge for large

. This is expected, since, in that region, the independent
thermal noise components are negligible compared to the self
noise. With FPC, the self-noise components of the consecutive
samples are fully correlated, and the performance is deter-
mined by these dominant components. Hence, the false alarm
probability curves converge for large SNR values.

In the more interesting range of SNR and false alarm
probability, however, there is a significant difference between
the two curves. In this area, statistically independent thermal
noise components determine the false alarm probability and,
therefore, the differential detection outperforms the classical
noncoherent detection. It is seen from Fig. 3 that, for certain
threshold values, the false alarm probability is four to five
orders of magnitude larger for noncoherent detection compared
to differential detection. In general, the false alarm probability
for differential detection is lower than that of the noncoherent
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scheme by the order of 1/2 in very low ranges of
SNR. Since the threshold is normalized to the thermal noise
variance and the self noise is ignorable, all the curves tend to
become flat in very low signal-to-noise ratios. In other words,
the false alarm probability is independent of the signal level
in this SNR range.

Under the hypothesis is constant and is given by
. As a result, the decision variable is the sum of

the product of two nonzero-mean and two zero-mean Gaussian
random variables as follows:

(26)
Then, the detection probability can be written as

(27)

where is as previously defined, and is the density
function of the nonzero-mean term. Equation (27) can be
rewritten by normalizing the random variables by the thermal
noise variance to obtain

(28)

where and are the density functions of the normalized
random variables. From (12), the expression for is

(29)

The inner integral, which corresponds to the detection proba-
bility of the nonzero-mean term, can be evaluated directly as
follows:

(30)

where and are the components of nonzero-mean Gaussian
term normalized to the thermal noise variance. The above
integral can be evaluated by calculating the volume surrounded
by joint pdf of and the area

(31)

where .
In the Appendix, the above is simplified to

(32)

The final expression for the detection probability is given as

(33)

To find a fairly tight approximation for (33), we neglect the
second term in (26). From (10), this approximation leads to

the following density function for the decision variable under
hypothesis :

(34)
After some manipulation, the detection probability is approx-
imated as

(35)

Clearly, the same result is obtained if we replacein (30)
by the normalized threshold . Under hypothesis for
noncoherent detection, the decision variable is the square of
a Rician random variable, and the false alarm probability is
then given as [3]

(36)

The probability of miss versus for
and for two different normalized thresholds is

plotted in Fig. 4. We observe that the difference in SNR
between differential and noncoherent curves is more than 1
dB at high SNR, while this difference diminishes at lower
SNR values. This observation is comparable with the DBPSK
and noncoherent bit error probabilities in high signal-to-noise
ratios. From the false alarm curves, we expect that for SNR
values much lower than the practical range, i.e., for very low

values, the noncoherent detection slightly outperforms
the differential scheme. This is because the independent mul-
tiplicative noise components play a more dominant role in
detection probability, which results in poorer performance for
differential detection in very low ranges of SNR.

It is also seen that the approximation of the detection
probability given by (35) becomes tighter for larger threshold
levels, as shown in Fig. 4. The reason for that stems from the
behavior of , which flattens as the argumentincreases.
From (34), it is seen that the abruptly decreasing Hankel
function symmetrically smoothes the around the
normalized threshold . The function flattens in higher

ranges, causing better approximation of the integral given
in (35).

IV. DIFFERENTIALLY COHERENT PPC

The structure of a differentially coherent DS acquisition
receiver utilizing PPC is shown in Fig. 1(b), where and

are matched to two consecutive subsequences, and
, of length . The correct phase position of the received

waveform is seen by , seconds before it is seen by
. The matched filter outputs are given by

(37)
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Fig. 4. Probability of miss versus chip SNR for PPC and FPC.

Under hypothesis , the decision variable for this structure
is the same as the one for the FPC receiver, because, as for
FPC detection, the independent thermal noise components are
the only random components which take part in the decision
variable and no self-noise component is involved. Thus,
would follow (35), which was derived for FPC.

Under hypothesis , the decision variable is given as

(38)

where and are the self-noise terms, and
and are the real and imaginary parts

of the thermal noise components of the two matched filters,
respectively. The self-noise and thermal-noise components
of the two matched filter outputs are clearly uncorrelated.
Thus, for sufficiently large , the self-noise components

and are assumed independent Gaussian random
variables. As a result, unlike with FPC detection, the two
noise components in the first term of the decision variable
are independent Gaussian random variables. The thermal noise
parts at the outputs are also statistically independent
and, consequently, the product of two independent zero-mean
Gaussian r.v.s, with variance , forms
the first term of the decision variable. Using (12), we obtain
the pdf of the first term of the decision variable

(39)

The density function for the second component of the decision
variable is given by (12). Hence, the probability of false alarm
can be written as

(40)

After some manipulation, the false alarm probability becomes

(41)

where is defined by (16). The same approximation which
was made in the FPC case can be applied to the probability
of false alarm in the PPC case. In higher ranges of SNR
values, the first term in (38) is dominant. Thus, the false alarm
probability can be approximated as

(42)

where

(43)

Using (17), we can evaluate the integral in (42) as follows:

(44)

For lower SNR values, i.e., when tends to zero, we can
ignore the self-noise component in the first term of (38).
Hence, the thermal noise components play a dominant role
in the decision variable. From (20), the false alarm probability
is approximated as

(45)

As expected, this equation is equivalent to (21). In very low
SNR values, the thermal noise, which is a common term in
both PPC and FPC, is the dominant factor in the false alarm
probability and the self-noise components, which are different
for the two detection schemes, are negligible.
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Fig. 5. Probability of false alarm versus chip SNR for PPC.

The false alarm probabilities for noncoherent and
differentially-coherent PPC and FPC schemes are shown
in Fig. 5. A major difference in among the three different
schemes is observed. The lower false alarm probability in
the PPC case is mainly due to independent thermal- and
self-noise components in the decision variable. For lower
values of SNR, the independent thermal-noise terms, which
are common in both PPC and FPC cases, are dominant. Thus,
the two differential curves would converge in this range of
SNR, as analytically substantiated before. For higher SNR
values, the self-noise components determine the false alarm
probability. Thus, the noncoherent and differentially coherent
FPC curves converge because of their correlated thermal
noise components, whereas the differential PPC technique
yields lower false alarm probability as a result of independent
self-noise components.

V. SINGLE- AND MULTIPLE-DWELL ACQUISITION TIMES

We shall now evaluate the mean acquisition time for both
PPC and FPC utilizing differential detection. Acquisition re-
ceivers are characterized as single-dwell or multiple-dwell,
depending on whether the decision on acquisition is made on
the basis of a single observation or many such observations.
Single-dwell detectors can use either FPC or PPC. In contrast,
multiple-dwell detectors almost invariably employ short-time
PPC in the search mode, in order to expedite the acquisition
process, since the negative effects of PPC can be removed in
the verification mode [3].

In this section, the underlying system parameters, such
as false alarm probability, detection probability, timing un-
certainty interval, and the penalty time required to start a
new search after a false alarm will be translated into the
mean acquisition time, which is a more meaningful acquisition
parameter. We will compare the mean acquisition time for

differential FPC, differential PPC, and noncoherent detection
in both single- and multiple-dwell schemes. Both PPC and FPC
are considered in the single-dwell scheme. For multiple-dwell
detection, only the PPC case is investigated.

For a single-dwell receiver, one can arrive at the following
expression using the generating function flow graph method
[1]:

(46)

where is the total number of decision samples in the
uncertainty region, is the dwell time, and is the
number of penalty time units due to false alarm.

With multiple-dwell detection, the search mode is followed
by a verification algorithm, in order to avoid a costly false
alarm that can supply the tracking system with a wrong phase.
The verification mode utilized here uses a majority logic type
of decision on the total set of multiple-dwell threshold tests.
If out of samples exceed a threshold, acquisition is
declared, and the tracking system is enabled. For a multiple-
dwell receiver with nonabsorbing false alarm state, the mean
acquisition time is given by

(47)

where

(48)

is the false alarm penalty time, and are the verification
mode parameters, and and are the delays in the first
and second dwell times, respectively. For a dwell time of one
chip period, which is assumed here, .
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Fig. 6. Mean acquisition time versus chip SNR for single-dwell detector.

Fig. 7. Mean acquisition time versus chip SNR for multiple-dwell detector.

VI. RESULTS AND DISCUSSION

Differentially coherent detection was applied to a system
with full code period uncertainty region and the advancing
step of one chip period. The number of integration chips is
considered to be , which is also assumed as the
uncertainty period for the FPC scheme. The uncertainty region
of chips (IS-95 proposal [16]) is considered for
the PPC algorithm. We assume that the penalty time is 100
times greater than the number of integration chips in FPC and
greater than the verification time in PPC by the same factor.

Fig. 6 shows the the mean acquisition time versus SNR
per chip for a single-dwell detector with and

. The optimal threshold which yields the minimum
mean acquisition time has been calculated for each SNR value,
and the corresponding acquisition time is shown in Fig. 7. The
mean acquisition time is normalized to the uncertainty period
in both PPC and FPC cases. The three curves correspond
to noncoherent, differentially coherent PPC, and differentially
coherent FPC detection schemes. It is observed that a minimal
permissible input SNR exists, below which the system rapidly
deteriorates. This minimal value, however, greatly varies from
one scheme to the other. Over the whole range of SNR values,
the differential scheme yields more than 4–5 dB improvement
in SNR over the noncoherent scheme. It is also shown that
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the PPC scheme slightly outperforms the FPC scheme, due to
its better detection performance. The two curves converge in
lower values of SNR, as shown in the figure. This is expected,
since in this range of SNR, thermal noise is the dominant factor
in the acquisition parameters. It is seen that the remarkable
difference between the performances of the differential and
noncoherent schemes is preserved almost in the whole range of
desirable SNR values. It was also observed that, by changing
the false alarm penalty time , the same 4-dB difference
between the noncoherent and differential curves is maintained.

For multiple-dwell detection, and are sug-
gested in [3] as reasonable choices for verification parameters.
Other parameters include the number of integration chips

, the number of time units in confirmation mode
, the false alarm penalty time , and the

uncertainty region of chips.
The normalized mean acquisition times versus for

differential PPC and noncoherent detection are plotted in
Fig. 7. Since FPC detection is not commonly used in multiple-
dwell schemes, only a PPC receiver was investigated. From
Fig. 7, we observe that the differential PPC scheme outper-
forms the conventional noncoherent scheme by a margin of
5 dB in SNR. This striking improvement is mainly a result
of the large difference in false alarm probabilities of the two
schemes at low SNR values.

It should be noted that optimum threshold setting must be
incorporated in the evaluation of the mean acquisition for each
SNR value. In other words, for each SNR value, there is an
optimal threshold which minimizes the multiple-dwell mean
acquisition time. In order to plot the curves in Figs. 6 and 7,
the optimal threshold has been employed in both noncoherent
and differential detection schemes.

VII. CONCLUSION

In this paper, we have proposed a differential detection
scheme for the acquisition of DS/BPSK signals and evaluated
its performance. Closed-form expressions for the detection
and false alarm probabilities were obtained for the cases of
FPC and PPC, and the corresponding mean acquisition times
for single- and multiple-dwell detectors were evaluated. The
differential detection scheme gives a remarkable improvement
in performance over the conventional noncoherent scheme. An
improvement by a margin of 4–5 dB in SNR for both single-
and multiple-dwell detectors is attained.

APPENDIX

To calculate the pdf of the product of two correlated r.v.,
we substitute (9) in (10)

(49)

Further manipulations and replacing with yields

(50)

Equation (50) can be rephrased to

(51)

where . The integral in the right side of (51) is
an integral representation of , as given in [14]. Thus,
(11) is directly obtainable from the above expression.

In the absence of self noise, the decision variable consists
of two multiplicative thermal noise with the same pdf, i.e.,

.
To substantiate the expression in (20), we use the Fourier

transform of the convolution. From [15], the Fourier transform
of is given by

(52)

Thus, the transform of the decision variable which is the
convolution of two Hankel functions can be given by

(53)

Taking the inverse Fourier transform from the right side of
(53), the spectral density of the decision variable is obtained

(54)

Under hypothesis , the detection probability given in (35)
can be evaluated by directly manipulating the double integral
in (31)

(55)

which finally leads to (35).
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