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A Distributed Multihop Time Synchronization
Protocol for Wireless Sensor Networks using

Pairwise Broadcast Synchronization
King-Yip Cheng, King-Shan Lui, Yik-Chung Wu, and Vincent Tam

Abstract—Recently, a time synchronization algorithm called
Pairwise Broadcast Synchronization (PBS) is proposed. With
PBS, a sensor can be synchronized by overhearing synchroniza-
tion packet exchange among its neighbouring sensors without
sending out any packet itself. In an one-hop sensor network
where every node is a neighbour of each other, a single PBS
message exchange between two nodes would facilitate all nodes
to synchronize. However, in a multi-hop sensor network, PBS
message exchanges in several node pairs are needed in order to
achieve network-wide synchronization. To reduce the number of
message exchanges, these node pairs should be carefully chosen.
In this paper, we investigate how to choose these “appropriate”
sensors aiming at reducing the number of PBS message exchanges
while allowing every node to synchronize. This selection problem
is shown to be NP-complete, for which the greedy heuristic is a
good polynomial-time approximation algorithm. Nevertheless, a
centralized algorithm is not suitable for wireless sensor networks.
Therefore, we develop a distributed heuristic algorithm allowing
a sensor to determine how to synchronize itself based on its
neighbourhood information only. The protocol is tested through
extensive simulations. The simulation results reveal that the
proposed protocol gives consistent performance under different
conditions with its performance comparable to that of the
centralized algorithm.

Index Terms—Time synchronization, sensor networks.

I. INTRODUCTION

W ITH the advance in various enabling technolo-
gies including the Micro-Electro-Mechanical System

(MEMS), signal processing and wireless communication,
wireless sensor networks (WSNs) have drawn much attention
from the academia and industry as they offer an unprecedented
range of potential applications [1] [2]. Despite the wide scope
of applications, resource-constrained WSNs introduce a lot
of challenges for researchers to tackle. Due to the limited
computing power, energy and storage size, services which
can be readily provided in traditional wired networks have
to be re-designed for WSNs. Time synchronization is one of
these services [3]. In applications like habitat monitoring [4],
precise timing information is critical to the functionality of
the networks. Whenever an event is detected, packets will be
sent to a data sink to report the event with two contexts,
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time and location of the event. Without such information
together, the detection of an event is meaningless to many
applications. A consistent notion of time is also important
to the emerging wireless multimedia sensor networks [5]
where precise physical timing is required for multimedia data
streaming in real time. Furthermore, time synchronization is
also crucial to the duty cycles scheduling for MAC protocols
of WSNs [6] [7] and in-network processing [8].

Time synchronization has been studied for a long time in
distributed systems over conventional networks. The Network-
Time-Protocol (NTP) [9] is the de-facto time synchronization
protocol in the Internet. Since sensor nodes are battery-
powered, energy consumption becomes a major consideration
if NTP is implemented in sensors. Sensors near the reference
node will become hot spots as they relay time synchronization
packets. As a result, the network lifetime will be affected
substantially.

Much effort has been spent in synchronizing a pair of
nodes within a network. Most synchronization protocols for
WSNs are based on two fundamental approaches: Sender-
to-Receiver Synchronization (SRS) and Receiver-to-Receiver
synchronization (RRS) [10].

SRS is based on the traditional approach adopted in NTP. A
node initiates a two-way message exchange with the reference
node when it wants to be synchronized. The first SRS-based
protocol is the Timing-sync Protocol for Sensor Networks
(TPSN) [11]. In this protocol, nodes are synchronized in a
pairwise manner. The clock offset between the sender and
the receiver are estimated based on exchanged timestamps.
Another example of SRS-based protocol is the Tiny-Sync and
Mini-Sync in [12]. The mechanism is similar to TPSN that
sender and receiver exchange timing packets. The timestamps
are used to establish bounds on the relative clock skew and
offset. Since TPSN, Tiny-Sync and Mini-Sync are all pairwise
in nature, every node in a network needs to exchange messages
with another node, which requires a considerable amount of
energy for it.

RRS does not require the reference node to exchange timing
packets with other sensors. Only unsynchronized nodes ex-
change the timing packets. Elson et al. [13] proposed a RRS-
based protocol called Reference Broadcast Synchronization
(RBS). The idea is similar to a synchronization algorithm
in broadcast LANs [14]. A beacon node uses the broadcast
channel to send beacons to receivers. Receivers mark the re-
ception time and exchange the timestamps with other receivers
upon receiving the beacons. The relative clock skew and offset
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are estimated by linear regression on the timestamps. Despite
the simple procedures on the receiver side, providing periodic
reference pulses is costly in terms of energy, especially in
the multihop scenario. Special nodes have to be provided to
transmit the reference pulses or sensors have to take turns
to broadcast the reference pulses periodically. However, both
methods do not scale well to large sensor networks.

Although these two approaches enable pairwise synchro-
nization in WSNs, extending pairwise time synchronization
to network-wide time synchronization in an energy-efficient
manner is still a difficult issue in WSNs. Recently, Noh et
al. [15] proposed the third approach for synchronization in
WSNs, called Pairwise Broadcast Synchronization (PBS). PBS
uses the broadcast nature of wireless channels to synchronize
nodes within the same broadcast domain. Two super nodes, A
and P , exchange timing information like TPSN. Due to the
broadcast nature of the communication channels, another node
in the neighbourhood (say Node B) can overhear the message
exchange between Node A and Node P . When the broadcast
messages arrive at Node B, Node B marks the arrival times
and obtains the timestamps broadcasted by Nodes A and P .
With the overheard timestamps and the arrival times, sensor
B can estimate the clock skew and the offset relative to Node
P . Thus every node that overhears the exchange of timing
information can synchronize itself without sending a message.
This greatly reduces the number of messages required for
synchronizing nodes within a broadcast domain. Energy can be
saved since receiving a message usually consumes less energy
than transmitting one. Furthermore, it is shown [15] that PBS
achieves the same synchronization accuracy as RBS.

In [16], Noh et al. devised two extensions to the PBS
for multihop synchronization. Both extensions are greedy
algorithms. The extensions aim to achieve energy-efficient
network-wide synchronization by minimizing the number of
message exchanges performed. The first extension is called
the Network-wide Pair Selection Algorithm (NPS) and is a
centralized algorithm. A network hierarchy similar to that
of TPSN [11] is first built. The node with the reference
time acts as the root. PBS are performed in a sequential
manner along the hierarchy from the top (root) to the bottom.
Nodes of higher levels synchronize nodes of lower levels. The
pair of nodes with the maximum number of unsynchronized
neighbours in their common coverage are chosen to perform
message exchanges. The selection process iterates until all
nodes are synchronized. Since the selection process requires
global information, a large amount of message overhead will
be introduced if it is applied in a large WSN. It violates
the objective of performing network-wide synchronization
in an energy-efficient manner. To circumvent this, another
extension called the Group-wise Pair Selection Algorithm
(GPS) was proposed. The algorithm resembles NPS except
that decisions are made locally by nodes of higher levels using
local connectivity information. Thus, GPS greatly reduces
the message overhead when synchronization pairs are being
determined. However, the performance of GPS during actual
synchronization is a lot worse than that of NPS as many
unnecessary PBS are performed when comparing with NPS. In
later sections, a detailed treatment is given to address the pair
selection problem. A distributed protocol is presented which

requires only local information exchange and manages to
reduce the number of pairwise synchronizations for network-
wide synchronization.

In [17], we argued that selecting the minimum number
of nodes to participate PBS message exchanges is an NP-
complete problem. We also developed a distributed multi-
hop synchronization protocol which significantly reduces the
number of PBS message exchanges for network-wide synchro-
nization. In this paper, we provide formal NP-completeness
proofs to the problem. We also investigate the performance of
our protocol through computational complexity analysis and
extensive simulations. We compare our protocol to TPSN and
GPS in networks of various topologies.

It is worth mentioning that Maroti et al. [18] proposed
a protocol called Flooding Time Synchronization Protocol
(FTSP) which does not incorporate any two-way message ex-
change. Unfortunately, the timing information is distributed by
flooding synchronization packets across the network and this
process consumes a large amount of energy. On the other hand,
Li et al. [19] proposed two global synchronization algorithms.
Clocks are updated according to the time differences between
sensors. However, unlike the previous algorithms, clocks are
not eventually synchronized to a reference time but to the
average value, thus limiting its usefulness.

The paper is organized as follows. The network-wide
synchronization problem with PBS is analyzed in Section
II. It is demonstrated that synchronizing all sensors with
the minimum number of PBS operations is an NP-complete
problem. In Section III, a distributed PBS-based network-wide
synchronization protocol is presented. Our proposal is justified
by extensive simulations in Section IV and we conclude our
paper in Section V.

II. PROBLEM FORMULATION

The communication range of a sensor node is relatively
small when compared to the dimensions of the whole wireless
sensor network. Thus, it is almost impossible to synchronize
all nodes by performing a single PBS. A multi-hop time
synchronization protocol is needed so that all nodes can
synchronize to a reference time by performing a number
of PBS. Usually, the reference time is simply the clock
of a normal sensor node. A trivial protocol is successive
synchronizations. Nodes that are immediate neighbours of the
reference node are first synchronized. Then, the synchronized
nodes can help to synchronize nodes that are two hops away
from the reference node. The process continues until all nodes
are synchronized. However, this simple protocol does not fully
exploit the advantage of PBS. Nodes overhearing a complete
PBS message exchange can synchronize themselves. When
the pairs of nodes performing PBS message exchanges are
carefully chosen, the number of PBS message exchanges can
be reduced, thus saving more energy. Notice that in this
paper, although we describe our protocol based on the PBS
time synchronization mechanism, our protocol works with any
synchronization scheme that allows a node to synchronize by
overhearing the messages exchanged by a pair of neighbouring
nodes.

Figure 1 illustrates an example. Two nodes are neighbours if
there is a link between them. Let Node 1 be the reference node.
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Fig. 1. Network-wide PBS synchronization for a simple network.

The rest of the nodes are unsynchronized. If Node 1 knows
the connectivity information, Node 1 can reduce the number of
PBS operations by exchanging messages with the node which
has the maximum number of common unsynchronized neigh-
bours with Node 1. Therefore, Node 1 will first synchronize
Node 3 by message exchange. This also makes Node 2, Node 4
and Node 5 become synchronized by overhearing. Afterwards,
Node 6, Node 7 and Node 8 are left unsynchronized because
they cannot overhear both Nodes 1 and 3. Since Node 6 is
the only neighbour of Node 1 that is not synchronized, it
will be synchronized in the next PBS message exchange with
Node 1. Notice that Node 6 can be synchronized with Node
2 after Node 2 is synchronized, but synchronizing with Node
1 is preferable. It is because in general synchronization errors
will be accumulated. Finally, since Node 7 and Node 8 are
not one-hop neighbours of Node 1, they are synchronized by
Node 4 after Node 4 is synchronized by Node 1. Node 8 is
synchronized by exchanging packets with Node 4 while Node
7 is synchronized by overhearing.

Although suitable synchronization pairs can be found by
trial and error, it may not be the best in terms of the number
of PBS message exchanges performed. The problem becomes
more complicated when unsynchronized nodes are more than
one-hop away from the reference node. These nodes can
be synchronized by more than one synchronized node and
unnecessary PBS message exchanges may be performed if
the selection on the synchronization pair is made by each
synchronized node independently. Reference nodes do not
realize that some nodes are already synchronized by other
reference nodes as synchronized nodes do not exchange in-
formation. PBS message exchanges may still be carried out to
synchronize those already synchronized sensors. This explains
why the Group-wise Pair Selection Algorithm [16] fails to
deliver satisfactory results.

To have a more complete analysis, we look at the network-
wide synchronization problem from a centralized point of
view. Nodes are assigned to different levels which repre-
sent the hop count from the reference node. If a node is
not a neighbour of the reference node, it has to rely on
other synchronized node to perform synchronization. How-

ever, synchronization error accumulates along the path where
successive synchronizations are performed. To minimize the
synchronization error, level (i + 1) nodes should only be
synchronized by nodes of level i. This means that level (i+1)
node either synchronizes directly with a node on level i
by message exchange or overhears the messages exchanged
between a level i node and a neighbour of level (i + 1).
The network-wide synchronization can be broken down into
a number of independent sub-problems. Each sub-problem is
to synchronize all nodes of level (i + 1) to nodes of level
i using the minimum number of PBS message exchanges.
In level 0, there is only one node which is the reference
node. The problem of synchronizing level 1 nodes is a special
case of the synchronization of other levels. We first analyse
the simpler level 1 problem and then analyse the problem of
other levels. We denote the problem with one reference node
as Single Reference Synchronization Problem (SRSP) and
problem with multiple reference nodes as Multiple Reference
Synchronization Problem (MRSP).

A. Single Reference Synchronization Problem (SRSP)

The network is modelled as a graph G(V, E) where V
is the set of points representing the nodes in the network.
One node in V is the reference node while the others are
unsynchronized nodes. For any pair of nodes vi, vj ∈ V ,
(vi, vj) ∈ E if node i and node j can communicate with
each other. The packets broadcasted by the reference node
can be overheard by every unsynchronized nodes (but it may
not be true to the packets broadcasted by the unsynchronized
nodes). Links are symmetric and so (vi, vj) ∈ E implies (vj ,
vi) ∈ E. The Single Reference Synchronization Problem,
described in the language of theory of computation, is
SRSP = {〈G, vr, k〉 :

G = (V, E) is an undirected graph,
vr ∈ V is the reference node,
(vr, vi) ∈ E if vi ∈ V and vi �= vr,
k ∈ Z , and
vr synchronizes all nodes in V with

at most k PBS message exchanges}.
Theorem 1: Single Reference Synchronization Problem

is NP-complete.
Proof: We call the set of nodes which are directly

synchronized by vr as Synchronization Set and denoted it as
V ′. V ′ ⊆ V \{vr}. We choose the Synchronization Set as the
certificate of an SRSP. The verification algorithm first checks
whether |V ′| ≤ k. Afterwards, for each vi ∈ V , the algorithm
verifies whether vi is synchronized. Specifically, it checks if
any one of the following conditions is met.

• vi ∈ V ′, i.e., vi is directly synchronized by vr.
• (vi, vj) ∈ E, for some vj ∈ V ′, i.e., vi is synchronized

by overhearing the synchronization packets exchanged
between vj and vr.

This verification can be run in polynomial time. Hence,
SRSP ∈ NP. Next, we prove that every dominating set problem
can be reduced to an SRSP instance. An instance of the dom-
inating set problem consists of an undirected graph, G(V, E).
A dominating set, D, is a subset of V such that for every
vi ∈ V , there exists an edge (vi, vj) ∈ E where vj ∈ D

Authorized licensed use limited to: The University of Hong Kong. Downloaded on July 21, 2009 at 05:26 from IEEE Xplore.  Restrictions apply. 



CHENG et al.: A DISTRIBUTED MULTIHOP TIME SYNCHRONIZATION PROTOCOL FOR WIRELESS SENSOR NETWORKS 1767

( , )G V E
( ', ')
' { }
' {( , ), }

r

r i i

G V E
V v V
E E v v v V

V3

V1

V5

V4

V6

V7

V2

Vr

V3

V1

V5

V4

V6

V7

V2

Fig. 2. Reducing a dominating set problem to a SRSP problem.

or vi ∈ D. Finding a dominating set D with size at most
k is NP-complete. Given a dominating set problem instance
{〈G, k〉}, we reduce it to an SRSP instance {〈G′, vr, k〉} that
the SRSP instance has a Synchronization Set of size at most k
if and only if the corresponding dominating set problem has a
dominating set of size at most k. G′ is constructed as follows:

V ′ = V ∪ {vr}
E′ = E ∪ {(vr, vi)|vi ∈ V }.

An example of the reduction is illustrated in Figure 2. A
reference node vr is added and it is connected to every vi

in V . The reduction is straightforward and can be done in
polynomial time. Furthermore, a dominating set D of size
k exists for the dominating set problem if and only if a
Synchronization Set of size k exists for the SRSP. Given a
dominating set D of size k, it is the Synchronization Set of size
k for the reduced SRSP as one of the conditions given above
must be satisfied. On the other hand, given a Synchronization
Set of size k of a reduced SRSP, by a similar argument, it is
also the dominating set for the dominating set problem.

B. Multiple Reference Synchronization Problem (MRSP)

In the SRSP problem, there is only one reference node
with which other nodes can exchange timing information.
However, it is very likely that a level (i + 1) node can
be synchronized by more than one node in level i, for
i > 0. In this section, we analyze the Multiple Reference
Synchronization Problem (MRSP). The topology of level
i nodes and level (i + 1) nodes is represented as an
undirected graph G(V, E). V = VM

⋃
VN is the set of

vertices where VM = {m1, ..., mM} are nodes of level i
and VN = {n1, ..., nN} are the nodes of level (i + 1). Each
edge, (j, k) ∈ E, implies that connectivity exists between
sensor j and sensor k. There are three types of edges in
E: edges connecting nodes in VM only, edges connecting
nodes in VN only, and edges connecting one node in VM

and one node in VN . It should be noted that every node in
VN must be a neighbour of a node in VM . PBS can only
be performed between two nodes that are connected by an
edge. In addition, one of the nodes is in VM and another
one is in VN since only nodes in VM are synchronized.

When message exchange is performed between mj and nk,
where mj ∈ VM , nk ∈ VN and (mj , nk) ∈ E, nk becomes
synchronized and those nodes that are connected to both
mj and nk can overhear the messages and get synchronized
as well. The Multiple Reference Synchronization Problem
(MRSP) is
MRSP = {〈G, k〉 :

G = (V, E) is an undirected graph,
V = VM

⋃
VN , VM and VN are the sets of

level i and (i + 1) nodes, respectively,
for all nk ∈ VN , there is some mj ∈ Vm

such that (mj , nk) ∈ E,
k ∈ Z , and
nodes in VN are synchronized by performing

at most k PBS operations with nodes in VM}.
Theorem 2: The Multiple Reference Synchronization

Problem is NP-complete.
Proof: We denote the pair of nodes performing a PBS

operation as a tuple, t(mj , nk) where mj is a sensor of level i
and nk is a sensor of level (i+1). Sensors nk and mj exchange
timing information and nk is directly synchronized. We use
the set of tuples called the Synchronization Tuples, TS , as a
certificate to the MRSP. The verification algorithm is similar
to the SRSP. It firstly confirms that |TS | ≤ k. Afterwards, it
checks whether all level (i+1) nodes are synchronized. Thus,
at least one of the following conditions has to be satisfied for
nl which is a level (i + 1) node.

• nl appears in at least a tuple of TS, i.e., ∃t(mj , nl) ∈ TS

and mj ∈ VM .
• There is at least a tuple, t(mj , nk), such that nl is a

neighbour of both mj and nk , i.e., ∃t(mj , nk) ∈ TS,
mj ∈ VM and nk ∈ VN , (mj , nl), (nl, nk) ∈ E.

The verification algorithm can be run in polynomial time and
MRSP ∈ NP. Next, we further prove that every set-covering
problem instance can be reduced to an MRSP instance. A set-
covering problem instance (X, F, k) consists of a universe X
and a family of subsets F . Each element of X belongs to at
least one subset in F , i.e.,

X =
⋃

S∈F

S.

The set-covering problem asks whether there is a subset of
F of size at most k that covers all the elements of X . It is
an NP-complete problem [20]. Let (X, F, k) be a set-covering
problem instance which X = {x1, ..., x|X|} is the universe,
and F = {S1, S2, ..., S|F |} is the family of subsets. The
MRSP instance is constructed as follows. Each subset Sj is
mapped to a level i node, mj . Each element xk is mapped
to a node of level (i + 1), nk. Hence, VM = {m1, ..., m|F |}
and VN = {n1, ..., n|X|}. For each element xk in each Sj ,
an edge (nk, mj) is added to E. Moreover, assume that there
is an arbitrary order for elements in subset Sj and let xj1 be
the first element in Sj . For each element xk in Sj , an edge
(nk, nj1) is added to E where nj1 is the node mapped by xj1

and xj1 �= xk. An instance of MRSP is then constructed. There
are (|X |+ |F |) vertices and O(|F ||X |) edges. The reduction
can be completed in polynomial time. Figure 3 illustrates an
example of the reduction. We claim that C, a subset of F ,
covers all elements of X if and only if TS = {t(mj , nk) | nk
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Fig. 3. An MRSP instance reduced from a set-covering problem instance.

maps to xk and xk is the first element in Sj where Sj ∈ C}
is the solution of the reduced MRSP.
=⇒ Let C ⊆ F be a cover of size at most k for a set-covering
problem instance. All elements xk must be resided in at least
one subset Sj of C. It implies that all nodes nk must be
connected to at least one of the nj1 which ‘represents’ the first
element xj1 of a Sj . Thus, all sensors can be synchronized
by at most k PBS operations carried out by the sensors
t(mj , nj1).
⇐= Let TS = {t(mj , nk) ; for some j and k, 1 ≤ j ≤
|F |, 1 ≤ k ≤ |X |} be the Synchronization Tuples that all
sensors nk can be synchronized by at most k PBS operations.
If a level (i + 1) node is to be synchronized, it has to be
connected to at least one level i node that carries out the PBS
operation. It means that every nk is connected to at least one
mj appears in TS and thus every xk belongs to at least one
Sj that corresponds to mj . Hence, a cover of size at most k
can be found.

III. A DISTRIBUTED MULTIHOP SYNCHRONIZATION

PROTOCOL FOR WSNS

In the previous section, it is clearly shown that the problem
of finding the minimum number of node pairs performing PBS
message exchanges to achieve network-wide synchronization
is an NP-complete problem, no matter which levels of nodes
are considered. Although no polynomial-time algorithm has
been found for the optimal solution, sub-optimal solutions
for dominating set problems and set cover problems can be
obtained by approximation algorithms [21], such as greedy
algorithms.

Using a greedy algorithm, message exchanges are carried
out iteratively by the pair of nodes which synchronize the
largest number of unsynchronized sensors until all sensors
are synchronized. Nevertheless, this algorithm is centralized
in nature. Global connectivity information about sensors has
to be known in order to determine which pair of nodes
should perform message exchanges. In practice, the centralized
greedy algorithm can only be used by the reference node to
solve the SRSP since the information required is confined in
a local region around the reference node. However, a large
amount of communication overhead will be incurred if the
centralized greedy algorithm is applied in other levels, i.e.,
the MRSP. The connectivity information between different
reference nodes has to be known as well. Moreover, the
information has to be sent to a dedicated node which runs the
centralized greedy algorithm to determine the solution. Finally,
the decision has to be distributed back to the sensors. All
these procedures will inevitably introduce a substantial amount
of communication overhead. The overhead overshadows the
energy saved by using the PBS.

In view of this, we propose a distributed heuristic-based
protocol for network-wide synchronization with PBS. It is
assumed that every node in the network has a unique ID
and levels are assigned to sensors as in the level discovery
phase presented in TPSN [11]. That is, the reference node
sends out a message to inform its neighbours that they are
at level 1. Each level 1 node then declares its level to its
neighbours. Some neighbours are also at level 1 and they
ignore this message. Those neighbours who have not known
their levels yet now realize that they are at level 2. The process
continues until each node determines its level. After the level
discovery process, nodes of lower level, say level (i+1) send
the local connectivity information to their neighbours of the
higher level, i.e., level i. With the connectivity information
of levels i and (i + 1), each node of level i can determine
how many nodes of level (i + 1) can be synchronized by one
message exchange. The numbers are exchanged between level
i neighbours. Only the node which synchronizes the largest
number of level (i+1) nodes will perform the PBS operation.
The ID of nodes that are synchronized will be distributed to
other level i nodes. The process repeats until all level (i + 1)
nodes are synchronized. The details of the protocol are given
below:
(1) Nodes use the neighbour information obtained from the
level discovery phase to determine the number of neighbours
and their IDs. Neighbours of a level i node are classified into
three categories based on their levels, level (i−1), level i and
level (i + 1). A list, Lj , is created by each sensor j of level
i. The list contains the IDs of all level i neighbours of sensor
j. Every sensor j of level i sends the list Lj to its level
(i − 1) neighbours to notify them which level i sensors are
their neighbours. Meanwhile, they also receive corresponding
neighbour lists from its neighbours of level (i+1). To reduce
the complexity of later steps, the neighbour list is sorted by
the IDs of sensors. Therefore, the complexity of this step is
O(m log m), where m is the number of level i neighbours of
Node j.

(2) For every Node j of level i, after receiving all neighbour
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lists from its level (i + 1) neighbours, Node j enumerates
the lists and checks which node shares the maximum number
of common neighbours of level (i + 1) with itself. Let
{L1, L2, ..., Ln} be the neighbour lists received by Node j and
j’s level (i+1) neighbour list is Nj . Node j can determine the
common neighbours shared with its level (i + 1) neighbour
Node k by comparing its neighbour list with that of node
k, i.e., Nj ∩ Lk. These are the nodes that can overhear the
PBS message exchange between j and k. After checking all
the lists, Node j can determine the maximum number of its
neighbours that can be synchronized by one PBS message
exchange. Let that number be sync num of Node j, i.e.,
sync num = max

1≤k≤n
||Nj∩Lk|| and that particular level (i+1)

neighbour be Node k (see Figure 4). The sync num will be
sent to all level i neighbours of Node j.

In this step, since the neighbour lists are all sorted, the
complexity of comparing one neighbour list is O(n) where n
is the number of level (i + 1) neighbours of Node j. Hence,
the complexity of comparing all neighbour lists received by
Node j is O(n2). If the lists are not sorted, the complexity
will be O(n3).

(3) Node j will eventually receive all the sync num of its
level i neighbours. Node j checks whether its sync num
is the largest among the received sync num. There are two
cases.
Case 1: The sync num of Node j itself is the largest among
the received sync num.
Node j sends each level i neighbour a list, L′, which con-
tains the IDs of the sensors that can be synchronized by
performing one PBS message exchange. List Nj is updated as
Nj = Nj − L′, i.e., the synchronized nodes will be removed
from the neighbour list of Node j. Hence, sync num is also
updated and it must be smaller than the old value. The updated
sync num of Node j is also distributed together with the
L′. If the updated sync num equals 0, Node j will jump to
Step (5). Thus, neighbours receiving the sync num of value
0 are indirectly notified that they do not need to wait for any
update from Node j anymore. The ID of Node k is put into
the synchronization list of Node j which stores the IDs of
level (i +1) nodes that exchange timing packets with Node j
later.
Case 2: The sync num of Node j itself is NOT the largest
among the received sync num.

1

4

2

3

Level i   

Nodes exchanging sync_num

with their neighbours 

Node with local maximum 

of sync_num, i.e. node 1, 

distributes list L’

Level i    sync_num 

Node 1 4

Node 2 2 

Node 3 3 

Node 4 2 

Node5 6 

L’, sync_num

5

1

4

2

3

5

not_MAX 

Fig. 5. Local information exchange.

Node j sends a packet not MAX to its level i neighbours (see
Figure 5). Then, Node j waits for replies from its neighbours
and there are two possible scenarios.

• Case 2a: Node j receives one or more lists L′ and
corresponding sync num from its level i neighbour(s)
and packets not MAX from the rest of its level i
neighbours.
List Nj will be updated as Nj = Nj −(

⋃
L′), i.e., nodes

synchronized by the sender of L′ are removed from the
list Nj . A new sync num can be determined. The new
sync num will be distributed to all level i neighbours
of Node j. If the updated sync num equals 0, Node
j jumps to Step (5) after sending the sync num. As
mentioned before, neighbours of Node j will not wait
for any update from Node j afterwards.

• Case 2b: Node j only receives packets not MAX from
all of its level i neighbours.
The sync num of Node j remains unchanged as Node
j and all its neighbours find themselves not having the
largest sync num. Node j will send its sync num to all
of its level i neighbours again. This scenario is possible
since the node which Node j thinks to have the maximum
sync num may not find itself having the maximum
sync num. That particular node and Node j have two
different neighbour sets.

In this step, the checking of sync num has a complexity
of O(m) where m is the number of level i neighbours of
Node j. In Case 1, the removal of synchronized nodes does
not introduce additional complexity as the removal can be
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Fig. 6. Average number of PBS required for network-wide synchronization
with 200-node unit-disk networks.

done when the list Nj is compared with other neighbour lists
in Step (2). In Case 2a, the removal process has a complexity
of O(|⋃ L′|) ≤ O(m × n). In Case 2b, Node j only sends
the sync num again which has a constant complexity of
O(1).

(4) Step (3) will be reiterated by Node j until Nj becomes
an empty list.

(5) Node j starts performing PBS with the nodes in its
synchronization list.

All level (i + 1) sensors must be synchronized eventually
as there exists at least one sensor which finds itself having
the maximum sync num after Step (3). The total complexity
of Step (1) to Step (3) is {O(m log m) + O(n2) + O(m) +
O(m × n)} or {O(m log m) + O(n2) + O(m) + O(1)}
depending on the magnitude of the sync num. Since n and
m should be comparable, the total complexity is O(n2), which
is comparable to many other sensor network protocols.

Although a certain number of messages are transmitted to
determine the synchronization set, the overhead is one-off. The
synchronization set remains the same if the network topology
does not change. Nodes simply perform Step (5) for resyn-
chronization. Furthermore, the overhead can be reduced by
piggybacking the timesync data when nodes are determining
the synchronization set but detailed discussion is beyond the
focus of this paper.

IV. SIMULATION RESULTS AND DISCUSSIONS

To justify the proposed protocol, substantial simulations
are performed. As proved in [15], PBS gives synchronization
results as accurate as RBS, we do not focus on the timing
accuracy. Instead, we examine how many rounds of pair-
wise message exchanges are required to obtain network-wide
synchronization in a WSN. We also investigate the overhead
incurred by the protocol and compare it with TPSN and RBS.

We have performed simulations in 200-node and 400-node
networks where the network topologies are square, square with
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Fig. 7. Average number of PBS required for network-wide synchronization
with 200-node non-unit-disk networks.

large obstacles, and C-shaped. As the performance trends are
similar, in this paper, when we compare the performance of
our protocol with other protocols, we present only the results
of 200-node square networks. We generated both unit-disk
graphs and non-unit-disk graphs in the square networks. In
unit-disk graphs, it is assumed that sensor x can communicate
with sensor y if they are within the communication range
of each other (i.e., ||x − y|| ≤ R). Only bi-directional links
are considered. The communication ranges are equal among
all sensors and R is adjusted to give different degrees of
connectivity, i.e., the average number of neighbours per node.
For non-unit disk graphs, two nodes can communicate if their
distance d is less than 1. If d > 1, the probability that they
can communicate is 1/kd2 where k is a constant. We adjust
k to get different degrees of connectivity.

A. Number of Pairwise Synchronizations for Network-wide
Synchronization

Figures 6 and 7 give the average numbers of pairwise
message exchanges required to achieve network-wide synchro-
nization in 200-node unit-disk and non-unit-disk networks,
respectively. Each data point gives the average result of 60
different network instances. The vertical bar plotted on each
data point represents the corresponding standard deviation.
We compare the results with that obtained by the Groupwise
Pair Selection (GPS) Algorithm [16] (a distributed algorithm)
and the centralized greedy algorithm. Note that the centralized
greedy algorithm gives a benchmark on the required message
exchanges for a particular network topology. From the figures,
our proposed protocol always outperforms the GPS. In unit-
disk networks, the performance of our protocol is close to
that of the centralized counterpart. The improvement against
GPS is between 27% to 52% for different connectivities. In
non-unit-disk topologies, our protocol outperforms GPS more
when the connectivity is higher. When each node has 14
neighbours on average, our protocol saves more than 20% of
PBS exchanges.

If TPSN is used to synchronize a n-node network, each
node except the root node must synchronize with another
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Fig. 8. Unnecessary PBS happens in non-unit-disk networks.

node, giving n − 1 pairwise synchronizations irrespective of
node density. Similar argument holds in the case of RBS [13]
as it is also a pairwise-based synchronization algorithm in
which receivers exchange timestamps after receiving the bea-
con. Therefore, TPSN/RBS requires 199 pairwise message
exchanges in a 200-node network. The proposed protocol
is much more efficient in terms of the number of pairwise
message exchanges. It is also worth noting that, the number
of PBS required drops when connectivity is increased as
more neighbours can be synchronized by one PBS, while
for TPSN/RBS, the number of message exchange remains
constant regardless of the degree of connectivity.

Notice that there is a gap between the centralized algorithm
and the proposed distributed algorithm, particularly in the case
of non-unit-disk. It is because “unnecessary” synchronizations
are more likely to occur in non-unit-disk networks. A simpli-
fied scenario of “unnecessary” synchronization is illustrated
in Figure 8. Both Node A and Node B will perform PBS to
synchronize the level (i+1) nodes. Synchronization performed
by Node A is unnecessary since Node B can synchronize all
nodes with one message exchange. However, Node A does
not realize that Node B will synchronize all nodes with one
message exchange as they cannot communicate with each
other. Similar scenarios appear more frequently in non-unit-
disk networks as connectivity does not solely depend on
the communication range. “Unnecessary” synchronization is
likely to occur when two nodes of the same level are close
to each other but cannot communicate. If one sensor finds
that it can synchronize more nodes by one message exchange
than its neighbours, the node nearby (but cannot communicate
with) will also do so as their neighbouring nodes are almost
identical. This scenario does not appear in unit-disk networks.

B. Message Overhead for Network-wide Synchronization

Although the proposed algorithm outperforms the GPS
algorithm in terms of the number of message exchanges, it
brings additional communication overhead when information
is exchanged between sensors to determine which pairs of
sensors to perform message exchanges. To justify the proposed
algorithm, we investigate how many overhead messages are
required to select nodes to exchange PBS messages in the
whole network.
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Fig. 9. Average number of overhead messages for the proposed protocol in
non-unit-disk networks.

Figure 9 shows the message overhead introduced by the
proposed algorithm in networks with different degrees of
connectivity and network sizes in non-unit-disk networks.
Since information is only exchanged between neighbours, the
protocol is scalable with network size. More importantly, the
protocol is also scalable with network densities. As Figure 9
shows, the overhead grows only linearly with the average
connectivity. Although increasing connectivity makes sensors
have more neighbours to communicate with, it also reduces the
number of PBS required to synchronize the whole network.

It should be noted that while periodic re-synchronization
is needed in the long run, the message overhead is one-off
as long as the topology of the network does not change, and
significant amount of energy can be saved from each round of
resynchronization. For example, suppose that in each round
of time synchronization, the nodes have to perform 4 two-
way message exchanges (8 messages). From Figure 9, a 200-
node non-unit-disk network with average connectivity of 9.7
requires about 1400 overhead messages. According to Figure
7, our protocol can save about 60 pairs of PBS exchanges,
which is 60× 8 = 480 messages, when compared with TPSN
in each round of synchronization. Therefore, the overhead of
our protocol will be compensated by the saving in timestamp
exchange after 3 rounds of time synchronization.

V. CONCLUSIONS

PBS enables sensors to synchronize themselves by over-
hearing a complete exchange of synchronization packets from
their neighbours. This can greatly reduce the energy consumed
by time synchronization. Nonetheless, for multi-hop networks,
there is a lack of distributed protocol to determine which
sensors should perform message exchange or overhearing. It
is formally shown in this paper that finding the minimum
number of pairwise message exchange in PBS for network-
wide synchronization is an NP-complete problem. In view of
this, a distributed protocol for multi-hop time synchronization
using PBS is presented in this paper. The distributed protocol
is inspired by the greedy algorithm. The performance of the
protocol is tested by extensive simulations. Results revealed
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that the proposed protocol outperforms the Groupwise Pair
Selection Algorithm [16] in terms of the number of pairwise
message exchange. Compared with the TPSN and RBS, the
proposed protocol is shown to be more energy-efficient in
static networks. Furthermore, the protocol is scalable with
network size and connectivity.
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