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Abstract—Digital microfluidic biochips are revolutionizing
high-throughput DNA, immunoassays, and clinical diagnostics.
As high-throughput bioassays are mapped to digital microflu-
idic platforms, the need for design automation techniques for
pin-constrained biochips is being increasingly felt. However,
most prior work on biochips computer-aided design has as-
sumed independent control of the underlying electrodes using a
large number of (electrical) input pins. We propose a droplet-
manipulation method based on a “cross-referencing” addressing
method that uses “row” and “columns” to access electrodes.
By mapping the droplet-movement problem on a cross-
referenced chip to the clique-partitioning problem from graph
theory, the proposed method allows simultaneous movement of a
large number of droplets on a microfluidic array. Concurrency is
enhanced through the use of an efficient scheduling algorithm that
determines the order in which groups of droplets are moved. The
proposed design-automation method facilitates high-throughput
applications on a pin-constrained biochip, and it is evaluated using
random synthetic benchmarks and a set of multiplexed bioassays.

Index Terms—Bioassays, droplet-based microfluidics, droplet
routing, lab-on-chip, physical design.

I. INTRODUCTION

M ICROFLUIDICS technology has made great strides in

recent years [1]–[3]. Promising applications of this

emerging technology include high-throughput deoxyribonu-

cleic acid (DNA) sequencing, immunoassays, environmental

toxicity monitoring, and point-of-care diagnosis of diseases

[4]. Microfluidics-based miniaturized devices, often referred to

in the literature as biochips, are being increasingly used for

laboratory procedures involving molecular biology.

Currently, most commercially available biochips rely on

continuous fluid flow in etched microchannels. Fluid flow is

controlled either using micropumps and microvalves [2] or us-

ing electrokinetics [5]. An alternative category of microfluidic

biochips relies on the principle of electrowetting on dielectric.

Discrete droplets of nanoliter volumes can be manipulated
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in a “digital” manner on a 2-D electrode array. Hence, this

technology is referred to as “digital microfluidics” [1].

A digital microfluidic biochip typically consists of a pat-

terned metal electrode array (e.g., chrome or indium tin oxide),

on which fluid-handling operations such as merging, split-

ting, mixing, and dispensing of nanoliter droplets containing

biological samples are executed. Electrodes are connected to

control pins for electrical activation. A number of prototypes

of such biochips use a direct-addressing scheme for the control

of electrodes [6]. Each electrode is connected to a dedicated

control pin; it can therefore be activated independently. This

method allows the maximum freedom of droplet manipulation,

but it necessitates an excessive number of control pins for prac-

tical biochips. As more bioassays are concurrently executed on

digital microfluidic platforms [7], [8], system complexity and

the number of electrodes are expected to steadily increase. A

large number of control pins and the associated interconnect

routing problem significantly add to product cost. Thus, the

design of pin-constrained digital microfluidic arrays is of great

practical importance for the emerging marketplace.

Electrode addressing methods that allow the control of dig-

ital microfluidic arrays with a small number of pins are now

receiving attention. The method presented in [9] uses array

partitioning and careful pin assignment to reduce the number of

control pins. However, this method leads to a mapping of pins

to electrodes that is specific to a target biofluidic application.

An improved design method based on array partitioning is

presented in [10], but it is also specific to a given bioassay. A

more promising design uses row and column addressing, which

is referred to as “cross referencing.” An electrode is connected

to two pins, corresponding to a row and a column, respectively

[11]. However, due to the problem of electrode interference, a

cross-referencing method is particularly prone to unintentional

droplet movement when it attempts to simultaneously move

more than two arbitrarily positioned droplets. This limitation

is a major drawback for high-throughput applications, such as

DNA sequencing and large-scale proteomic analysis [12].

In this paper, we propose an automated droplet-manipulation

method based on the cross-referencing design for high-

throughput applications. The method includes a power-efficient

high-throughput droplet manipulation scheme which allows

concurrent transportation of multiple droplets. The graph-

theoretic concept of clique partitioning is used to determine

groups of droplet that can simultaneously be moved on the

microfluidic array. To enhance the efficiency of the grouping

method, a routing-scheduling algorithm is introduced to
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Fig. 1. Schematic diagram of a digital microfluidic biochip.

generate well-aligned manipulation snapshots from the target

droplet-routing plan, thereby facilitating high throughput oper-

ations on cross-referencing-based chips.

The proposed method provides the means for carrying out

high-throughput bioassays on a cross-referencing-based chip

through the activation of a small number of electrodes. There-

fore, this approach is particularly useful for low-power ap-

plications such as battery-operated sensors for environmental

monitoring and hand-held devices for point-of-care diagnosis.

For other applications where power consumption is not a sig-

nificant concern, a variant of the proposed method is presented

to further enhance droplet-manipulation throughput.

The rest of this paper is organized as follows. Section II

provides an overview of digital microfluidic biochips. In

Section III, we discuss related prior work on pin-constrained

biochip design for high-throughput applications. Section IV

maps the droplet manipulation problem to graph theory and

presents the proposed power-efficient high-throughput droplet

manipulation method. Section V describes the route scheduling

algorithm for droplet routing, which leads to enhanced con-

currence of droplet movement. Section VI presents a power-

oblivious version of the design technique, which leads to higher

throughout. The proposed methods are evaluated using random

synthetic benchmarks in Section VII. A multiplexed bioassay

is also used as a case study. Finally, conclusions are drawn in

Section VIII.

II. DIGITAL MICROFLUIDIC BIOCHIPS

In this paper, we consider digital microfluidic biochips that

rely on the principle of electrowetting on dielectric. Droplets

of nanoliter volumes, which contain biological samples, are

manipulated on a 2-D electrode array [1]. A unit cell in the

array includes a pair of electrodes that acts as two parallel

plates. In most prototype digital microfluidic biochips based

on the direct-addressing scheme, the bottom plate contains a

patterned array of individually controlled electrodes, and the

top plate is coated with a continuous ground electrode. A

droplet rests on a hydrophobic surface over an electrode, as

shown in Fig. 1. Recently, coplanar microfluidic devices, i.e.,

arrays without a top plate, have also been demonstrated [13].

Using the electrowetting phenomenon, droplets can be moved

to any location on a 2-D array. An alternative category of digital

microfluidic biochips utilizes orthogonally placed rows of pins

on the top and bottom plates. A unit cell can be activated by

selecting orthogonally positioned pins on the top and bottom

plate that cross at this cell.

Both designs move droplets by applying a control voltage

to a unit cell adjacent to the droplet and, at the same time,

deactivating the one just under the droplet. This electronic

method of wettability control creates interfacial tension gra-

dients that move the droplets to the charged electrode. Fluid-

handling operations such as droplet merging, splitting, mixing,

and dispensing can be executed in a similar manner. For ex-

ample, mixing can be performed by routing two droplets to the

same location and then turning them about some pivot points

[14]. The digital microfluidic platform offers the additional

advantage of flexibility, referred to as reconfigurability, since

fluidic operations can be performed anywhere on the array.

Droplet routes and operation scheduling result are programmed

into a microcontroller that drives electrodes in the array. In

addition to electrodes, optical detectors such as LEDs and

photodiodes are also integrated in digital microfluidic arrays to

monitor colorimetric bioassays [7].

Demonstrated applications of digital microfluidics include

the on-chip detection of explosives such as commercial-grade

2,4,6-trinitrotoluene (TNT) and pure 2,4-dinitrotoluene [6],

automated on-chip measurement of airborne particulate mat-

ter [15], [16], and colorimetric assays [7]. Digital microflu-

idic biochips are being designed for on-chip gene sequencing

through synthesis [15], and integrated hematology, pathology,

molecular diagnostics, cytology, microbiology, and serology on

the same platform [17]. A prototype has been developed for

pyrosequencing [17], which targets the simultaneous execution

of 106 fluidic operations and the processing of billions of

droplets. Other lab-on-chip systems are being designed for pro-

tein crystallization, which requires the concurrent execution of

hundreds of operations [18]. A commercially available droplet-

based (using dielectrophoresis) lab-on-chip embeds more than

600 000 20 µm by 20 µm electrodes with integrated optical

detectors [19].

In a recent review paper on the use of microfluidics for pro-

tein crystallization [20], the following question was posed: can

we purchase identical crystallization devices, produced under

adequate quality control? The authors go on to say, “Drawing

upon integrated circuits as an analogy, microfluidics devices

may be reducible to a standard set of discrete operations which

can then be custom assembled to form more complex operations

as needed. With this approach, the success of manufacturing

investment does not have to rest upon a single application.”
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The discrete droplet-based biochip being considered in this

paper is perfectly suited as a platform technology, since it

avoids the common pitfall of custom devices offered by other

continuous-flow microfluidic technologies.

III. RELATED PRIOR WORK

Recent years have seen a steady increase in the level of inte-

gration and system complexity of digital microfluidic biochips

[15]. These advances in technology serve as a powerful driver

for research on computer-aided design tools for biochip design.

Classical architectural and geometric-level synthesis method

can be adapted for the automated design of biochips that

can execute laboratory protocols [21]–[25]. A unified synthe-

sis method, which combines operation scheduling, resource

binding, and module placement, has been proposed in [22].

Systematic droplet routing strategies have also been developed

[23], [26]–[28]. These early design automation techniques are

useful for biochip design and rapid prototyping, but they all rely

on the availability of a direct-addressing scheme.

Pin-constrained design of digital microfluidic biochips was

recently proposed in [9]. This method uses array partitioning

and careful pin assignment to reduce the number of con-

trol pins. However, it requires detailed information about the

scheduling of assay operations, microfluidic module placement,

and droplet routing pathways. Thus, the array design in such

cases is specific to a target biofluidic application. An improved

design method based on array partitioning is presented in [10]

but it is also specific to a given bioassay.

In another method proposed in [7], the number of control

pins for a fabricated electrowetting-based biochip is minimized

by using a multiphase bus for the fluidic pathways. Every nth

electrode in an n-phase bus is electrically connected, where n
is small number (typically n = 4). Thus, only n control pins

are needed for a transport bus, irrespective of the number of

electrodes that it contains. Although the multiphase bus method

is useful for reducing the number of control pins, it is only

applicable to a 1-D (linear) array.

An alternative method based on a cross-reference driving

scheme is presented in [11]. This method allows control of

an N × M grid array with only N + M control pins. The

electrode rows are patterned on both the top and bottom plates,

and orthogonally placed. In order to drive a droplet along

the X-direction, electrode rows on the bottom plate serve

as driving electrodes, while electrode rows on the top serve

as reference ground electrodes. The roles are reversed for

movement along the Y -direction, as shown in Fig. 2. This

cross-reference method facilitates the reduction of control pins.

However, due to electrode interference, this design is partic-

ularly prone to unintentional droplet manipulation; the simul-

taneous movement of more than two droplets is attempted.

The resulting serialization of droplet movement is a serious

drawback for high-throughput applications.

The minimization of the assay completion time, i.e., the max-

imization of throughput, is essential for environmental moni-

toring applications where sensors can provide early warning.

Real-time response is also necessary for surgery and neonatal

clinical diagnostics. Finally, biological samples are sensitive to

Fig. 2. Cross sections of a cross-referencing microfluidic device that uses
single-layer driving electrodes on both top and bottom plates.

the environment and to temperature variations, and it is difficult

to maintain an optimal clinical or laboratory environment on

chip. To ensure the integrity of assay results, it is therefore

desirable to minimize the time that samples spend on-chip

before assay results are obtained.

Increased throughput also improves operational reliability.

Long assay durations imply that high actuation voltages need

to be maintained on some electrodes, which accelerate insulator

degradation and dielectric breakdown, reducing the number of

assays that can be performed on a chip during its lifetime.

Recently, Griffith et al. [29] proposed a droplet-manipulation

method that can ensure concurrent manipulation of multiple

droplets without unintentional droplet movements. While this

method leads to higher throughput for cross-referencing-based

biochips, the increase in throughput is limited by the precom-

puted droplet routing pathways. To overcome this bottleneck,

efficient algorithms are needed to generate efficient routing

pathways that facilitate high-throughput droplet manipulation.

Moreover, the droplet-manipulation method of [29] is in-

efficient in terms of power consumption. Power consumption

is typically neglected in direct-addressing-based chips because

it has been found to be negligible for small prototypes (the

activation of one cell typically requires 1 ∼ 2 µW power)

[30]. However, in a cross-referencing-based design, to activate

a single unit cell, two pins (a column pin and a row pin)

must be activated. For an N × N array, the current drawn by

a pin is N times that for a direct-addressing chip, since all

electrodes on the corresponding row or column are activated.

Therefore, the power consumption for activating a cell in a

cross-referencing-based chip is also N times higher than that

for a direct-addressing chip. The method in [29] relies on the

activation of multiple column and row pins simultaneously

to carry out concurrent droplet manipulations. Therefore, this

scheme can potentially lead to a sharp increase in biochip power

consumption. High power consumption is a serious problem for

battery-driven chemical/biosensors and hand-held lab-on-chip

devices. High power consumption (and the resulting on-chip

heat generation) is also detrimental for thermal-sensitive sam-

ples such as proteins, which are commonly used in bioassays

[31]. Therefore, a power-efficient droplet-manipulation method

is needed for cross-referencing biochips.

IV. POWER-EFFICIENT INTERFERENCE-FREE

DROPLET MANIPULATION BASED ON

DESTINATION-CELL CATEGORIZATION

In this section, we focus on the problem of manipulating

multiple droplets based on digital microfluidic biochips that use

cross-referencing to address the electrodes.
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Fig. 3. Example to illustrate the problem of electrode interference. H/L stands
for high/low voltage pairs to activate the cells, and unselected row/column pins
are left floating (F).

A. Electrode Interference

For the concurrent manipulation of multiple droplets on a

cross-referencing-based biochip, multiple row and column pins

must be selected to activate the destination cells, i.e., cells to

which the droplets are supposed to move. However, the selected

row and column pins may also result in the activation of cells

other than the intended droplet destinations. An example is

shown in Fig. 3. The goal here is to route Droplets 1–3 simul-

taneously to their destination cells. Droplet 4 is supposed to

remain in its current location. However, two additional cells are

activated unintentionally when the activation voltage is applied

to the row and column pins corresponding to the destination

cells. As a result, Droplet 4 is unintentionally moved one cell

up (along the Y -direction). We refer to this phenomenon as

electrode interference.

B. Fluidic Constraints

Droplet manipulations must also conform to rules referred to

as the fluidic constraints [23]. These constraints are given by the

following set of inequalities: 1) |Pi(t) − Pj(t)| ≥ 2; 2) |Pi(t +
1) − Pj(t)| ≥ 2; 3) |Pi(t) − Pj(t + 1)| ≥ 2; 4) |Pi(t + 1) −
Pj(t + 1)| ≥ 2, where Pi(t) is the position of droplet i at time

t and Pj(t) is the position of droplet j at time t. The fluidic

constraints specify the minimum distance between droplets

needed to avoid unintentional fluidic operations that arise due

to the overlapping of droplets over adjacent electrodes. These

constraints apply to both direct-addressing-based and cross-

referencing-based biochips.

C. Destination-Cell Categorization

As shown in Fig. 3, the concurrent manipulation of multiple

droplets must be carried out without introducing any electrode

interference. For simplicity, here we only focus on the imple-

mentation of a set of multiple droplet manipulations that can be

carried out concurrently (in a single routing step) on a direct-

addressing-based chip, without violating any fluidic constraints.

We refer to such a set of droplet manipulations as a droplet-

manipulation snapshot.

We propose a solution based on destination-cell categoriza-

tion. Note that the problem highlighted in Fig. 3 can be avoided

if the destination cells of the droplets being simultaneously

moved reside on the same column or row. However, electrode

interference may still occur within the same column or row, as

Fig. 4. Example of electrode interference within the same row.

Fig. 5. Example to illustrate destination-cell-based categorization.

shown in Fig. 4. Suppose Droplet 1 and Droplet 2 are both

moved one cell to the left at the same time. Although no

additional cells are unintentionally activated, Droplet 1 under-

goes unintentional splitting in this situation. Fortunately, further

scrutiny reveals that the situation in Fig. 4 is only a false alarm.

The intended multiple droplet manipulation violates the con-

straint |Pi(t + 1) − Pj(t)| ≥ 2. Such manipulations cannot be

carried out concurrently even on a direct-addressing-based chip.

Thus, they will never appear in a single droplet-manipulation

snapshot. Therefore, it is safe to carry out concurrent manipu-

lation of multiple droplets whose destination cells are accessed

by the same column or row.

On the basis of the above observations, we consider the

droplets that can simultaneously be moved as part of the bioas-

say, and place them in different groups. A group consists of

droplets whose destination cells share the same column or row.

An example is shown in Fig. 5. A total of nine droplets are

needed to be moved on a 10 × 10 array. As discussed above,

we group the droplet movements according to their destination

cells. For example, Droplets 4 and 9 form a group since the

destination cells, in both cases, resides on Row 2. Similarly,

Droplets 1, 2, and 3 are placed in the same group since they are

all moving to Column 3. Following this grouping process, we

finally get four groups of droplets, i.e., {4, 9}, {1, 2, 3}, {5, 6},

{7, 8}.

In this way, the manipulation of multiple droplets is ordered

in time; droplets in the same group can simultaneously be

moved without electrode interference, but the movements for

the different groups must be sequential. For example, droplet

movements for the group {4, 9} in Fig. 5 can simultaneously

be carried, as shown in Fig. 6. Droplet movements are carried
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Fig. 6. Example to illustrate the concurrent movement of a group of droplets.

Fig. 7. Example of potential electrode interference due to asynchronous
processing of multiple droplet manipulations.

out one group after another until all the droplet movements are

completed.

Note that the ordering of droplet movements based only on

the above grouping strategy can cause electrode interference

and inadvertent mixing. An example is shown in Fig. 7. The

movement of Droplet 2 alone to the left by activating Column 3

will not influence Droplet 1. Similarly, the movement of

Droplet 1 alone to the right by activating Column 2 will not

influence Droplet 2. Note that if these two droplets are concur-

rently moved, as determined by the grouping procedure, by the

activation of (Column 2, Row 2) and (Column 3, Row 2), they

mix at (3, 2). However, manipulations of this type violate the

fluidic constraint given by |Pi(t + 1) − Pj(t + 1)| ≥ 2. Thus,

they cannot exist in a single droplet-manipulation snapshot.

Therefore, it is safe to carry out the droplet manipulations in

a single manipulation snapshot with an arbitrary ordering.

Although the grouping of droplets based on destination

cells reduces the number of droplets that can simultaneously

be moved, this approach provides more concurrence than the

baseline method of moving one droplet at a time. Compared

to direct addressing, an order of magnitude reduction in the

number of control pins is obtained. Simulation results in

Section VII show that there is only a small increase in the bio-

assay processing time compared to direct addressing. The above

droplet-manipulation method is focused on minimizing power

consumption because, in each step, only droplet manipulations

that involve a single column or row are carried out. Additional

droplet movements are typically possible, but concurrence is

traded off for power in this method. An extension to allow

higher concurrence is described in Section VI.

D. Graph-Theoretic Model and Clique Partitioning

We have thus far introduced the basic idea of multiple

droplet manipulations based on destination-cell categorization,

and shown that the droplets in each group can simultaneously

be moved. Assuming that each step takes constant processing

time, the total completion time for a set of droplet movement

operations is determined by the number of groups derived from

Fig. 8. Mapping of destination-cell layout to an undirected graph.

the categorization of destination cells. Note however that the

grouping need not be unique. For instance, in the example of

Fig. 5, we can form four groups, i.e., {4, 9}, {1, 2, 3}, {5, 6},

and {7, 8}. However, {1, 2, 3, 4}, {5, 6}, {7, 8, 9} is also a

valid grouping of the droplets. The latter grouping is preferable

because three groups allow more concurrence and, therefore,

lower bioassay completion time.

The problem of finding the minimum number of groups can

directly be mapped to the clique-partitioning problem from

graph theory [32]. To illustrate this mapping, we use the droplet

manipulation problem defined in Fig. 5. Based on the destina-

tions of the droplets, an undirected graph, referred to as the

droplet-movement graph (DMG), is constructed for each time-

step (see Fig. 8). Each node in the DMG represents a droplet.

An edge in the graph between a pair of nodes indicates that

the destination cells for the two droplets either share a row or

a column. For example, Nodes 1 and 2, which represent the

Droplet 1 and Droplet 2, respectively, are connected by an edge

because the destination cells for these droplets are accessed

using Column 3 in the array. Similarly, Nodes 4 and 9 are

connected by an edge because the corresponding destination

cells are addressed using the same row.

A clique in a graph is defined as a complete subgraph, i.e.,

any two nodes in this subgraph are connected by an edge [32].

Clique partitioning refers to the problem of dividing the nodes

into overlapping subsets such that the subgraph induced by each

subset of nodes is a clique. A minimal clique partition is one

that covers the nodes in the graph with a minimum number

of nonoverlapping cliques. The grouping of droplets as dis-

cussed above is equivalent to the clique-partitioning problem.

The categorization of destination cells using the grouping of

droplets is equivalent to the problem of determining a minimal

clique partition. Cliques of different sizes for a given DMG are

shown in Fig. 8. A minimal clique partition here is given by

{1, 2, 3, 4}, {5, 6}, {7, 8, 9}, which corresponds to the groups

derived above. Although the general clique-partitioning prob-

lem is known to be NP-hard [33], a number of heuristics are

available in the literature to solve it in an efficient manner.

E. Algorithm for Droplet Grouping

Next, we describe a greedy algorithm to determine a (min-

imal) clique partition for the DMG. The algorithm determines

cliques for the DMG in an iterative manner.

The largest clique is first determined and then nodes and

edges corresponding to this clique are deleted form the graph.

Next, the clique searching procedure is applied to the reduced

graph. The algorithm terminates when all the nodes in the DMG
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have been deleted, i.e., an empty graph is obtained. The com-

putational complexity of this algorithm is linear in the number

of rows/columns. Recall that the cliques can only be formed

among nodes sharing the same row or column. Therefore, the

largest clique can be determined by scanning the columns and

rows of the array. Thus, a maximum of only N + M iterations

are needed for the DMG derived from an N × M array.

Note that although in each step of the above algorithm, the

largest clique and the associated destination cells are deleted,

the absence of the corresponding destination cells does not lead

to any added complexity for droplet movement. This is because

the droplet movements involving these destination cells are in-

corporated in the clique determined at this step. Therefore, when

the algorithm terminates with an empty graph, all droplet move-

ments have been processed without any electrode interference.

The steps of the complete procedure to determine the order

of droplet movements can be stated as follows.

1) Obtain the required droplet movements (from a synthesis

tool such as [23]), and organize these movements in the

form of snapshots corresponding to different time-steps.

The fluidic constraints described in Section IV-B need to

be satisfied for each snapshot.

2) Compare consecutive snapshots to determine the destina-

tion cells for the droplets.

3) Scan each row and each column to find the row/column

with the largest set of destination cells. The destination

cells thus determined form a group of droplets that can

simultaneously be moved. If no row/column contains

more than one destination cells, set the flag END to 1.

4) If END = 1, process the remaining movements in multi-

ple steps, but with two droplets at each step. Else, carry

out the droplet movements indicated by Step 3).

5) Check if all the movements in the snapshot have been

processed. If the check yields a negative outcome, repeat

Step 3).

6) Check whether all the snapshots are processed. If not, get

the next snapshot and repeat Step 2), else terminate the

procedure.

V. SCHEDULING OF ROUTING FOR EFFICIENT GROUPING

The column- and row-scan methods described above en-

able the simultaneous manipulation of multiple droplets on

the cross-referencing chip. However, the efficiency of this

approach depends on the prealignment of the destination cells

corresponding to the droplet movements in the target droplet-

routing snapshot. The better aligned the destination cells are,

i.e., they share the same column/row, the larger the number

is of droplets that can simultaneously be moved. Therefore, to

increase efficiency, it is important to generate routing snapshots

with well-aligned destination cells.

A. Routing Plan Decomposition

Note that routing snapshots are obtained from the schedule of

droplet movements corresponding to the droplet-routing plan.

Typically, several schedules are feasible for a given droplet-

routing plan. For example, the routing plan shown in Fig. 9,

Fig. 9. Example of a droplet-routing plan.

Fig. 10. Schedule A. (a) Snapshot 1. (b) Snapshot 2. (c) Snapshot 3.
(d) Activation sequence (in terms of rows and columns).

Fig. 11. Schedule B: (a) Snapshot 1. (b) Snapshot 2. (c) Snapshot 3.
(d) Activation sequence (in terms of rows and columns).

derived from routing methods such as [23], can be scheduled,

i.e., implemented, in two ways (see Figs. 10 and 11).

Using the grouping algorithm described in Section IV, the

three snapshots in Fig. 10 take five manipulation steps in total

(three steps for Snapshot 1, one step for Snapshot 2, and one

step for Snapshot 3). However, the three snapshots in Fig. 11

only require three manipulation steps (one step for each).

Therefore, the key to obtaining a well-aligned snapshot is the

schedule of droplet routes. Compared to the schedule in Fig. 10,

the schedule in Fig. 11 carefully orders the droplet movements.

Authorized licensed use limited to: IEEE Xplore. Downloaded on October 30, 2008 at 08:54 from IEEE Xplore.  Restrictions apply.



XU AND CHAKRABARTY: DROPLET-MANIPULATION METHOD FOR ACHIEVING HIGH-THROUGHPUT 1911

Fig. 12. Pseudocode of scheduling algorithm for droplet routes.

Fig. 13. Routing example to illustrate scheduling algorithm.

Droplets movements are scheduled in such a way that each

snapshot brings the droplets closer to each other, therefore their

destination cells are more likely to share the same column/

row. By this means, the alignment of the droplets for each

snapshot is improved, which explains the increase in routing

efficiency.

Based on the above observation, we present an efficient

scheduling algorithm to generate well-aligned snapshots. The

pseudocode for this algorithm is sketched in Fig. 12.

We next use an example to illustrate the algorithm. Fig. 13

shows a routing plan with five droplet pathways. Initially, the

droplets reside at the starting points shown in Fig. 13. The

algorithm first moves D1 one electrode to the right. Next,

TABLE I
RANDOM SYNTHETIC BENCHMARKS, SAMPLE SIZE = 1000

droplets D1 and D2 are moved one electrode to the right in

parallel. D3 is added and moved one electrode to the right

with D1 and D2. At this time, D1 meets a turning point in

its pathway. The algorithm stops and counts the number of

droplet movements in each direction, i.e., two rightwards, one

downwards. Therefore, the algorithm stores these numbers in

S and keeps on moving D2 and D3 until they reach their

respective turning points. Next, the algorithm moves them one

electrode downwards and one electrode to the right when they

meet D4. Then, D2, D3 and D4 are moved one electrode to the

right.

Next, the algorithm goes back to move the leftover droplets

D1 and D4. Finally, the algorithm generates a routing schedule

for D5 and then integrates it into the schedule for droplets

D2 ∼ D4.

Next, we evaluate the computational complexity of the al-

gorithm using step by step analysis. We assume that there

are M droplets on an array of N × N electrodes. Droplet i
has a pathway of length Li. As shown in Fig. 12, Step 1)

takes O(M) time to determine the starting droplet. Step 2)

and Step 3) check if there are multiple droplets that can be

moved concurrently after each manipulation step. Each check-

ing operation takes O(M) time. Step 4) calculates the number

of droplet movements in different directions and stores this

information in S. This step takes O(M) time in the worst

case. Step 5) also takes O(M) time. Note that Steps 2)–5)

can be repeated. However, the number of repetitions is bound

by the sum of the lengths of all the droplet pathways, i.e.,

in the worst case, Steps 2)–5) are repeated for each single

droplet movement. Therefore, the time taken by Steps 2)–5) is

simply (M + M + M)
∑M

i=1
Li = O(M

∑M
i=1

Li). Note that

Li ≤ 2N , where 1 ≤ i ≤ M . Thus,
∑M

i=1
Li ≤ 2MN . We

therefore conclude that the worst case time complexity for

Steps 2)–5) is O(NM2). The time complexity of Step 1) is

O(N). For Steps 7)–8), we also have O(NM2), therefore,

the overall time complexity of the scheduling algorithm is

O(NM2).

VI. VARIANT OF DROPLET-MANIPULATION METHOD FOR

HIGH-THROUGHPUT POWER-OBLIVIOUS APPLICATIONS

For applications where power consumption is not critical, the

method proposed in the previous section can be modified to

achieve even higher throughput.

Note that when we use the low-power manipulation method

of Section IV to implement the “aligned” droplet manipula-

tions, in each step, only droplet manipulations corresponding

to a single row or column are carried out. Note, however,

that there may be other droplet manipulations that can also
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Fig. 14. Sequencing graph model of bioassay example.

be implemented without introducing electrode interference. For

example, for the droplet manipulation pattern shown in Fig. 5,

manipulation of D7 and D8 can also be carried out at the same

time when we concurrently move D4 and D9.

The implementation of these “compatible” droplet manipu-

lations will result in higher power consumption, with the asso-

ciated benefit of higher throughput. Based on this observation,

we propose a modified droplet-manipulation method that relies

on the method from [29] to carry out the droplet manipulation

for the routing plans generated from the proposed routing-

scheduling method. Note that the straightforward application of

[29] to the droplet routes derived from the routing-scheduling

algorithm leads to undesirable consequences. The alignment of

the droplet movements will be broken, thereby leading to lower

throughout. Therefore, we limit the use of [29] for handling

droplet movements in Step 7) of the routing scheduling method,

i.e., the ones that correspond to the reverse of the starting

direction. Instead of being carried out using additional steps,

these droplet manipulations are concurrently carried out with

the ones from Step 1)–6). This approach results in higher

throughput and reduced assay completion time.

VII. EVALUATION AND SIMULATION RESULTS

In this section, we use random synthetic benchmarks and a

set of multiplexed bioassays to evaluate the proposed method.

A. Random Synthetic Benchmarks

We first use random synthetic benchmarks to evaluate the ef-

fectiveness of the grouping-based droplet-movement approach.

Digital microfluidic arrays of size N × N , (N = 25, 50, 75)
are considered here. For each array, we consider 1000 simu-

lated droplet-movement plans. Each droplet-movement plan is

defined by a starting snapshot and destination snapshot. The

Fig. 15. Schedule obtained via architectural-level synthesis.

starting snapshot is generated by injecting a droplet in the array

with probability k, referred to as the droplet injection probabil-

ity (DIP). A check is incorporated in the generation process to

avoid the violation of fluidic constraints. Results derived from

this process can be viewed as snapshots of droplets moving

around the chip. Each droplet-movement plan is provided as

input to the grouping-based method, and the number of steps

required for droplet movement is calculated. One-at-a-time

droplet movement is also considered as a baseline, and the

results are recorded for the purpose of comparison.

To evaluate the proposed method, we introduce the parameter

“number-of-steps-ratio” (NSR), defined by the equation NSR =
Np/No, where Np(No) is the number of movement steps for

the grouping-based method (one-at-a-time baseline method).

Small values of NSR are clearly desirable. We calculate the

NSR values for different array sizes and the results (see Table I).

As shown Table I, regardless of DIP value, the NSR de-

creases with array size. This shows that the grouping-based
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Fig. 16. Module placement (11 subproblems) for the multiplexed bioassay.

method is more efficient for concurrent droplet manipulation on

large-scale digital microfluidic arrays. For a given array size,

the proposed method achieves lower NSR values for higher

values of DIP. Thus, we see that compared to the one-at-a-

time scheme, droplets can be manipulated more efficiently for

high-throughput biochips with higher concurrence in biochip

operations.

B. Multiplexed Bioassay Example

Next, we evaluate the proposed scheduling and grouping-

based droplet-manipulation methods by using them to imple-

ment the routing plan for a set of real-life bioassays, namely

multiplexed in vitro diagnostics on human physiological fluids.

As a typical example of multiplexed and concurrent assays,

three types of human physiological fluids, urine, serum, and

plasma are sampled and dispensed into the digital microfluidic
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Fig. 17. Routing plan for Subproblem 3.

biochip, and glucose and lactate measurements are performed

for each type of physiological fluid. The assay protocol, based

on Trinder’s reaction [34], can be modeled by a sequencing

graph, as shown in Fig. 14. We assume that the schedule for

assay operations and resource binding have been obtained via

architectural level synthesis (e.g., through the modified list-

scheduling algorithm [21]), as shown in Fig. 15. Note that one

time unit in this schedule is set to 2 s. Moreover, assume that

a module placement on a 16 × 16 microfluidic array has also

been given a priori, as shown in Fig. 16.

To find suitable droplet routes for this biochip, the routing

problem is decomposed into 11 subproblems, as highlighted

in Fig. 16. For each subproblem, a droplet routing plan is

generated using the routing algorithm in [23]. Next, we apply

the proposed grouping-based manipulation method to imple-

ment the routing plan. For comparison, the grouping-based

manipulation method is first applied without the scheduling

algorithm for aligning droplets. The snapshots are generated by

assuming that from the starting point, each droplet moves one

electrode along its pathway in every snapshot. Note that fluidic

constraints might be violated if two droplets simultaneously

move to the next cells. In this case, we can force one of

them to stay in the current location at that snapshot, thereby

overriding the constraint violation. We calculate the number of

manipulations cycles needed using the grouping-based method.

Next, we apply the manipulation method combined with the

scheduling algorithm. Again, we record the number of droplet-

manipulation manipulation cycles required. The computation

time for the routing scheduling and the manipulation method

for the entire assay is 173 s, on a Intel Core Duo 2-GHz PC

with 2G of RAM.

Here, we use Subproblem 3 for illustration. As shown in

Fig. 17, the routing plan for Subproblem 3 contains five routing

pathways (routes). If no grouping method is used, droplet

movements are carried out one per cycle. The total number

of cycles needed equals the number of electrode on all the

pathways, i.e., 60. However, using the grouping-based manip-

ulation method, the number of cycles is reduced to 53 cycles.

Note that no scheduling of droplet routes is used at this time

to align droplets. The details of the manipulations in each

cycle are listed in Table II, where the arrows indicate that the

target droplet is moved one electrode toward the corresponding

TABLE II
DROPLET MANIPULATION RESULTS FOR GROUPING-BASED METHOD

WITHOUT SCHEDULING OF DROPLET ROUTES

direction. An entry “x” indicates that the droplet stays in the

current location in that snapshot.

In Table II, two droplets are simultaneously moved in several

manipulation cycles. This increases the currency of droplet

movements. However, due to the severe misalignment of the

snapshots, the number of such concurrent manipulation cycles

is rather limited. Therefore, the reduction of routing time is

quite modest, less than 12%.

Next, we apply a combination of the proposed cross-based

scheduling method and grouping-based droplet-based manipu-

lation to the routing plan. The results are shown in Table III.

Compared to the results shown in Table II, droplet-movement

concurrence is significantly improved. Half of the cycles now

contain the concurrent manipulation of more than two droplets.

In some cycles, even four droplets are simultaneously moved.

As a result, only 34 cycles are required for this routing plan,

which is only 57% of the time required for one-at-a-time

droplet, and 64% of the time required if droplet grouping is

carried out without route scheduling.

Note that the completion time obtained using the proposed

droplet-manipulation method is slightly more than that for

the direct-addressing method (34 cycles versus 17 cycles).

However, the proposed method requires only 32 (16+16) con-

trol pins while 256 (16×16) pins are required for the direct-

addressing method.

The above comparison is next carried out for the rest of

the subproblems. The results are shown in Fig. 18. Note that

some subproblems, e.g., #4, #6, #8, #9, #10, #11, contain only

one droplet pathway. For these subproblems, the three methods

result in the same number of cycles. Therefore, results for these
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TABLE III
DROPLET MANIPULATION RESULTS FOR GROUPING-BASED METHOD

WITH SCHEDULING OF DROPLET ROUTES

Fig. 18. Comparison of droplet-routing times for four subproblems (#1, #2,
#3, #5).

subproblems are not shown explicitly. Results for subproblem 7

are also not shown since the two routing pathways in it have no

overlap in any columns or rows, thereby no concurrent droplet

movement is possible.

As we can see from Fig. 18, the proposed grouping-based

manipulation method always achieves improved concurrence

over the one-at-a-time droplet-manipulation method. This im-

provement is significantly enhanced when the proposed route-

scheduling algorithm is applied. The percentage improvement

varies with the subproblem, as shown in Fig. 18. For the

entire assay, the proposed route-scheduling algorithm leads

to a 47% reduction in the number of droplet-manipulation

cycles compared to the one-at-a-time droplet-manipulation

method, and 32% compared to the grouping-based algorithm

alone.

Next, we apply the power-oblivious version of the proposed

method to the same problem instance. The computation time

for the power-oblivious routing scheduling and manipulation

method for the entire assay is 288 s, on an Intel Core Duo

2-GHz PC with 2G of RAM. We compare the results (com-

pletion time and power consumption, the latter measured in

terms of the average number of pins activated per droplet-

manipulation step) with [29] and the power-efficient version of

the proposed method.

Fig. 19. Comparison of droplet-routing times for the power-efficient-method,
the power-oblivious method, and the method from [29].

Fig. 20. Comparison of average number of control pins activated per manipu-
lation step for the power-efficient method, the power-oblivious method, and the
method from [29].

Figs. 19 and 20 show that although the proposed power-

efficient droplet-manipulation method leads to a slightly longer

completion time than [29] for some subproblems, it activates

a much smaller number of control pins in each manipula-

tion cycle. This results in a significant reduction in power

consumption.

Compared to [29], the power-oblivious variant of the

proposed method achieves a significant reduction in as-

say completion time. As a tradeoff, it results in increased

power consumption compared to the power-efficient method.

However, the expected power consumption is still smaller than

in [29].

VIII. CONCLUSION

We have proposed a power-efficient high-throughput droplet

manipulation method for a “cross-referencing” addressing

method that uses “rows” and “columns” to access electrodes in

digital microfluidic arrays. By mapping the droplet-movement

problem to the clique-partitioning problem from graph theory,

the proposed method allows simultaneous movement of a large

number of droplets. A linear-time heuristic algorithm based on

row scanning and column scanning has been used to derive

the clique partitions. To further increase routing concurrence,

a route-scheduling algorithm has been developed to prealign

droplet movements. A power-oblivious version of the method is
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also presented; it allows higher throughput manipulations with

a slight increase in power consumption. We have used random

synthetic benchmarks and a set of multiplexed bioassays to

evaluate the proposed method. Results show that high through-

put can be obtained using a small number of control pins. This

paper will allow bioassays for high-throughput sequencing,

immunoassays, and clinical diagnostics to be mapped to pin-

constrained and low-cost biochips, and simplify the design and

implementation of such biochips.
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