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A DUAL MODULATION ALGORITHM FOR ACCURATE REPRODUCTION OF HIGH
DYNAMIC RANGE VIDEO

Emin Zerman, Giuseppe Valenzise, Frederic Dufaux

LTCI, CNRS, Télécom ParisTech, Université Paris-Saclay, 75013 Paris, France

ABSTRACT

In this paper, we consider the problem of accurately reproducing

high dynamic range (HDR) images and video on HDR displays. Dif-

ferently from conventional image reproduction devices, HDR dis-

plays require dual modulated signals to drive the back LED panel

and the front LCD screen. In this work, we present an iterative scal-

ing approach to estimate these two signals, which is able to repro-

duce accurately luminance values stored in HDR files. To avoid

temporal artifacts due to frame-by-frame processing, we also de-

scribe a temporal smoothing mechanism to compute backlight il-

lumination. Our results demonstrate higher accuracy than simpler

approaches such as built-in display rendering. Furthermore, the pro-

posed method offers the possibility to estimate precisely the lumi-

nance emitted by the display.

Index Terms— High dynamic range, rendering, dual modula-

tion, luminance estimation, temporal variation.

1. INTRODUCTION

High dynamic range (HDR) displays enable to reproduce a much

broader span of brightness, contrast and colors than conventional

low dynamic range (LDR) screens. As a result, they are expected to

rapidly spread in the television market as a means to provide more

immersive and realistic multimedia services. A popular paradigm for

displaying HDR content consists in coupling a locally dimmed light

source, such as a panel of LED’s, with a front LCD screen. This al-

lows to achieve high peak brightness values, while keeping the black

level of the display very low [1]. However, the reproduction of an

HDR image in this framework entails significantly more processing

than in conventional LDR devices, as both LED and LCD driving

signals need to be computed. Given an HDR picture, the problem

of estimating the corresponding LED/LCD panel values is known as

dual modulation [2].

Because of current technology limitations of HDR displays, dual

modulation requires a global optimization approach, since the over-

all rendering of an HDR picture might change due to perturbations

in the value of a single LED and can be influenced by the render-

ing of previous video frames. In practice, many dual modulation

algorithms relax this globality constraint and act locally, trading re-

production accuracy for computational complexity. For example,

the rendering algorithms built into HDR displays generally give up

peak brightness and dynamic range in order to render HDR video in

real time, at high frame rates. Indeed, built-in rendering is often a

common choice in many applications, e.g., it has been used in the

subjective evaluation of HDR compression performance [3]. Nev-

ertheless, in some psycho-visual experiments it could be desirable
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to reproduce as accurately as possible the luminance levels stored

in the HDR content, or at least to know with a sufficient precision

the actual per pixel luminance emitted by the display. The accu-

rate reproduction and estimation of luminance values, both for HDR

images and videos, constitute the goal and the contribution of this

work.

In this paper, we propose a dual modulation algorithm for HDR

image and video content, which has the following three characteris-

tics: i) it can accurately reproduce HDR luminance; ii) it enables to

estimate precisely and with pixel granularity the luminance emitted

by an image/video displayed using the proposed method; iii) it takes

into account temporal dependencies in HDR video, reducing the im-

pact of reproduction artifacts such as flickering. We have tested the

proposed algorithm on a SIM2 HDR47-4K display [4], comparing it

with the built-in rendering provided by the manufacturer. We show

that our method is systematically more precise in reproducing HDR

content, and that we can estimate accurately the emitted luminance,

which is unfeasible with the built-in rendering. At the same time,

our results on HDR video are encouraging, showing that temporal

fluctuations can be substantially reduced by smoothing LED values

across time.

The rest of the paper is structured as follows: Section 2 dis-

cusses related work; the details of the proposed algorithm are given

in Section 3; the accuracy of the proposed algorithm is discussed in

Section 4; finally, Section 5 concludes the paper.

2. RELATED WORK

Several dual-modulation algorithms for LED/LCD displays have

been proposed in the literature [5–12]. Most of these works solve

the dual modulation problem using some kind of approximation,

e.g., they find LED backlight illumination by taking the maximum,

average, or weighted average of pixel values [5, 8], or use local

block-based approaches [6, 7]. LCD values are generally obtained

after the computation of the LED values, by dividing the HDR im-

age luminance by the backlight. Dual modulation can be formulated

more rigorously as an optimization problem [9, 10, 12]. However,

these approaches have been mainly targeting low-resolution back-

light panels, with tens of LED’s, in the context of low-consumption,

locally dimmed LCD displays. Current HDR technology, instead,

requires dealing with thousands of LED’s, as well as with their large

point spread function.

Rendering HDR video requires additional care compared to

HDR image, as frame-by-frame rendering might lead to tem-

poral flickering due to high-frequency changes in the backlight.

Even though it is possible to reduce the flickering using post-

processing [13], it is preferable to directly handle it during rendering.

Burini et al. [11] considered temporal variation in video sequences

and, in order to reduce the flickering effect, implemented an infinite

impulse response (IIR) filter integrated to their dual modulation



(a) HDR image (Tonemapped) (b) LED values (c) Backlight (d) LCD values

Fig. 1. Algorithm results for HDR image named DevilsBathtub

method. They propose a block-based gradient descent algorithm,

and try to jointly minimize the reproduction error and the power con-

sumption required by the LED’s. However, their work was effective

for an LCD display with only 16 LED’s, but it is computationally

too demanding to be extended to configurations with thousands of

LED’s.

An important feature of dual modulation algorithms is the ability

to estimate the actual luminance emitted by the display. In our pre-

vious work [14], we have proposed a dual modulation method able

to provide an accurate estimation of the real displayed luminance. In

that work, we focused on the impact this knowledge may have in the

computation of HDR image fidelity metrics. In this paper, we extend

the rendering method presented in [14] to the case of video, and we

focus on the performance in terms of reproduction and luminance

estimation precision of the proposed method.

3. RENDERING AND LUMINANCE ESTIMATION

In this section we describe the proposed dual modulation algorithm

for rendering HDR images and video. We design and test our al-

gorithm using as target the SIM2 HDR47-4K display, which has a

measured peak luminance of about 4250 cd/m2, and is composed

by a back panel of 2202 independently controllable LED’s and a

1920 × 1080 pixels LCD panel. The display can be driven using

the automatic built-in rendering, or through a custom dual modula-

tion input provided by users. Therefore, we use the latter mode to

transmit dual-modulated HDR pictures and video to the display for

rendering. We notice that the proposed approach is still valid with

other display models, provided that some parameters of the device

are known or previously measured. Notably, these include the max-

imum power consumption of the display, as well as an estimation of

LED point spread function (PSF).

3.1. HDR Image Rendering

The proposed dual modulation rendering of an HDR picture is based

on the following steps:

1. Preprocessing: the HDR image is scaled in order to have

display-referred values, i.e., the target desired luminance in the limits

of the HDR display physical capabilities. For instance, values above

the maximum displayable brightness are clipped.

2. Finding target backlight: We next find the target optimal

backlight, BLtarget, that will ensure both minimum power con-

sumption and maximum fidelity to the original luminance values.

First, we compute local maxima of the target luminance over 30-

pixel radius windows (corresponding to the area of a LED). Then,

the maximum luminance values allowed for each pixel are found by

dividing the target luminance of that pixel by the estimated LCD

leakage factor ǫ = 0.005. The resulting image is median filtered

to avoid spurious peaks, due to single bright spots or noise. Af-

ter the computation of the target backlight, the LEDs and backlight

are initialized by sampling BLtarget on LED locations and taking

the convolution with the Point Spread Function (PSF), respectively.

That is,:

BLt = LEDt ∗ PSF (1)

where t is the iteration number and t = 0 for initialization.

3. Iterative scaling: The LED values are iteratively scaled as

follows:

LEDt+1 = LEDt ×

(

BLtarget

BLt

)

. (2)

LEDt+1 is then clipped to take values in [0, 1], i.e., it is projected

onto the set of feasible LED’s values. The operations in (1) and (2)

are carried out consecutively by increasing the iteration number un-

til
∑

||PU(BLt)−PU(BLt−1)||
2 falls below a threshold. Taking

perceptually uniform (PU) [15] encoded backlight makes the com-

putation of the cost function perceptually meaningful and speeds

up convergence. When the iterative scaling converges, the result-

ing LEDfinal values are possibly further scaled to meet the power

constraints of the display.

4. Finding LCD values: LCD pixel values are found by divid-

ing (pixel-wise) each color channel of the original image by the final

backlight estimate, and by applying gamma correction, i.e.:

LCDk =

(

Ik
LEDfinal ∗ PSF

)1/γk

(3)

where I is the HDR image, k ∈ {R,G,B} is the RGB channel

indicator, and γk is the gamma correction factor, determined experi-

mentally for each channel.

Our Matlab implementation of this algorithm takes an average

of 19 seconds (corresponding to about 24 iterations) on an Intel i7-

3630QM 2.40 GHz 8 GB RAM PC for rendering a 1920 × 1080
pixels image. However, a faster and more optimized implementation

is possible and is part of our current work. As an example, the final

LED values, backlight, and LCD image of the DevilsBathtub content

from Fairchild’s HDR dataset [16] are presented in Figure 1.

3.1.1. Estimation of emitted luminance

Knowing the values of LED’s and LCD panel, the HDR image pix-

els produced by the display are the product of backlight and LCD

values. That is, for each color channel k, the rendered image I ′k is:

I ′k = (LEDfinal ∗ PSF ) · LCDk. (4)

The emitted luminance is then computed as:

L = 0.2126 · I ′Red + 0.7152 · I ′Green + 0.0722 · I ′Blue, (5)

assuming ITU-R BT.709 primaries [17].



3.2. HDR Video Rendering

The HDR dual modulation algorithm described in the previous sec-

tion provides accurate HDR reproduction. However, small perturba-

tions in the original HDR pixel values may lead to overall changes

in the produced backlight. As a result, this can produce temporal

flickering when rendering HDR video. In order to reduce the impact

of flickering, we consider two solutions. First, we initialize the LED

values for the current frame f using those of the previous frame,

i.e., LEDf
0 = LEDf−1

final. Second, we smooth the target backlights

across time, over consecutive overlapping windows, as described in

the following.

Given a video frame f , its initial target backlight BLf
target is

computed as explained in Section 3.1.Then, for each frame, we con-

sider a look-ahead window of N frames, and we arrange their corre-

sponding backlights in a stack Af , i.e.:

Af =
[

BLf
targetBLf+1

target...BLf+N−1

target

]

. (6)

Afterwards, we aim at smoothing the trajectory of backlight pixel

values over the window, by computing their upper envelope. To

this end, we extract the backlight pixel signal across time for each

pixel location (i, j), i.e., we obtain the N -dimensional column vec-

tor Af
j,k. In order to compute the envelope of this signal, one cannot

employ simply a low-pass filter, as averaging may produce lower

target backlight than necessary, thus reducing peak brightness and

reproduction fidelity. Instead, we adopt a simple approach, that con-

sists in convolving each sample independently by a Gaussian win-

dow, and taking the maximum at each time instant.

More precisely, let Sl be a N×N matrix such that Sf (a, b) = 1

if a = b = l and 0 otherwise. Multiplying Af
j,k by Sl yields:

T f
j,k,l = [0 . . . Af

j,k(l) . . . 0]
T , (7)

i.e., a vector with all zeros but the l-th element, which is the l-th
entry of Af

j,k. Now, let W f
j,k,l = T f

j,k,l ∗ wσ be a low-pass version

of T f
j,k,l obtained by convolution with a Gaussian smoothing filter

wσ of variance σ2. The envelope signal Mf
j,k is then obtained by

stacking the vectors {W f
j,k,l} for l = 1, . . . N into an N×N matrix

Bf
i,j = [W f

j,k,1 . . .W
f
j,k,N ] (8)

and taking the maximum across columns.

The procedure described through equations (6) - (8) is repeated

using a sliding window approach, i.e., the backlight target is updated

as BLf
target = Mf , and the frame index f is increased by one.

An example of filtered target backlight for a given pixel position of

the ChristmassTree [18, 19] video sequence is shown in Figure 2.

Once the smoothed target backlight has been computed, the rest of

the rendering part follows the algorithm described in Section 3.1.

4. EXPERIMENTAL VALIDATION

In order to assess the performance of the proposed dual modulation

algorithm, we have matched the target luminance stored in the HDR

files with the emitted and estimated luminance of the display. Dif-

ferently from previous work [14], we evaluate the performance on

complex images rather than simple test patterns. In the following we

refer to these three quantities, which are all expressed in cd/m2:

• Expected luminance, corresponding to the display-referred lumi-

nance stored in the HDR file. Values higher than display peak

brightness are clipped.
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Fig. 2. Example of temporal smoothing of backlight pixel trajecto-

ries for the ChristmassTree video sequence.

• Estimated luminance, i.e., pixel-wise luminance values esti-

mated as in (5).

• Measured luminance, obtained using a Canon EOS700D DSLR

camera to acquire an HDR picture of the display. The gener-

ated images have been photometrically calibrated using a Mi-

nolta LS-100 luminance meter to store the real emitted lumi-

nance. This operation has been done both for built-in rendering

and for the proposed dual modulation algorithm.

4.1. Fidelity of Reproduction

To gauge the fidelity of HDR reproduction, the measured luminance

values are plotted against expected luminance values for 7 differ-

ent HDR contents from Fairchild database [16]; namely, AirBel-

lowsGap, DevilsBathtub, HancockKitchenOutside, MasonLake(1),

PaulBunyan, RedwoodSunset, and UpheavalDome. Example plots

can be seen in Fig. 3. Notice that the built-in rendering method pro-

vides lower luminance and higher scatter compared to the proposed

rendering algorithm. The fact that the luminance emitted with the

proposed algorithm matches the expected one (points clustered on

the 45◦ line) demonstrates the higher accuracy of our rendering. In

order to have a more quantitative evaluation, Pearson Correlation

Coefficient (PCC) and Root Mean Squared Error (RMSE) indexes,

measuring the linear dependence between two variables and the vari-

ance of estimates, respectively, have been computed and reported in

Table 1. As it can be seen, the results of the proposed algorithm are

more precise than built-in rendering for each content.

(a) AirBellowsGap (b) RedwoodSunset

Fig. 3. Plots of measured luminance vs. expected luminance

4.2. Fidelity of Estimation

In order to assess the emitted luminance estimation accuracy, the

measured luminance values have also been plotted against the esti-

mated luminance values. We report as an example, the scatter plot



Table 1. Correlation results for luminance measurement for ex-

pected luminance and measured luminance.

Built-in Proposed
PCC RMSE PCC RMSE

AirBellowsGap 0.9807 311.16 0.9924 65.61
DevilsBathtub 0.8692 96.17 0.9089 59.61
HancockKitchenOutside 0.9400 103.88 0.9572 36.89
MasonLake(1) 0.9159 188.41 0.9312 76.10
PaulBunyan 0.9633 143.73 0.9703 37.83
RedwoodSunset 0.9933 107.69 0.9936 20.83
UpheavalDome 0.9782 142.11 0.9798 37.17

Fig. 4. Plots of measured luminance vs. estimated luminance. These

results are presented only for proposed rendering.

for the AirBellowGap image in Fig. 4, and quantitative results us-

ing the same indexes as in Section ?? in Table 2. As the correlation

scores and example figure indicate, the estimated luminance values

are very close to 45◦ line and provide very high correlation rates.

4.3. Temporal variation

As discussed above, small high-frequency variations in the backlight

across time may produce flickering in the displayed HDR video. In

order to measure temporal variation in the backlight produced our

rendering method, we compute the temporal perceptual informa-

tion index (TI) defined in ITU-T Recommendation P.910 [20] on the

backlight images. TI is computed as:

TI = max
f

(

std(BLf −BLf−1)
)

, (9)

where std denotes standard deviation computed over space, and f
denotes frame number.

Table 2. Correlation results for luminance measurement for esti-

mated luminance and measured luminance, using the proposed ren-

dering method.

PCC RMSE

AirBellowsGap 0.9937 62.83

DevilsBathtub 0.9089 59.61

HancockKitchenOutside 0.9575 36.40

MasonLake(1) 0.9312 76.10

PaulBunyan 0.9695 38.29

RedwoodSunset 0.9947 23.86

UpheavalDome 0.9815 40.00

0 50 100 150
0

10

20

30

40

50

Frame number

S
ta

n
d
a
rd

 D
e
v
ia

ti
o
n

framewise

N = 11

N = 31

Fig. 5. Standard deviation change with respect to frame number for

Market3 sequence

Table 3. TI for different video contents. (BL: Balloon, CT: Christ-

massTree, FE: FireEater2, MK: Market3, TB: Tibul2)

Rendering BL CT FE MK TB

framewise 30.68 184.79 85.37 49.92 142.61
N = 1 27.32 184.28 63.38 49.18 127.43
N = 11 27.00 115.13 67.41 33.05 76.29
N = 21 18.44 74.20 48.65 35.72 54.07
N = 31 18.92 44.51 39.66 32.63 55.53

We compute TI for 5 different video sequences, namely Bal-

loon, FireEater2, Market3, Tibul2 [21], and ChristmassTree [18,19],

rendered using both the frame-by-frame algorithm described in Sec-

tion ?? and the video algorithm described in Section ??. For the

latter, we consider different windows size N = 1, 11, 21, 31, where

N = 1 corresponds to frame-by-frame processing with the only dif-

ference that LED’s are initialized using previous LED values. The

frame-wise standard deviation for Market3 sequence is illustrated in

Fig. 5. As expected, increasing the window length N reduces the

standard deviation of frame difference. To compare the results, the

TI of each video sequence are reported in Table 3. Again, TI values

are dropping with increasing window length. Interestingly, tempo-

ral variation is already significantly reduced by only constraining

the initialization for each frame LED’s to be the same as the pre-

vious frame (N = 1). These results show that the proposed HDR

video rendering algorithm can effectively reduce the effects caused

by temporal variation.

5. CONCLUSION AND FUTURE WORK

In this work, an HDR image and video frame reproduction algorithm

is presented. The proposed dual modulation method can reproduce

HDR content and estimate the emitted luminance accurately. The

algorithm employs a sliding window-based filter to avoid flickering.

The fidelity of reproduction of HDR luminance and the accuracy

of emitted luminance estimation have been tested, and our results

show that the proposed algorithm can reproduce HDR content with

high precision. As future work, it will be interesting to extend our

method to color as well, and to assess its performance by means of a

subjective test campaign.
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