A Dynamic Structural Model of Labor Supply and
Educational Attainment

Wayne-Roy Gayle
University of Pittsburgh

October 2006

Abstract

This paper develops and estimates a dynamic structural model of labdy sunab
schooling to investigate the process by which a cohort of males from th& R& &ccu-
mulate human capital via formal education and labor market participation. Ebecti
cal model provides a detailed treatment of the economic costs, benefitheardainties
associated with the schooling and labor supply alternatives faced byduodis. In partic-
ular, the model explicitly accounts for the simultaneous choice of enrollingiod@nd
working. It also allows for endogenous leisure choices, intertemparadeparabilities
in preferences, aggregate skill specific productivity shocks, gatgeconsumption price
effects, and individual heterogeneity. Times spent on schooling, imgriand leisure
are treated as continuous choice variables. The estimates from the madetaused
to conduct simulation exercises to evaluate policies that are aimed at affecirking
while enrolled in school and equating school quality across races. €édudts indicate
that these policies may have significantly different effects on diffemial groups.
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1 Introduction

Over the last three decades, there has been an increasidgfrgoung individuals participat-
ing in the US labor market while actively enrolled in schodung individuals are increasing
their incidence of labor market participation, and the amai hours worked while enrolled
in school! This trend has generated growing interest in the possitieddiate and long run
effects of working while enrolled in school on education#himment and future labor market
opportunities. On one hand, there is the concern that andivee amount of working while in
school may hinder academic performance and increase drajtes, thus jeopardizing future
opportunities: On the other hand, working while in school may improve a yoinaiyidual’s
time organizational skills, sense of responsibility anil sgteem, which in turn are traits that
may be rewarded in the labor market in the future. Furtheemaorking while in school
produces immediate work experience and cash that may betaisiednce their studies.It

is not obvious which of these two opposing effects dominHtmay be that the net effect of
these opposing forces varies over different groups of yoodigiduals.

This article develops and estimates a dynamic structuraemaf schooling and work
decisions to investigate the process by which a cohort ohgamales accumulate human
capital over their life cycle. The theoretical model presda detailed treatment of the eco-
nomic costs and benefits associated with the schooling dod saupply alternatives faced by
individuals. Specifically, the estimated model explictdlgcounts for the simultaneous choice
of enrollment in school and labor force participation, egelmous leisure choices, intertem-
poral nonseparabilities in preferences, aggregate geltific productivity shocks, aggregate
consumption price effects, and individual heterogeneity.

In addition to accounting for the simultaneous choice ofknamd schooling, the model
treats hours spent on schooling, working, and leisure aseaus choice variablésThis ap-
proach is in contrast to other models (see Keane and WolpBi/,land Eckstein and Wolpin
(1999) for examples) that treat leisure time as exogenotisetndividual, where an increase
in labor supply is equivalent to a decrease in time spent badmg activities if the individ-
ual is enrolled in school. In this framework, an individuahynoptimally choose to sacrifice
leisure and increase time spent on both schooling and labdtahactivities. In this sense the
model is one of optimal intra- and inter-temporal allocatad time among schooling, work-
ing and leisure. The model also allows for flexible speciiamabf preferences with respect
to time allocation. The additional flexibility comes frometlspecification of intertemporal

LA recent documentation of this phenomena is found BacolodHotz (2005).

2This apprehension is reflected in the article entitled “Ldwgirs taking toll on youths, studies say,” by
Paloma McGregor, The Plain Dealer, March 5, 2001.

3This opinion was expressed in the article entitled “Teemsl Rrofit and Loss in Work: Part time jobs bring
experience and cash, but can hinder studies,” by Jacqugdilmeon, The Washington Post, March 28, 1998.

“While some studies model these alternatives as mutuallysivel (Keane and Wolpin, 1994; Cameron and
Heckman, 1999), the growing trend is to allow for interiolusion to choices where individuals simultaneously
participate in the labor market and attend school (see Doai984, Ruhm, 1997, Oettinger, 1999, and Eckstein
and Wolpin, 1999 for examples)



nonseparabilities in leisure.

Recent studies of the life-cycle models of labor supply haressed the importance of
intertemporally non-separable prefereneddotz, Kydland, and Sedlacek (1988) found that
the assumption of intertemporally separable preferenmekeisure is inconsistent with data
for prime-age males. Given that hours schooling activitied leisure are related by the time
constraint of the individual, such nonseparabilities dse #ikely to affect their enrollment
and study patterns. The estimation results indicate tiatrie choices are intertemporal com-
plements. Increases in current hours of leisure increagdsiture demand of leisure. In other
words, an increase in hours of current schooling activiliesreases the future marginal disu-
tility of schooling. This evidence of intertemporal commpéntarity suggests habit formation
by young men.

The primary data used in this study comes from the Nationalgitadinal Survey of
Youth (NLSY79), which is a comprehensive panel data setftitws individuals who were
14 to 21 years of age as at January 1, 1979. The estimationiggehimplemented is a modi-
fied version of the Conditional Choice Probability (CCP) estonaf Hotz and Miller (1993)
and Altug and Miller (1998). This estimation technique af#ofor unobserved individual-
specific effects to be arbitrarily correlated with the obsércharacteristics in the model. The
model employs a fixed effects method of controlling for ureled heterogeneity. Other mod-
els of education, such as Eckstein and Wolpin (1999) cofdraohdividual-specific effects by
way of a random-effects, finite mixture specification. Thessniques typically require that
the investigator make strong independence assumptionseorekationship between the un-
observed covariates, and their observed counterparts.csteof the flexibility allowed by
a fixed effects specification is the resulting incidentalpagters problem. We argue, using
previous results (Altug and Miller, 1998; Gayle and Mill2Q03) and evidence from the data
used in this paper that these biases are likely to be small.

The incidence of working, the number of hours worked, andnilvaber of years that
young men spend working while enrolled in school varies s&maces. Bacolod and Hotz
(2005) documents that the number of years working while ghtsichool increased the most
for young Hispanic men, followed by young black men. Youngchkl men experienced the
largest increase in working while in college. In estimatihg parameters of the model, we
pay special attention to racial differences in outcomesdha not accounted for by the rich
set of observed background variables found in the NLSY78pgestimated individual spe-
cific effects. The theoretical model provides a natural s of these unexplained racial
variations into preference differences and statisticatritinination (Altonji and Blank, 1999).

The empirical results indicate that, conditional on emngll young black males are likely
to spend more time on school activities than white males.ngadispanic males are likely
to spend less time on school activities white males. Funtbeg, young black and Hispanic
males are less likely to be promoted from the grade levelybang white males. These young

5See Hotz et al., 1988, Eichenbaum et al., 1988, Altug andeMill998, Imai, 2000, and Gayle and Miller,
2003 for examples.



minority males either repeat the grade level or drop outlebstduring the school year. These
racial differences remain significant after the inclusibthe rich set of demographic variables
and measures of ability that are found in the NLSY79, as welingasures of unobserved
individual specific characteristics. The lower probapitf grade promotion for blacks and
hispanics is interpreted as statistical discriminatioth@school environment. In the paper we
argue that this grade promotion probability gap is a measiitiee differences in the quality
of schools that blacks and Hispanics attend as against #dgygof schools that whites attend.

Controlling for racial differences in wages, and the aforetiomed racial differences
in study patterns and grade promotion propensities, thdtsegadicate that young black and
Hispanic males are more likely to enroll in school. This likeod of enroliment is higher for
blacks than for Hispanics. Furthermore, blacks and Hisysaaie likely to spend more hours
on leisure than their white counterparts, with blacks spendcore time than Hispanics. In
the framework of the model these differentials in propgnsitenroll and consume leisure are
interpreted as racial differences in preferences overduigpand leisure. Interestingly, the
results indicate that there are no racial differences irptbpensity to participate in the labor
market.

The model is solved and simulated in order to analyze thetsffi various hypothetical
policies. The first policy analyzed is one where the govemtrsabsidizes students who de-
cide not to participate in the labor market. The simulatedits indicate that this policy does
very little in affecting the level of education, labor matrlkexperience, and wages on young
men. The second policy analyzed is one where the school &traiion adjusts the school
curriculum so that young men who enroll necessarily spencertime on school activities.
Such a policy can be achieved by increasing the number ofshauschool, increasing the
number or difficulty of assignments, after school prograsn§aturday (Sunday) classes. The
results indicate that such a policy has significant poséiftects on whites and Hispanics, but
not on blacks. The level of education and wages for whitesHisganics increase signifi-
cantly, while their level of experience reduce by a smalkncpntage. On the other hand, the
level of education of blacks increase only marginally. Therel of experience decreases dur-
ing school years, and increases for post school years. Tiresdt is that wages for blacks
flatten out over the life cycle.

The final simulation exercise analyzes a situation wheredacatuality of blacks and
Hispanics are equated to those of whites. The results itedtbat this policy has significant
positive effects on the level of education and wages of [dadie effects of this policy on
Hispanic are positive but much more modest than that forkislac

The rest of the paper is organized as follows. In the nexi@meave present the basic be-
havioral model. We then discuss the solution of the mode¢atisn (3) and describe the first
order necessary conditions for optimality that will be usedstimation. Section (4) discusses
the construction of the sample used in estimation, and @e¢d) discusses the empirical
methodology implemented in estimation of the parameteratefest. Section (6) describes
the estimation of the consumption function and discussemhpirical findings. Section (7)
discusses the estimation of the wage equation and the eaddindings. Section (8) discusses



the estimation of the time spent on schooling activitiesthedransition probabilities. Section
(9) presents the methodology used to estimate the conditatoice probabilities and their
corresponding derivatives, which are needed to estimat@ithference parameters. Section
(10) presents the moment conditions and correspondinglsaanplogs that are used in es-
timating the preference parameters of the model, as welisasiss the empirical findings of
the model. Section (11) presents the method of solving thamyc programming model and
discusses the policy simulations. Section (12) concludes.

2 The Theoretical Model

This section develops the theoretical framework that isluseinvestigate how individuals
allocate time between human capital accumulation, labaketgarticipation, and leisure.

2.1 Environment

The model is set in discrete tintec {0,1,---,T}. We assume that there exists a continuum
of individuals on the unit interval [0,1]. Associated withah individual is &K-dimensional
vector of exogenous covariates, denatgdwhich is assumed to be independently distributed
over the population with known cumulative distribution &tion Qo(z+1|znt). In each period,
individual n € [0,1] is endowed with a fixed amount of time normalized to one. Hetmus
choose how to allocate this unit of time between leidyrethe time spent on labor market
activitieshp;, and the time spent on school activitggs

1= lnt+ hnt + Snt. (2.1)

Definedl, = 1¢y,~0, andds = 1,0y Where %, is the indicator function equal to one if
the event in parentheses occurs and zero otherwise. Thamarigle composite consumption
good in the economy which is consumed and traded by all iddals. Letc,; denote this
composite good.

We assume the model has a Markov structure, in which theichda does not need to
remember the full history to solve this problem, but only mmsuary statistict, belonging to
a finite vector spacg’. In particular, definghnt_p, - - - ,hnt—1) as thep-dimensional vector of
past labor supply outcome@ni—p, - - ,Sht—1) as thep-dimensional vector of past time spent
on schooling activitiesqy; as the highest grade completed by individaals at the beginning
of t, andEy; as the total years of labor market experience accumulateddyidual n as at
the beginning of periotl Define alsdcnt—p, - - - ,Cnt—1) to be thep-dimensional vector of past
consumption. Then the typical observed state vector faviddal n at timet is given by the



(3p+ k+ 1)-dimensional vectr
Xnt = (hnt—pv' o 7hnt—1asnt—p7" ' 7Snt—1,Snt—p+la"' 7S1tacnt—p7"' 7Cnt—17Ent—paz:1tX/2'2)

Given that individuah has chosen to enroll in school, he may or may not complete that
grade level. If he does complete the grade he is currentlglledrin, his level of education
increases by one grade. Otherwise, his level of educatioaires unchanged. The probability
that an individual advances a grade level given that he hadleth in school at the beginning
of periodt is denoted byF (Xqt).

2.2 Technology

We assume that the individual has access to a sector speciflagiion technology in each
period where, if he works in sectgr= 1,--- ,J, he produces a quantity of the outpug;jhn:.
Here,wyj is marginal product of labor of individualat timet with skill level j. It is assumed
thatwyj is composed of exogenously determined time specific aggregate skill prigg an
individual specific, time invariant productivity effeqt,,, and a skill specific function of his
stock of human capital, his socio-economic charactesistitd other state vectorg{xnt):

Whtj = G, jHnYj (Xnt), (2.3)

Thus pnyj (Xnt) is the number of efficiency units of labor supplied by the vesrger unit of
time in sectorj, while wy  is the time specific aggregate price of skill in segtor

2.3 Choice Set

This model falls within the class of mixed continuous ana e Markov decision processes.
The continuous choice variables in this model @géhnt,andsqt. If hyt = O, individualn does
not work at timet. Otherwise, the individual works for the fraction of tirhg > 0. Likewise

if sit = 0, individualn does not attend school at timheOtherwise, the individual studies for
the fraction of timesy; > 0. Define the discrete choice variables for each individual0, 1]

attimet € {0,1,--- | T}:
otherwise ’

dn’[O = {
"= 0 otherwise ’
dp={ 1 if df, =0 andds; =1
"e=1 0 otherwise ’
s = { 1 ifdl =1anddS, =1 .

B O

0 otherwise

6To conserve on notation in what follows, we will ugg to denote any subset of this vector.
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2.4 Preferences

Similar to models such as Heckman (1976) and Eckstein an@giw(l999), we assume that
attending school provides some consumption value to thigithal. Learning may be di-

rectly valued by the individual, and social interaction vint the school environment may
provide positive consumption value. However, in this speaiion, this consumption value
of attending school is not confounded with the loss in ledsilue to schooling activities since
leisure is modelled directly. We specify the contemporaseatility of attending school as
follows:

Unt1 = Uz(dpg, Xnt)- (2.5)

Similarly, we assume that there is a utility associated Wathor market participation. We
specify this contemporaneous utility of labor force papttion as follows:

Untz = Up(d, Xnt). (2.6)

Preferences are assumed to be additive in consumption esudegbut not separable with
respect to leisure over time. The contemporaneous utililgisure is therefore given by:

Untz = US(Xnta Int)- (2.7)

The utility of leisure is specified to be dependent on curieisure level and the level of
leisure consumed over the lgsperiods!. We assume thag is increasing and concaveliq.
The utility derived from the consumption good in times also assumed to be increasing and
concave ircy; and is denoted by

Unta = Us(Cnt, Znt)- (2.8)

We introduce a vector of choice specific utility shiftéesyo, - - - ,€n3)’, which are as-
sumed to be independent oV@xt) and drawn from a population with a distribution function
Q1(ento, - -+ ,Ent3)- They are interpreted to be choice specific, time-varyirgyatteristics that
partially determine the utility associated with the cop@sding alternatives and unobserved
to the econometrician. L@t< (0,1) denote the common subjective discount factor, Bynde-
note expectation conditional on the information set at 8afehe expected discounted lifetime
utility of individual n is given by:

T 4
Eo{ t; B [kzldntk(untl +Unt2 +Unta + Unta + Entk)] } (2.9)

"The lags in leisure are not specified explicitly here siné®atsubset of the state vectog by equation (2.1)



3 The Optimization Problem

The inclusion of an aggregate component in marginal produletbor (2.3), complicates es-
timation. To make the model empirically tractable, we assuihat markets are competitive
and complete. Agents are price takers and there are notst®in the market for the con-
sumption good, labor supply and loans, a common interestaatng borrowers and lenders,
and that a rich set of financial securities exists to hedgenagancertainty. This assumption
incorporates uncertainty in a sufficiently simple manneat teads to a tractable econometric
model. Competitive and complete capital market assumptmswged by Ben-Porath (1967),
Blinder and Weiss (1976), Heckman (1976), and Shaw (1989nha&tyae life cycle models
of human capital accumulation. This assumption was alsentgcused by Altug and Miller
(1990), Altug and Miller (1998), and Gayle and Miller (20a8)estimate life-cycle models of
consumption, labor supply and fertility decisions with eegate shock.

One key restriction that the assumption of competitive asdmete markets places on
the model is the lack of any binding borrowing constraint. wafing constraints are popular
considerations in the study of educational choice. It is@espread postulation that borrow-
ing constraints critically restricts economically disadtaged individuals from obtaining the
level of formal education that they would have attained otiee. However, the empirical
evidence does not support this view. Cameron and Heckmar®(1998) conclude that it is
the long-term influences of family and environment that actdor ethnic and racial dispari-
ties in school attendance, and not short term liquidity transs. Keane (2002) conclude that
borrowing constraints have little effect on college at@mck decisions. In the light of these
and other evidences, we abstract from any consideratioliguidity constraints and thus the
assumption of competitive and complete markets presesel @s an appealing approxima-
tion.

Under the assumptions of competitive and complete marketsappeal to the funda-
mental welfare theorems which allows us to recast the opétitin problem as a social planner
problem. The objective function of the social planner iswiegghted average of the expected
discounted utilities of each individual n given in (2.9).éelsocial weight attached to an indi-
vidual is given byn; 1. The optimization problem of the social planner is subjedti time
allocation constraint for each individual (2.1), as welllas production technology available
to each individual as reflected in (2.3). Defibdo be the lebesgue measure that integrates
over the population. The aggregate feasibility conditegiven by:

1
/0 [Cot + @nt + Tht — WnthndL(n) <0, t€{0,1,---, T} (3.1)

whereay is the individual savings at tinte or the value of claims to peridd+ 1 consumption
net of the claims to timé consumption.tgy is the direct schooling expenses incurred by the
individual if he chooses to enroll in periad



The Pareto optimal allocations are found by maximizing

1T 4
Eo{ /0 t; Btrlﬁl [kgldntk(Untl +Unt2 +Unz + Unta + Sntk)} dL(n) } , (3.2)

subject to (3.1) and (2.1) with respect to sequences forwopson, schooling, and labor
supply{cnt, Snt, hnt }{_o for all individualsn € [0, 1].

3.1 Optimal consumption

DefineB'A; as the Lagrange multiplier associated with the aggregaisiliity constraint in
equation (3.1). Given the assumption of an interior sofufm consumption allocation, the
set of necessary conditions characterizing optimal copsiomallocation are given by

0uz(Cnt, Xnt)

acnt = nnAtu (33)

forallne [0,1] andt € {0,---,T}. Under the assumption of contemporaneous separability of
consumption from education and labor supply choices, (aB)be used to solve for individ-
uals’ Frisch demand functions which determines optimakoamption allocation in terms of
the time-varying characteristicg; and the shadow value of consumptigg\;. Assume that

the utility derived from consumption takes on the followgaggmented CRRA specification:

a
Gt

. (3.4)

us(Cnt, Xnt) = 9(Xnt)
Then condition (3.3) takes the form
g(Xnt)C - = Nnt. (3.5)

Multiplying (3.5) by a ¢, gives the following alternative representation of the iadi con-
temporaneous utility derived from consumption:

NnAt

U3(Cnt, Xnt) = Cnt- (3.6)
The empirical strategy comprises of estimating the pararaetf the utility functiorus from
(3.3) and (3.4) to obtain estimates of the individual speeieightsn,, as well as the Lagrange
multiplier A;. These estimates are then substituted in (3.6), which igrim gubstituted into
the social planner’s objective function (3.2).

Under the assumption that none of the consumption good itedas the optimal allo-
cation, the first order necessary condition with respediedtie lagrange multipligd‘A; gives
the optimal consumption allocation for each individual

Cnt = Wnthnt — 8nt — Tht. (3.7)
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3.2 Optimal schooling and labor supply

Characterizing the optimal labor supply, leisure and sdhgalecision is more complicated.
The optimal schooling and work allocations are confoundgdhe constraint imposed by
(2.1). In particular, in any period, increasing both sciraphnd labor supplied by individual
nnecessarily leads to a decline in the level of leisure emjdyethat individual. Consequently,
the optimal allocation of labor supply, education and Iestannot be separately solved for
as in the case of optimal consumption allocation. Followidig and Miller (1998), the
conditional valuation functions associated with the digerchoices on individuad in period

t is defined as:

T r—tr<3 d (U +U
Viti+E€nti= max E ZVZEB (% =0 nri(Unro +Unna } 3.8
R Nt t{ +0a Ay (Wnthne — @nt — Tiat) + €nrk) [Ontj = 1] (3:8)

Let dr?tj be the socially optimal decision by individualin periodt. The termVyj + €nj
denotes the social value from individuathoosing alternativg at timet. Accordingly, indi-
vidual n's choice of alternativg at timet is optimal if

1, if Vntj+&ntj > Viik+ € VK+# |
0 _ ) ntj ntj ntk ntk
i { 0, otherwise ' (3.9)

Let h%, ands®; be the optimal interior choice of labor supply and study tir@éven that it is
socially optimal for individuah to work in timet, h% must satisfy

aVntj _
Ohnt

0, for j=1,3. (3.10)

Likewise, given that it is socially optimal for individualto enroll in timet, 3, must satisfy

aVnt J _

0, forj=23. 3.11
e j (3.11)

In order to express the conditional valuation function remely, definepnj to be the proba-
bility of individual n choosing optiorj in periodt conditional on the information set available
to him in perioct

o Vintj—VhtotEntj Vitj—Vhta+Entj
Prt E/ / / dQ1(&nto, -, Ent3)- (3.12)
—o00J—0

—00

The information set available to individualat periodt is composed of the observed state
vectorxnt, and the unobserved individual specific and aggregate shiocgroductivity and
consumption. Define this state vectorig = (X, ln, Nn, At, 61, - -+, xy)’. Define alsoﬁl,i1t

to be the set of all possible realizations of the state vdotoindividual n ati periods aftet

given the realization of the state vectdy; at periodt. Correspondingly, IeFj(kIJﬂt)NJm) is
the probability that the state vector of individualn periodt +i is LIJ,(:t), given that his state

9



vector in period is Wy and he chooses alternatiyen periodt. Then from equation (3.9),
the conditional probability that alternatiyjeis chosen byn in periodt in equation (3.12) has
the following alternative representation

Prtj = Pj(Wnt) = E[dfyj|Wnd, (3.13)
and Hotz and Miller (1993) prove the existence of a mapging|[0, 1] — [ such that
¢k(pk(q"nt)) - E[entk’lpntvdr?tk: 1]7 ke 07 73' (314)

Therefore, the conditional valuation function has thedwihg recursive representation:

Vhtj = Ma¥,>0 {UntO +Unt1 + 0N nAt (Wnthnt — ant — Tt

(3.15)
+B [ pXWCI [Zi’:o Prt+1k(Vit-1.k + O Pk(‘“r(#))))] F (Wit q”nt)} |Gt = 1}-

Finally, the optimality conditions for interior solution tabor supphyh (3.10) and study time
2 (3.11) are given by

N (Vi D
a;ﬁl + na}\tht — _B{ z‘P&Peﬂﬁt [ZE:O [pntk+1 ( t+17k+g3r:<n(tpk( t))
dpn
+ PP\ ke Ok(PR(WRO)))] F (WhY [ Who) (3.16)
OF; E11> n
+ 3o Prts 1k(Vat 1k + ¢k(pk(w§1%))))ﬁ(+,ﬂ‘q)t)} |dntj = 1}, and,

O(Vhtr1.k+dk(P +r(11)
aUnttl B{ z E]:tl) ﬂr:]lt |:z3 |:p t ( t+1,k k(t k( t )))
0pn ]7

OSnt
wd)
+ 570 Pt kVits o+ Ok(pe(Wi ) LA = 11,

for j = 1,3, andj = 2,3 respectively. The first condition in (3.16) says that theauerent
benefit from an additional hour of work is equal to the prestistounted value of future
utility costs of that additional hour. The current marginglity from an additional hour of
work is equal to the net of the utility cost of leisure forgpamd the consumption value of
the additional goods and services produced. The futureevaflan additional hour of work
is decomposed into three main components. The first term @RS captures the direct
effect of an increase in hours worked on future productigitg future utitily. Future utility is
directly affected because of the assumption that curreshfre leisure are intertemporally
nonseparable. Future productivity is affected by the agsiam that current labor force par-
ticipation enhances human capital, which is reflected imdriguture marginal productivity
of labor. The second term on the RHS captures the indireattedfe future utility by current
hours worked through its effect on future probability of daymnent. The third term on the
RHS accounts for the indirect effect of current hours workedéudure utility through its effect
on the transition probability. The probability of being proted a grade level given that the
individual is currently enrolled is assumed to be dependaritours worked.

10



4 Data

The data is taken from the 1979 youth cohort of the Nationaiditndinal Survey of Labor
Market Experience (NLSY79), a comprehensive panel datéhaetfollows individuals over
the period 1979 to 2000, who were 14 to 21 years of age as obdpayu1979. The data set
initially consisted of 12,686 individuals: a represenatsample of 6,111 individuals, a sup-
plemental sample of 5,295 Hispanics, non-Hispanic blaahkd,economically disadvantaged,
non-black, non-Hispanics, and a supplemental sample &01nilitary youth. Interviews
were conducted on an annual basis though 1994, after whaghatiopted a biennial inter-
view schedule. This study makes use of the first 16 years efiews, from 1979 to 199%.
The data is restricted to include males and to exclude refgyas with missing observations
on the highest grade level completed that cannot be readvétle high confidence from other
data information. A list and description of the variablesdis the model is presented in Table
1. Table 2 presents summary statistics of the sample usédsistudy. Attrition accounts for
a loss of approximately 22 percent of the individuals betw®#@79 and 1994. However, the
largest loss occurred between 1990 and 1991, late in thelsgrapod.

5 Estimation Method

The empirical analysis employs a multi-stage version ofdbweditional choice probability
(CCP) estimator developed in Hotz and Miller (1993) and extelrily Altug and Miller (1998)
and Gayle and Miller (2003). We outline the estimation sggtof each stage in turn. The
parameters of the model can be estimated from the optimaditglitions derived in section
(3). First, there is contemporaneous separability betweasumption and labor supply in the
utility function. Given that consumption is measured witftoeand that the measurement error
is uncorrelated with the information set of the individule consumption function can be
estimated separately from the equations characterizitimapdiscrete choice to provide first
stage estimates of the of the shadow price of consumptionileé®ly, assuming that observed
wages are noisy measures of the marginal product of labareMihe measurement error is
assumed to be independent of the information set of theioha over time, the parameters
of the marginal product of labor can be estimated separtaty the other parameters of the
model.

Examination of equations (3.15) and (3.10) in section (8jgest that estimation of the
conditional choice probabilitiegg: and their derivatives with respect to hours workgdand
study times,; are required. These quantities are estimated nonparaaibtrand substituted
into the necessary conditions for optimal choice and hdlosation. The technique employed
here also requires that the transition probabilities beneséd. The remaining parameters of
the model are estimated by nonlinear GMM, where the momendlitions are formed as

8Appendix 1 provides a detailed discussion of the data coastn and sample restrictions.
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sample analogs of equations (3.9), (3.16) and (3.17). Shedirst stage regressions are of
interest in their own right, we discuss them in separataémest

6 Consumption

Estimation of the marginal utility of consumption requifegher parametrization of the utility
of consumption given by equation (3.4). We assumedtat) has the following parametriza-
tion:

9(Znt) = exp(XyB1), (6.1)
The first order necessary conditions for optimal consurnitocation are then given by:
exp(XyB1)ch T = Nnht. (6.2)

The necessary conditions (6.2) and (3.7) provide the kewteans for the estimation of the
shadow value of consumption and the individual specific effect,. Taking the natural log
of equation (6.2) and rearranging results in the followiggation

In(cnt) = (1—a) " xB1— (1—a) "t In(nn) — (1—a) "t In(Ay). (6.3)

Assuming that observed consumptiogn i$ measured with error so that; = cne’™, where
Cnt is the true level of consumption, aBdvne| X, Nn, At] = 0. LetA denote the first-difference
operator. Taking first difference of equation (6.3) andnaaging, we have that

Avpe = AIn(Ey) — (1—a) 1AXB1+ (1— o) tAIn(Ay). (6.4)

Equation (6.4) is estimated by the efficient GMM. The estadatsults in Table 3 indicate that
consumption increases with the size of the family, averagely income, and the average age
of the family. Consumption decreases with the level of uneyrpent local to the residence
of the individual. Table 3 also suggests that for a givenll@ieeducation, consumption
is increasing and concave in the age of the individual. Foivangage of the individual,
consumption is decreasing and convex in the level of edutati

The first panel of Table 5 reports the estimated log changggnegate prices with the
corresponding standard errors. The graph along with the &&dtidence interval are also
presented in Figure 1. These figures show that the changegiegate prices are estimated
precisely. The figure also show that there are significanatran in the time effects. The
simple F-test reject the restriction thdt— o)~1In(Ay) = --- = (1—a)~LIin(A7) at the 99%
confidence level.
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7 Wages

Assume that the time varying component of the individuatglpctivity function has the rep-
resentation:

Vi (Xnt) = exp(XyB2j)- (7.1)

Observed wages are assumed to be noisy measures of theahprgotuctivity of labor, where
the multiplicative error term is assumed to be conditignedbependent over individuals, the
covariates in the wage equation, and the labor supply decisi

Wt j = @ j in €XP(X¢B2;) exp(ent). (7.2)

The individual specific effects captures absolute advantdghe individual in the labor mar-
ket (Willis, 1986). Assume that human capital comes in twiet; an unskilled typeg & 1)
and a skilled type j(= 2). The skilled group is defined as having at least 16 yearsrofdi
education. All occupations in the economy are sorted adiesse groups according to the
level of education required to carry out the task. Workeesaassumed to be perfect substitutes
within, but not across efficiency units. Since the model hmpanel data framework, we do
not need to assume that schooling and employment choicesd@mendent of the individual's
ability as captured by the individual specific effect. Thasn contrast to the model proposed
in Willis (1986). The absence of this restriction serves ltmimate the problem of sample
selection caused by ability bias.

Another key consideration in the estimation of equatio)7s whether there is the
need to estimate separate models for the different racalpgy. The results of Neal and
Johnson (1996) and Altonji and Blank (1999) indicate thatidinge majority of the wage gap
between races in the NLSY is due to differences in measurabilifies (AFQT scores) and
family background (parents education). Since these measare time invariant, a suitable
transformation of a single wage equation provides accastimate in the pooled data.

Taking logs of both sides of equation (7.2) and taking firfedence gives the following
equation:

Defineeyt to be equal one if individual is belongs to efficiency unit 1 in periddLikewise,
defineenz to be equal one if individuah is belongs to efficiency unit 2 in periad Equa-
tion (7.3) is estimated by the efficient GMM. The skill specifoefficients are obtained by
interacting the explanatory variables with these indicatiables for each skill group. The
skill specific aggregate effects are also obtained by interg the time dummies with these
indicator variables.

The estimated results for the wage equation are reportedlle ®. The positive coeffi-
cients on lagged hours indicate that there are positivengtio on the job training. Also, the
effect of past hours worked on current wages decline witth&rrlags. The declining magni-
tude and significance of lagged hours worked is consistehttiwe conjecture of depreciation

13



in human capital. The returns to on the job training are higbeskilled workers than for

unskilled workers. At 2000 hours per year, the wage elagtidithe first lagged hours is 0.04
for low skilled workers and 0.06 for high skilled workers. \WMever, the wage elasticity of the
second lagged hours is 0.01 and 0.02. These qualitativég@sa in line with those found in
Miller and Sanders (1997), Altug and Miller (1998) and Gagthel Miller (2003).

The coefficients on the education and experience variabéesllestimated highly pre-
cisely, with the exception of education squared for lowlskilworkers? The coefficient of
squared education is positive and significant at the 1% kevehe high skilled group, indi-
cating nonlinearity in marginal returns to education. Wel fimat the coefficient on the inter-
action term between education and experience is positievioskilled workers and negative
for high skilled workers, both significant at the 1% level.igbBuggests that in terms of the
productivity of young males, formal education and labor keaexperience are compliments
in the low skilled sector, and substitutes in the high stibector.

The flexibility of the specification of the wage equation atdlows for some hetero-
geneity in the returns to education. It allows for compa&eatidvantage with respect to human
capital in the labor market to be manifested through difiees in patterns of schooling and
employment. At first glance marginal return to educationtdoth the skilled and unskilled
sector seem very low. Indeed, the calculation would produmarginal rate of return of 0.024
for low skilled workers and 0.069 for high skilled workersaxje 30 in the sample. Table 4
of Card (1999) lists the estimated marginal returns to edoucddund in a number of studies.
The marginal returns to education found here are lower thaset other estimates. However,
these other studies do not account for growth in skill speeifigregate wages. When the
average growth in log aggregate wages in included in thautzion, the estimated marginal
return to log wages increases to 0.044 for low skilled waskeard 0.217 for high skilled work-
ers of age 30. The estimated marginal returns to educatitabie 4 of Card (1999) all fall
within the range.

The last two panels of Table 5 report the estimated changesskilled and skilled piece
rates. These series are also plotted in Figures 2 and 3 alidmgheir 95% confidence bands.
The changes in unskilled piece rates ar less precisely &stdrthan the changes in skilled
piece rates. Two separate hypothesis tests are perfornmedfir$t is an F-test of the restric-
tion of equality of all the aggregate effedidn(wp1) = --- = Aln(wr1) = Aln(wyp) = -+ =
Aln(wr2). The second is an F-test of the restriction of a single sdtra# varying aggregate
effectsAlIn(wp1) = Aln(wpy), - - ,Aln(wr1) = Aln(wr2). Both restrictions are rejected at the
99% level.

9Because most individuals in the sample have no breaks irofingauntil they have completed their total
level, identification of level of schooling in a first diffexee model is fragile at best and is excluded from the
specification. We exclude the level of experience for theeseznson.
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7.1 Individual-specific Effects

To estimate preference parameters of the model we needitoagstthe individual specific
effectsn, andp,. They are estimated from the residuals in the log-lineasives of con-
sumption and wage equations (6.3) and (7.3) respectivelhesd estimators are subject to
small sample bias wheh is small. However, Hotz et al. (1988) provide Monte Carlo evi-
dence that the small sample bias caused by using such fifextseéstimates in computing
the remaining parameters of interest are quite small foreraid to large sample sizes. Al-
tug and Miller (1998) and Gayle and Miller (2003) estimate ffarameters of their structural
model under two assumptions on the fixed effects. The firstadriaditional definition. The
second assumes that fixed effects can be written as funigiohabserved covariates. Under
the second assumption, consistency of the other paranoétérs model is achieved. In their
studies, the resulting estimates of the structural pararsetere very similar, and lead to the
same conclusions. This also indicates that the bias indogethploying estimates of the tra-
ditional fixed effects is quite small in these models. Thawesties ofu, andn, are calculated
from samples wher&; = 15 andT, = 12 respectively. Hahn et al. (2001) suggests that these
sample sizes are actually large, implying that the bias e$ehestimates are expected to be
small.

The fixed effects estimators of(jm,) and Inny,) are obtained as simple time averages of
the estimated residuals of the consumption and wage eqsatio

8 Study Patterns and the Probability of Grade Promotion.

8.1 Study Patterns

In 1981, the NLSY79 collected information on the patternsa¥fool activities of the respon-
dents that are enrolled in school. In particular, the NLS¥8Red the respondent about the
amount of hours they spent in school during the week befararterview date. They also
asked whether or not the time they reported is typical or aad, if no, to report the typical
hours spent in school. The respondents also reported thberush hours they spent study-
ing outside of school during the week before the intervieteddhese responses are used to
construct yearly measures of the time spent by individualsahool activities. We show that
one can get reliable estimates of time spent on schoolingitaet from this data. We call
this time spent on schooling activities study time. Cleahig includes not only the time the
individual spends actually studying, but also time the studhllocates to activities related to
school, both during regular hours of school and outside lobsk

Assume that the study time of an individualin periodt is an exponential function
of observed demographic characteristics and literacycatdrs of the individual, as well as
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unobserved individual-specific characteristics ,

Assume further that observed study time is a noisy measutkeottue study patterns of the
individual, where the measurement error is assumed to fepartient of the regressors.

St = exp(xnBs) exp(en). (8.1)

Under these assumptions, we can consistently estimatéuthe time of individuals enrolled
in school using OLS on the log-linearized version of equa(kl).

To estimate the preference parameters of the model, we needssstent estimate of
study time given that an individual has enrolled in schodlug the issue of sample selection
bias does not affect the estimation of equation (8.1). Amotonsideration is the fact that
individuals were questioned about their study patternsmby one week prior to the interview
period. If the interview is taken at a time where there areegaty academic deadlines such
as exams, then the reported time spent studying may be ateztsHowever, interviews were
administered to different individuals at different timdstioe year. This makes plausible the
assumption that on average, one does not expect to obsevaavunder reporting of study
time in the data.

Table 6 reports the regression of the time spent on schownites. The number of
observations in estimation is 2253. All variables includethe specification are significant
at the 5% level. The F-statistic for the model is 20.47, amdAtljusted R is 11.24%. These
statistics show that the instruments do well, both indigiluand as a group, in capturing
variation in log study time. In particular there is no prablef weak instruments in this
estimation of study time. This issue of weak instrumentsripartant since the predicted
values of study time serve as first stage estimates in allstiators that follow.

The results in Table 6 show that lagged enrollment decisawagositively associated
with study time, with further lags becoming less importafite size of the coefficients indi-
cate also that lagged enrollments decisions are also aqaléeant in explaining current study
time. Lagged hours of work are negatively correlated wittrent study time, with diminish-
ing impact for further lags. The magnitude of these effeotsadso considerable. Individuals
with higher AFQT scores spend more time on school activitisice the AFQT test was
administered in 1980 and the data on schooling activitie®wellected in 1981, there is no
issue of feedback effects of current study time on AFQT stofée results also indicate that
the time spent on schooling activities is approximately tigber for blacks and 10% lower
for hispanics compared to time spent by whites. These dififegs are quite large, working
out to be approximately 154 more hours per year for blackslatdless hours per year for
hispanics at an average of 1400 hours, approximately whatlhe sample.
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8.2 The Probability of Grade Promotion

An individual who decides to enroll in a particular gradediemay or may not be promoted
from the grade. This probability of promotion is of inter@sit own right, and is also a key
ingredient in the final stage estimation. Assume that thobability takes the logit form:

exp(XyBa1) h o expxnBa2)
1+expyBar) " 1+exp(XyBa)’

F(xnt) = (1—df) (8.2)

Similar to the study time regression. What is needed for sb&si estimates of the pref-
erence parameters of the model is a consistent estimate pfdbability of grade promotion
given enroliment. Estimation of equation (8.2) providesith this. In principle, if the en-
rollment decision is correlated with the error term defingaggiation (8.2), then the coefficient
estimates obtained would be biased and inconsistent armbndticive to direct interpretation.
However, the inclusion of AFQT in the regression should astenitigate the level of biased
induced by regressing only on the subset of individuals¢habse to enroll.

Another issue is the choice of separate regressions foetiaf students who choose to
work while enrolled in school and the set who choose not tckwdrile enrolled in school.
This main reason for this specification is to improve the B#ity of the resulting estimated
transition probabilities. However, if the decision to waslcorrelated with the error term that
defines equation (8.2), then the coefficient estimates greotad to be biased and inconsistent.
The inclusion of our measure of labor market ability, thaneated fixed effects from the
wage regression are included to reduce the bias of the @stimaefficients. At the very least
however, the coefficients in equation (8.2) can certainlinberpreted for the relevant groups
of individuals.

A third issue involves the appropriateness of includingenirperiod decision variables
in equation (8.2). The theoretical model assumes that theidual makes his schooling and
employment decisionsi§;, st, d%, hnt) at the beginning of each period conditioned on the in-
formation set available to him at that point in time. The grgdomotion probability function
is known by the individual, and he has control over it in sodamhe has control over the de-
cision variables. However, the uncertainty is not resolwetil the beginning of the following
year. The timing of the model thus makes the petiatbcision variables predetermined in
equation (8.2).

Table 7 reports the result of the logit regression of the abillly of completing a grade
and Table 7.1 reports the corresponding average derigafilee standard errors reported are
corrected for the inclusion of predicted study time. Compaotaof the corrected standard
errors is complicated by the nonlinear specification of tlielys time function and the prob-
ability of grade transformation. The details are presemedippendix 2 for completeness.
The number of observations used in estimation for the twogsdf, = 0, andd}, = 1) are
2216 and 5606, the Likelihood ratio statistics are 400.65 E350.78, and the Pseudd'®
are 15% and 17%. Furthermore, all coefficients except forctrestant term are significant
at the 10% level, and slope parameters, except for 2 ardismmti at the 5% level. Note that
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some variables are dropped from estimation in either granggsiuse of their low precision
and statistical irrelevance.

The results in Table 7 indicate that lagged labor markeiqpation decisions are pos-
itively correlated with the probability of grade promotiohis provides evidence for the
congruence hypotheses. However, the effect is a laggecdt.effied the interpretation varies
slightly from that proposed by D’Amico (1984). The decistorparticipate in the labor mar-
ket in either of the last two periods increases the curreoitbaility of grade promotion by
approximately 5%. The full model will have to simulated t@ sxactly how large this effect
turns out to be on completed education. However, at thiestag clear that a 5% increase in
the probability of completing a grade level is a significarignitude.

We find that blacks have a lower probability of being promaegtade level than their
white counterparts. For the group that works, hispanias ladése a lower probability of being
promoted than their white counterparts. This result is maply the classical drop-out story
of minorities. The interpretation of these coefficients #rat: given two males, one black
and the other white, with the same abilities (as measuredf)Ascores and the estimated
fixed effects), the same hours studied, the same hours woakeldin the same grade level,
along with other conditioned covariates, the black maleehamgnificantly lower probability
of being promoted from that grade level. To understand whay tve driving this result,
one must also look at what in not included in the regressibat is, what factors are not
controlled for and may be correlated with race. The primagiugled factor in the regression
would be the quality of the schools attended. It is well knaWat the quality of schools
attended by blacks are on average lower than those atterydégkip white counterparts. |
argue therefore that the negative coefficient of blacks engrade advancement regression
captures the lower schooling opportunities and qualitesliable to these racial groups. The
quality of schooling is typically measured by, among otleatdrs, the level of funding that
school receives, class size, in particular the studerhtraratio, and the socio-economics
conditions of the community surrounding the school. Thelabke data does not contain
information on these measures of school quality. Howev¥ene is only interested in the
difference in schooling opportunities across races, asgtidy is, and not to identify the
sources of these differences, then the estimated regnassafficient.

The results in table 7 also indicate that the probability i@dg level promotion is in-
creasing in time spent on schooling activities for both gsyand concave for the group that
works. Conversely, this probability is decreasing and crmwdours spent in the labor mar-
ket. Students in grades 11 and 12 have a larger probabilibemiy promoted than college
students.
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9 Conditional Choice Probabilities

Estimation of conditions characterizing labor supply acti®ling decisions also requires that
estimates of the conditional choice probabilities defimedquation (3.12). Inclusion of the

individual-specific effect, and time-specific effects aplaratory variables allows us to treat
the sample as pooled cross-section and time series data thdependently distributed over

individual and time. This implies straightforward nonpaegdric estimation of (3.13).

To estimate the preference parameters, we also need tcagéstine conditional choice
probabilities conditional on all the states that remairsilgle. This is done by taking ad-
vantage of the finite state dependence of the model. In p&ticwe need to estimate the
probability that individuah chooses alternativein periodt +i conditional on observing state
K in that periodpj(wﬂt)k). We achieve this by estimating the probability that an oletesn-
ally equivalent individual chooses alternatiyen the current period conditional on observing
the statek in the current period. The validity of this method depend loa inclusion of the
individual-specific effects and the time-specific effecighese regressions. These auxiliary
CCP’s are estimated using nonparametric techniques. Theitatkdetails of these estimators
are outlined in Appendix C.

Table 7 presents the means and standard deviations of thtes@ted probabilities and
the required derivatives. The sample average of the CCP’scua & the sample average
of their corresponding indicator functions with 4 decimklqges. This indicates that the bias
in these estimates are small. The relative magnitudes o€dhditional state probabilities
are also plausible. The probability that an individual cbe home production given that
he enrolled in school last period and did not get promotedythee level is larger than the
probability of choosing home production if he was promoted.

The average derivatives of the conditional state prolaslare also empirically plau-
sible. An additional hour of work in the past reduces the phility that the individual will
choose home production in the current period. An additiboak of school activity in the past
increases the probability of choosing home production endiwrrent period if the individual
did not get promoted the grade level. On the other hand, ati@aial hour of school activity
in the past decreases the probability of choosing home ptimaiuin the current period if the
individual was promoted the grade level.

10 Schooling, Participation, and Hours

10.1 The moment conditions.

Estimation of the remaining parameters of the model make®otian alternative representa-
tion of the conditional valuation function derived in HotzdaMiller (1993). This requires that
parametric restrictions be placed on the utility functiobst the components of the utility of
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schooling, labor supply in equation (2.6), and utility abl&re in equation (2.7) take the form

ur(Xnt,dyy) = dnpeBs, (10.1)

U2 (Xnt, ert) = thX;wt Bs, (10.2)
p

uz(Xnt, Ont) = |ntZ:1tB7+ %&'nt'nt—i- (10.3)
=

The utility of leisure is assumed to be quadratic. Econornéoty suggests that the utility
of leisure is concave in leisuréy < 0. The parameterd,i = 1,---,p capture intertemporal
nonseparabilities in the preference for leisure. For0, & < 0 implies that current leisure
and leisure laggedperiods are intertemporal substitutes. On the other hand,0 implies
that current leisure and leisure laggqakeriods are intertemporal complements.

Define 6 = (B;, B, B, 00, ,0p,0), Y= (By,---,B})", P= (Pno,---,Puw3)’. LetF
denote the set of conditional state probabilities and thedgvant derivatives and & =
(0',y,P,F'Y. Define alsdr(]t) =1, I,gt) = 1— hp, I,(f) =1— sy, andl,({?) =1—hp— St By
substituting these functional forms for the utility furants into the Euler condition for hours
(3.16), we derive the following moment conditid®:

Mnt1(©) = dnu [G_lnn)\thI—Z;tBS 26Olnt Z| 1Gi(Int— |+BI)
3o (W)
— 301 B'po(W ntl) 1%,{“1)

g |0 AWt — B — 280y’ — 37181 (Ine-i + B)
dpo(wl) ). 10
) IB'[ (W0l 1O E () ¢ po(WEL)10%0s) (1 ()
po(w%) OF (Xnt)
*'”(powsta) o ||

Likewise, we substitute the utility functions in to the apéility condition for study time (3.17)
to obtain the following moment condition:

Mhi2(©) = dni2 [—Zﬁt?S — 280158 — 5P &i(Inei +BY)

. N dpe(w0) 3
~3P pO(LPE]It)z) 1%?2)F(Xnt)+p0( E\t)?,) IM(l F (Xnt))

(i) .
+In (Do i?lt)S)) aFag:ft)H +Ont3 [_Z;nBS — 260|r(1?) — Zipzléi(lnt—i +p)

Yri2)

/_\/_\

. N ap () NN ()

50 1B | Po(Wily) TV E () 1 po( W) 1S (1 F ()
pO(l;"St)s) OF (Xat)

+In(po<w<n&> O ]

10A more detailed derivation of the following moment condiisas found in Appendix D.
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Additional moment conditions are formed from the optimaludlete choice conditions in equa-
tion (3.9). In particular, we obtain the following momenndiitions from the optimality con-
dition for choosing alternatives 1,2, and 3:

Ma(©) = dnu[ln(sn:;) XouBs + XBr(Iit) — I8 + So(102 ~ 13%)

. ) (s
#3080 181 )~ 2 ) 501 0m (2050)
po(lpnt]_)

iz [In (gnzg) XiiBs +XBr(1h’ —I5¢)
+80(Ii° — 1% + 324 S — 1) (i +B) + ey

— 5248 [Inpo() I po( ) () — I ol Wl (1~ F ()] .

Mnta(©)

Mus(©) = dms[ln(gntg> XtBs — XBe + XyB7(In — I1e))

+00 (l( 0 — )"’Z (((t))—|r(1?))(|nt i+ — (Wnthnt—Tl'nt)
~5P,P [Inpo< WL~ ol () I ol “)(1 F )] |

Definemy(©) = (Myu(0©), -+ ,mys5(@))” and letT denote the set of periods for which the
working and schooling hours, enrollment and participattonditions are valid. Lei, =
(M, -+, denote the vector of empirical moments for a given individueer time. We
further define the weighting matr@ = E[my,, ;] and note that this matrix is block diagonal
sinceE;[my:myg = 0 fors < t.

In order to increase the finite sample precision of the esémaf the remaining param-
eters of the model, we implement a iterated GMM (GMMI) vadatof the Nested Pseudo
Likelihood Algorithm (NPL) proposed by Aguirregabiria aiira (2002). This algorithm
consists of two steps. The first step is where GMMI is implet@ério obtain estimates of
the preference parameters, give an initial estimated oC@B’s. The second step is where
the CCP’s are updated using the estimates of the preferenametars. To be precise, define
k= (0,7, (P ,F’Y, andek = ((68%),¥,P,F’). AtiterationK > 1 of the outer algorithm,
we apply the following steps

Step 1:Obtain new estimates & 6K, from the following iteration inj > 1:
) N o
Ki _ K—1 j—1y-1 K-1
e argerrelgxnz1 [mn(G)1 )} (QI7H) [mn(el )} , (10.4)

where QI~1 is the weighting matrix evaluated &{ 1, in which 8 = 8XJ-1. This
iteration is repeated until convergenceiis achieved, which is denotéf
Step 2:UpdateP using the estimatedF as follows:
P =exp(Vj(0%) —Vo(65)) Ry
=exp(m;;2(05))Pg Y j=1, (10.5)
Py =1-y/ Pk
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Iterate inK until convergence i and® is reached.

The convergence of the CCP’s is stated in Proposition 1 of Agg@biria and Mira (2002),

while the convergence of the GMMI is discussed in Hansen €1996). From our experience,
it seems that the iteration in step 1 of the algorithm impsayeatly the stability of the overall
algorithm.

The nature of the iteration in the CCP’s along with the inclosid the pre-estimates
(Y, F)’ make the correct standard errors of the estimatésiwohstandard. To derive the correct
standard errors, we implement the technique proposed ireNewd McFadden (1994) and
Newey (1994). Interestingly, because of the structure @sthte space in the model, repeated
use of the law of iterated expectations results in signifisamplification of the asymptotic
variance. In particular, no post estimation is required doect the standard errors. This
greatly reduces the computational burden of the CCP estimadtoe key effect of the iter-
ation in the CCP’s is an alternative specific re-weighting & ihfluence functions of the
pre-estimators. This re-weighting is such that a largegiveis assigned to alternatives with
a higher probability of occurring. The asymptotic propestof this estimator are discussed in
appendix E.

10.2 Consumption Value of School Attendance

Table 9 reports the estimated psychic value of enrolimehe fEsults indicate that the con-
sumption value of schooling is increasing and concave inae of education. For a given
age, the consumption value is decreasing in level of edutaflhese signs capture the de-
creasing rate of enrollment in school for higher levels afedion and older individuals.

The coefficients oBBLACK andHISPANICin the consumption value of schooling are
positive by not significantly different from zero. This réshwolds with and without the inclu-
sion of AFQT. This implies that after controlling for racdifferences in wages, hours worked,
time spent of schooling, and school quality, black and Higpanales are no more likely to
enroll in school than their white counterparts.

10.3 Fixed Utility of Participation

Table 10 presents the estimate fixed utility of participgtmthe labor market. We find that the
consumption value of labor force participation is incragsand concave in the level of labor
market experience. However, these coefficients are ingecestimate. We find also that
for a given age, the consumption value of labor force pqditton is decreasing in the level
of labor market experience. The coefficientsBIACK andHISPANICin the consumption
value of labor force participation are negative, but immely estimated. This results the
racial disparity in the employment rates is not explainedlifferences in the propensity of
participate in the labor market.
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10.4 Utility of Leisure

The estimates of the utility of leisure are reported in Talle The results indicate that the
utility of leisure is (weakly) decreasing and convex in agbis results is also found in Altug
and Miller (1998) and Gayle and Miller (2003). The resultsoaindicate that the utility of
leisure in increasing and concave in leisure. However, #rarpeter capturing the concavity
is imprecisely estimated. We find also that the coefficientthe black and Hispanic indictors
are not statistically different from zero. In other words fivel no evidence of racial differ-
ences in the utility of leisure. In other words, the obsemaaal differences in hours worked
and study time are not explained by racial differences irptieéerences for leisure.

10.5 Intertemporal Nonseparabilities in Leisure

The results in table 11 indicate that preferences are artgrbrally nonseparable in leisure.
The positive coefficients on the interaction between curaenl lagged leisure in the utility
of leisure indicate that for males in the sample, currentfahde leisure are complements in
intertemporal preferences. This indicates a habit foromgpiattern where increases in current
hours worked decreases the future marginal disutility ofkwhikewise, increases in current
hours spent on school activities decreases the future namgjsutility of studying.

Intertemporal nonseparabilities in leisure is estimatedamong others, Eckstein and
Wolpin (1989), Miller and Sanders (1997), Altug and Mill&r998), and Gayle and Miller
(2003). The results concerning the intertemporal sultability of complimentarity of leisure
varies across these studies. Altug and Miller (1998) cdnjechat employing data sampled
over shorter time intervals result in the finding of completagity between current and past
leisure choices, while data sampled over longer (yearlgruals result in the finding of sub-
stitutability between current and past leisure. Howeves,results in table 11 run in contrast
to this conjecture, since in this study, hours are measuredadly.

11 Solution and Simulation Exercises

11.1 Solving the model

Given the estimated parameters, the model is solved by noédaskward induction from age
65 to age 15. Ideally, we would like to treat hours worked @ndied completely symmetrical,
as done in the estimation. However, solving for both hourskew and studied on a fine
enough grid is infeasible. To bypass this problem, we usessiienated function for study
time to approximate optimal study time in the solution. Tapgproximation makes solution
of the model tractable. However, this function is valid ofdy males that choose to enroll.
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While this was not a problem for estimating the model, it mayseabiases in the simulation
results.

With the use of the study time function, optimal hours camthe solved for on a fine
grid. The problem of interpolating off this grid then arisésterpolation is carried out by a
third order polynomial regression of the value at each paoirthe grid on the corresponding
state space. The parametric regression is preferred ompanametric kernel techniques be-
cause it allows for a finer grid on hours and avoids the comedimg curse of dimensionality
that nonparametric techniques face. In solving the basetindel, the smallest®Rat age 40
is 0.994, indicating that the third order polynomial appnoation is expected to provide very
precise approximations of the value functions off the gfidhaurs. We also assume in the
solution that nobody enrolls in school after the age of 3Gs Thjustified as in the data only
a very small fraction of the sample enrolls in school pastiipe of 36.

The baseline model is solved assuming that the economy iguiil@ium where ag-
gregate components grow at an equilibrium rate of the aeeiratghe sample period. These
aggregate components are the shadow price of consumpteskil specific piece rates, and
tuition costs. The assumption of zero growth rate in agdeesgkill prices would result in
unrealistic predictions of wages over the life cycle. Theddime model is solved for 10,000
replications separately for whites, blacks, and Hispanieble 12 reports the baseline sim-
ulation by age along with the corresponding sample averiges the data. The baseline
model under-predicts the level of labor market experiemzkthe average hourly wage rate.
It may be possible to improve the fit of the model to the datadnyirsg dummies to capture
the large drop-off in enrollment and increase in working 8fahd 19 year old males that is
found in the data. However, there is no economic intuitiarstech dummies, and they are not
necessary for the analysis to come. Furthermore, givemt@ate do not have the full profile
of the growth in the aggregate variables, the simulatiooltesire not expected to closely fit
the sample averages at any rate. Not withstanding this, thehpredicts remarkably well
the general patterns within each race group. Moreover, thaehalso gets exactly the relative
patterns in the reported outcomes across races.

The first two counterfactual simulations performed evayadlicies that are aimed at
affecting working while enrolled in school. First the gowarent subsidizes individuals who
choose to enroll in school and not participate in the laborketa Second the government
increases the school curriculum so that individuals whakeim school necessarily spend
more time on school activities. The Third set of countetfatsimulations addresses the issue
of equating the quality of schooling across races. The fietehddresses the issue an increase
in time spent on school activities when school quality ighenstant across races.

11.2 Cash Subsidy
For the first counterfactual simulation exercise, we cagrsedsubsidy of 1000 dollars, which

grows yearly at the same rate as the aggregate componeret wiafyinal utility of consump-
tion (which is the same as the growth rate in tuition). Theiltegrom this simulation exercise
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are reported in table 13 under the column labeled “Pol. 1& Béseline simulation results are
included for comparison under the column labeled “Base”.

The results indicate that this policy does very little ineating the outcomes of young
men. We see very modest increases in education, and reagsigtiexperience. There are also
modest overall increases in wages due to this policy. Treeedif the policy is the same for
all races.

11.3 Increased time spent on school activities

In practice, the second policy can be achieved by increasi@giumber of hours school is
in session for, summer classes, or Saturday (or Sundaygedad his can also be achieved
my increasing the number of, or level of difficulty of homewassignments and projects.
In the simulation exercise, this policy is achieved by iasiag the study time function. The
amount by which the constant is increased is chosen to makm#égnitudes of this policy
and the subsidy policy above comparable. In particulart dge 16, the individual was to
work for $1000 at $4 hourly wage rate, he would work for 250rsod he study time function
is therefore increased by 250. Since the average wage atGagetiie baseline simulations
is approximately $3.50, the results from this simulatioa eonsidered to be lower bound
comparisons to the above simulation exercise. The findirgyseported in table 14 under the
columns labeled “Pol 2”.

The findings indicate that this policy significantly increaseducation and wages for
white and black men, with moderate increases for HisparBgsthe age 35, the completed
level of education increases by 15% for whites and 12.3%lmis, but only by 1% for His-
panics. Also we find that the level of labor market experiefiocavhites and black decreases
as a result of the policy, while it increases for Hispanics.

Analysis of the change in the choices young men make due tpdhey shows that
Hispanics are the least responsive. Further more, whildrdmtion of the population that
enroll in school and not work increase significantly for vesiand black (21.8% and 16.4%),
it increases only modestly for Hispanics (1%). Anotheretiince in the patterns of choices
is that while the faction of the white population that workelaattends school decreases (by
5%), it increases for blacks (0.5%) and Hispanics (1.8%)rtHeumore, Hispanics are the
only group in which the decline in young men where the peamgmincrease in those working
and attending school outweighs the percentage declineosetivho choose to exclusively
participate in the labor market.

The conclusion therefore is that the crowding-out hypaghkslds most significantly
for whites, followed by blacks and Hispanics. This conaastomes from the fact that a
mandatory increase in the time spent on school activitisstha most significant negative
effect on the employment rate of whites, and the most sigmifipositive effect on completed
education and future wages of whites. This result is alsoigeafly bolstered by the fact
that in the data a larger fraction of whites enroll in schaad avork at the same time. Hence

25



intuitively, one would expect that they may be most subjecthie crowding out effect of
working while attending school. Hence policies that areealrat increasing the time students
spend on school activities has significant positive effeatsvhites and blacks, but less so on
Hispanics.

11.4 Equating school quality

The next policy experiment equalizes the quality of schaol®ss races. Technically, this is
done by setting the coefficients BLACK andHISPANICin the grade transition probability
equation to zero. The results from this exercise are predanttable 15 under the columns
labeled “Pol 3". We also present the results from the basedimulation under the columns
labeled “Base”.

The results in table 15 indicate that the policy has sigmtiaapacts on both blacks and
Hispanics. For blacks, by the age of 35, the completed Idvetiocation increases by 11%,
the years of labor market experience increase by 1%, anddindyhvage rate increases by
15%. For Hispanics, by the age of 35, the completed level o€atbn increases by 7%, the
years of labor market experience increase by 3%, and théyhoage rate increases by 4%.

For both blacks and Hispanics, the policy has the effect afiasing enrollment rates.
However, the pattern of enroliment is quite different fottbgroups. For blacks, the policy has
an effect of increasing the fraction of those who enroll egitlely in school by 12%, and 13%
for those who enroll and work. For Hispanics however, thecgadnly increases the fraction
of those who enroll exclusively in school by 2%, but by 14%tfovse who enroll and work.
Since the chances of completing a grade level is smalleeifstbdent is also working, this
results in a more modest increase in completed educatidrithals a more modest increase in
hourly wage rate.

We conclude therefore that policies aimed at improving theity of schools for minori-
ties results in significantly increased education for bathugs, but a more modest increase in
hourly wage rates for Hispanics.

11.5 Equating school quality and increasing time spent on school activi-
ties

Given that equating school quality results in a significawtrease in the education level of
Hispanics, it is interesting to know if the magnitude of tiffeet of an increase in study time
changes in magnitude under this new environment. Therefersimulate this environment
and the results are reported in table 16 under the columetel&bPol 4”. Again, the baseline
simulation results are presented for comparison underdhemns labeled “Base”.

The results under the new environment, the choices and medor Hispanics are far
more responsive to the exogenous increase in study timesiirhudated completed level of ed-

26



ucation increases by 23% and the hourly wage rate incregs2%% for Hispanics by age 35.
Furthermore, the fraction of the Hispanic population thafesively enroll in school increase
by 23% and the fraction that enroll and work increase by 18¥%usTunder the environment
where the quality of schools are equated across race, thengigeness of Hispanics to an
exogenous increase in study time increases significantly.

For blacks in this new environment, the exogenous increastudy time increases the
completed level of education by 28% and the hourly wage na#B6 by age 35. The fraction
on blacks that enroll in school exclusively increases by 3884l the fraction that enrolls and
work increases by 8%.

These results indicate that policies aimed that increasiagime spent on school activ-
ities has a positive effect on minority students; magnisuthat are comparable to their white
counterparts.

12 Conclusions

The paper has developed and estimated a dynamic structadal of educational attainment
and labor supply. The main focus of the analysis has beerutly she allocation of time
between labor supply, formal schooling activities anduess both within a year and over the
life cycle. The model allows for skill specific productiviand piece rates, as well as intertem-
poral nonseparabilities in the utility of leisure. It alskows for racial variation in wages,
consumption, school quality, study patterns, the fixed obsibor market participation, the
fixed utility of schooling, and the utility of leisure. Thetasated results indicate that current
and future leisure choices are intertemporal complemérie. results also indicate that the
observed racial differences in outcomes come from a vapiegpurces that interact in a highly
nonlinear fashion, but not from racial differences in taste

The estimated model is used to evaluate two policies thab@mned at affecting the
allocation of time between schooling and working. The fidiqy subsidizes young students
that do not participate in the labor market. The resultscatd that this subsidy does little in
changing the patterns of enrollment and labor supply oreeitie extensive or the intensive
side. The second policy increases the school curriculuninabybung men who choose to
enroll in school necessarily spend more time on schoolitigites. The results indicate that
this policy would have significant positive effects on wiated blacks, but more modest effects
on Hispanics.

A third exercise was performed to evaluate the effects oagag school qualities of
blacks and Hispanics to that of whites. The results inditiaé such a policy would have
a large positive effect on education and wages for blacksatemaller positive effect on
Hispanics. We also show that under this environment, Higgarecome significantly more
responsive to policies aimed at increasing the schoolaumn.
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This study was motivated by the increasing number of stigdinatt decide to also par-
ticipate in the labor market. The results indicate that tfiece of this trend varies across
races. Policy focused on changing this trend to improvedtel lof education and labor mar-
ket outcomes may have only modest effects on some raciapgrd\s a matter of policy, the
results indicate that equating school quality across raw@sbe a more productive first step
for improving the outcomes of minorities. Of course, our sga of school quality is ag-
nostic about exactly what are the parameters in the schet#rsythat needs to be addressed.
This would require an understanding of the key variablesafiact students’ grade promotion
probabilities.

One of the main limitations of the model presented in thisgpap that it is set in a
partial equilibrium framework. In a general equilibriunafnework, one would expect that the
aggregate skill specific wages will also be affected by acgdhat changes the distribution of
the labor force over these groups. A policy that increaseseel of education will result in
more labor supplied to the high skilled sector and less tdaweskilled sector. In a general
equilibrium framework, this will drive down the price of Higskilled labor and push up the
price of low skilled labor, thus reducing the incentive tajaice higher education. Since
this general equilibrium effect is not accounted for in thed®l presented in this paper, the
effects of policies that increase the level of education mapverstated. How far the partial
equilibrium effects are from the general equilibrium effets an important issue for future
research.
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A Data and Sample Construction

The data is taken from the 1979 youth cohort of the Nationaiditndinal Survey of Labor
Market Experience (NLSY79), a comprehensive panel datéhaetfollows individuals over
the period 1979 to 2000, who were 14 to 21 years of age as obdpayu1979. The data set
initially consisted of 12,686 individuals: a represenatsample of 6,111 individuals, a sup-
plemental sample of 5,295 Hispanics, non-Hispanic blaahkd,economically disadvantaged,
non-black, non-Hispanics, and a supplemental sample &01nilitary youth. Interviews
were conducted on an annual basis though 1994, after whaghatiopted a biennial inter-
view schedule. This study makes use of the first 16 years efig@ws, from 1979 to 1994.
By 1990, the NLSY79 experienced attrition of 2,250 sample imens, of which 1,097 were
from the supplemental sample of military youth. | discusefby the construction of some of
the key variables used in estimation

Employment

The NLSY79 collects detailed work history data for indivédisl in the sample. The work
history data includes beginning and ending dates for all pb&sible jobs, a maximum of 5
possible gaps in employment with each of the 5 possible jblesjsual hours worked per day
or per week on each job, and the hourly rate of pay on each job.biggest complication in
calculating hours worked is the fact that it must be cal@ddor the relevant year, which is the
school year in this case. Since the actual weeks that coenhrésschool year vary from state
to state, the dates chosen for the school year are somewilitaaigr. Following Eckstein and
Wolpin (1999), the year for those not attending school starOctober % in year t and ends
September 3 of year t+1. For those attending school the school yearadstads at June 30
of year t+1. Weeks employed is then calculated based on taésedar dates. Hours worked
per week or per day and hourly rate of pay is reported retaisty back to the previous
interview date. These variables were also adjusted to ttreeadpecified calendar dates. From
these, we then construct hours worked for the relevant yaansell as average hourly rate of
pay and an employment rate variable, which is the fractiothefrelevant year in which the
respondent was actively employed.

Education

The NLSY79 also collects information on the respondentsication. In particular, the
NLSY79 collects , among others, enrollment status, highestle level completed, current
grade level, and degree held. The primary variables usdtkeipaper are highest grade com-
pleted and enrollment status. In 1981, the NLSY collectéddrmation on the patterns of
school activities of the respondents that are enrolledosk In particular, the NLSY asked
these respondent about the amount of hours they spent inlsgting the week before the
interview date. They asked whether or not the time the regag typical or not, and if no, to
report the typical hours spent in school. The NLSY also askedespondents to report the
number of hours they spent studying outside of school duhegveek before the interview
date. The response to these questions are used in the pagstmiate the study pattern of
individuals enrolled in school.
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There are a number of missing observations on highest gadpleted. Many of these
missing observations could be recovered from the inforongrovided by enrollment status
and highest grade completed in other years by the respan&mte the model relies very
much on the data on highest grade completed, we decide moptdé those years that are not
recoverable with very high confidence.

The model construction and estimation requires data on dse af schooling for an
individual who decides to enroll in school. The yearly iatsttuition and required fees for
four-year institutions and two-year institutions are takeom the NCES web site. Also, to
identify the the aggregate shocks in wages and consumglbnpminal variables have to
normalized to the same base year. To do this, the CPI is takemtfie BLS web site, and
converted to have a base year of 1981.

Asset holdings

Beginning in 1985, the NLSY79 began collecting comprehengiformation on the asset
holdings of the respondents. This information was coll@@enually up to and including
1994, except for the year 1991 where asset data is missing bd@st way to deal with these
missing observations on asset holdings depends on exawtlyhe data will be used in esti-
mation. In the case of Keane and Wolpin (2001) and Imai (20@85et holding itself plays
a central role in their model. Their method of imputation wlasrefore to model and asset
holdings as normally distributed, and the estimate the nag&hvariance, from which they
impute the missing years. In my case however, | require gaviialance to impute total fam-
ily consumption. For years in which the data is availables igisimply the difference between
the Asset holding from one year to the next. For the years ichwine data is missing, | take
savings balance to be zero. For the early years of the cametrsavings is relatively small
and centered around zero. This suggests that the bias mhdhycthis imputation is small.
Furthermore, in estimating the consumption equationggvis one the right hand side of the
equation. The consistency of parameter estimates in tleevdasre the left hand side variable
is measured with a mean zero error is well documented inicllssconometric textbooks.
Finally, if there were large biases introduced by this inagion, they would show up in the
estimated aggregate prices, These is no unusual visildestischange in estimated aggregate
prices for these periods. All these reasons lead me to leefit such imputations results in
minimal biases in the parameters of interest.

Consumption

The NLSY79 does not collect data on individual consumptléowever, the unique advantage
of this data set that it collects detailed information onvidlal asset holding. To estimate the
parameters in the above equation, family consumption isitegbfrom family income, family
savings, four year schooling costs, and two year schoolasgsc The way this is done is a
follows. Subtracting family savings is taken from familycome gives an estimate of the total
resources available to the family in that year, net of sauind the individual goes to high
school, then his cost of schooling is assumed to be 0. If he gwa two-year college, his
cost of schooling is the two-year tuition cost, and if he giwes four-year college, his cost of
schooling is the four-year tuition cost. The individual@ast of schooling is subtracted from
his individual resources. The yearly averages of the ingpbatesumption is given in Table 2.
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Demographics

Demographic and family background variables collectedH®y NLSY79 and used in this
study include age, race, mother’s education, Father'saaug family income, and year of
experience working. Experience is calculated from the egmpknt history section of the data
set, which gives complete employment status for each yeasiiy observations in family
income are imputed by first using a three year moving avenag®thing technique, followed
by regressing family income on other covariates, some o€lwvhot listed here, and using the
predicted income for the cases in which family income is mgsThe resulting distribution
of imputed family income match the distribution of actuabgerved) family remarkably well.

Sample Restriction

As stated above, the data employed in this paper span the g&€af79 though 1994. The
model specified in section (2) does not include the decisienter the military, and thus as
the first restriction on the data we drop all males who enterrtfilitary in 1979. This re-
striction reduces the sample size to 11406. As stated almvelrop respondents for cases
where missing observations in highest grade completedotdrenrecovered with very high
confidence. This reduces the sample to 7814 respondents.isTtiearly are somewhat se-
vere restriction on the data, and it may pay to invest is lessictive imputation rules. This
however is not pursued here. In the literature, female mesnde treated differently from
male sample members. The choice set of a female is geneaaidered larger than that of
a male. The additional decisions usually included in theagheet for women are marriage
decisions and fertility decisions. To avoid these addala@omplications, the data is restricted
to include males only. This results in a sample size of 391 mespondents. The summary
statistics and all estimations make use of this sample.

B Standard Errors for the Probability of Grade Promotion

Let y¢ be in indicator variable equal to 1 if the individual advam@e grade level, and 0
otherwise. Define:

_ eXaBs
0(x4,B4,B3) = M(y—m> (B.1)
h(x3,B3) = x3(In(s) —x3B3) (B.2)
f(x,8) = [9(x4,B3,B4)’,h(x3,B3)"]’ (B.3)

whereb = (B}, Bj)’. Equation (B.1) is the score contribution of a single indigtifrom the
likelihood function constructed from equation (8.2). Etjoia (B.2) is the moment condition
derived from the study time equation (8.1). | assume thathwo moments are uncorrelated,

and we have by construction thty , f (x,8) = 0. The proof thaB > 8 is straightforward
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and therefore omitted. Let

Gs = E|A B4,B3)| = —E X, g ! B.4

4 = [ B4g(X4, 4, 3)] - X4 41+exilB4 1+e?‘ilB4 ( . )
[ g4Ba 1

= = 25°B B.5

Gs E[Ag,9(X4, B, B3)] E [xaX3(sBy1+ 4’2)1-1—6?(:184 1+ B (B.5)

Hs = E[A;h(x3,B3)] = —E[xax3]. (B.6)

Since f (x,0) satisfies condition$i) — (v) of Theorem 3.4 of Newey and McFadden (1994),

B, is asymptotically normal ang/i(Bs — Ba) > N(0,V), where
V =G, E[g(x)9(xa)1G; ¥ + G, ' GsH; *E[h(x3)h(xa)Hs YG3G, Y (B.7)

Thus the variance can be consistently estimated by regl#cejacobian terms in the equation
(B.7) with their sample averages.

C The estimation method for the CCP’s and the conditional
state probabilities

Let K[8 (W, — WN)] be a kernel, wher8y is an appropriately chosen bandwidth. Then the
nonparametric estimate @f;j is computed using the kernel estimator

o = 5 M1 31— e K (8 (Whe — Wh)]
n _— _ .
L ST KB (W — W]

To define the conditional state probabilities we first defireeget of possible histories that will
become relevant in the model. Accordingly, il2p + K + 1)-dimensional vectors

(C.1)

(i)

XntO = (hnt_p'H )T ,hm,l’ 07 e 507 S’It—p‘H? e 73’"1717 O, tte aoa

. Sht—ptit+1s 5 Sty Sty Sty Ent—po+i, Znt+),
Xr(‘llt)l = (hnt7p+i,‘ .. ,hntfl, h?’{lt’ e ’O’ Sﬂt*p+i7' .. 7S('It71707 e 70’

. Sht—ptit1s 5 Sty Sty Sty Ent—po+i, Znt+),
Xlgllt)z = (hnt*p‘H). o ,hnt,l’o, e ,O, S]t,p+|7 oo 75,1':7175;“ N ’07

. Sqt*p+5+la"' 7S1t7s’]t+17.“ 73'“—'—1, Ent7p+|72nt+s), (C 2)
XE:t):% = (hm*PH 3T 7hnt—la 07 t ;07 SI‘It*eriv o, St-1, Stlt? e ;07

. Sht—p+i+1, > Shty Shty*+* » Sht Ent—p+i, Znt+i)
th)ﬂ. = (Pnt—ptis s Mnt—1, M, -+, 0, Snt—petis s Snt—1, e+ » 0,
Xlgllt)':_) = (hnt7p+i Y 7hnt*l7 h;(;tﬂ e 707 SI"lt*PJri 0 Snt—1, S;U U 707

Sht—p+st1 St St e+ Sht, Ent—ptis Znts)
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fori=1,---,p, wherehj; ands is the fraction of time individuah devotes to working

and schooling conditional on participating and enrollinDefine the state vector‘sl;’gt)k =
(i)

(Xt FnNnWnt+iAt4i), K=0,--- 5, wherewy = m[e;“w?z“z. For example,kIJ,(nit)1 is the state of a
young man who has accumulated the history

(Mnt—ps -+, Mnt—1,Snt—p, - -+, Snt—1, Sht—p+1, -+, Shts Ent—p+1)

up to periodt, chooses not to enroll in school and to wdrk hours in period, and not to

enroll nor work fori — 1 periods followingt. Similarly, ‘Pﬂté is the state of a young man who
has accumulated the same history up to petjadhooses not to work, to and study hours
in periodt, gets promoted a grad at the end of yeaand chooses not to enroll nor work for
i — 1 periods following.

Define p;(W), i = 0,---,3, k=0,---,5, as the the probability that individual
chooses alternativg in periodt + i conditioned on realizing the state vectd},, in period
t+i. The intuition for estimating these future state probé&bsiis to condition on observa-
tionally equivalent men in the current period. To do thidjrdkethe indicator variables:

o [ Gt M= dnt_ro, for j=0,1,
dntj = Ynt—idnt—Lj I_l:'_:]i dntfl’,07 for J =2,4, (CS)
(1= Ynt—i)ne—ij [l _1 Gne—ro, for j =3,5,

whereyy; is equal to one if the individual is promoted a grade levehaténd of period, and

zero otherwise. Thereforei,glit)j allows us to condition of the appropriate history for conmpgit

the estimators of the state probabilit'ngwgt)j), which are computed as

Sme1Y i1 dmrkdr(rlw)rj K3 (Whe — Wh)]
13 r—1 dr(rlm)rj KO (Why — WN)]

Estimation of the parameters characterizing prefererszeralguire that the derivatives of the
probabilities with respect th be estimated. The methodology employed to estimate these
guantities is found in Altug and Miller (1998).

pE' (Lpgt)j) =

(C.4)

D Derivation of the moment conditions for the final stage
estimation

Hotz and Miller (1993) prove the existence of a mapping0, 1] — [0 such that

a(pk(Wnt)) = Vj(Wnt) = Vk(Wnt), (D.1)
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Equations (D.1) and (3.14) are used to derive the altemagipresentation of the conditional
valuation functiornVy for the finite dependence case. To do so, define

Uz (St 0) + Ua(Xat, 0) + U3 (Xnt, 1) + @~ N nAeCot forj =0,
U (Wey) = U1(Sht, 0) + Uz (Xnt, 1) + Uz (Xnt, L — hisy) +a~InnAcCnt forj=1, (D.2)
o U1(St, 1) + Uz(Xnt, 0) + Uz (Xnt, 1 — Sne) 4+ 0 tNpAeCrt forj=2,
U1(Sht, 1) + U2 (Xnt, 1) + Us(Xnt, 1= Wy — Snt) + 0 INphecne forj =3,

Recall thatF; (LPE,it)|LIJm) is the probability that the state vector of individueih periodt + i is

wg?, given that his state vector in perioé W,; and he chooses alternatiyén periodt. Then

by recursive application of the law of iterated expectatidhe conditional valuation function
can be expressed as

Vi) = uj(Woo) + B 300 (B3 40 [Uo(Wit) + ol po( i)
+zk1pk< Wil (a( k< >>+¢k<pk< wil)
—~do(Po(Wi))|F wmwm
+pPHly [VOLP )+ do(po(WE))

+zk_1pk< W) (W) + dr(p(WE )
_¢ p+1 ))} FJ p+1\q’nt ]}

(D.3)

Notice that the recursive substitution employed to obtaedlternative representation is only
valid up to wherepo(wintj) > 0. In the context of this paper, this condition is truei at

2 for j=0,1, andi =1 for j = 2,---,5. Equation (D.3) gives the following alternative
representation of the Euler equations for labor supply ahdaing

_ o ou(Ww) Uo(Wht )+ 0ol Po( Wiy
0= égtt +Et{z| [Zﬂn |: ( t)ag:t(pO( t))]

452 pre(w] ) Wht )+ 0k PP ) ~do(Po(Wi)))]
+3al(a(pe( >>+¢k<pk< (g))
ol po(Wh)))] 4 Fy(w m|wm>] (D.4)

+Zﬂnml [UO(qJ It) +¢0(p0( )))
+ ZRAlP W) (AP h)) + (Pl Wit)
Fj(Wht |Wn
ol po(WH))| ALl ”} 3
wheregnt = {hnt, Snt}. Assume thaton, - - - , €nta are identically and independently distributed
over (n,t) as Type 1 extreme value random variables. This assumptaas l® convenient

representations for the differences in the conditionaliatbn functions, and the expected
values of the alternative specific unobservables whentbeiesponding alternative have been
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chosen. Specifically we have thgtpk(Wnt)) = In[ } dx(p(Wnt)) =Y —In(px(WPnt)),

)

Note that the transition matrix is degenerate conditiomalh® individual choosing not
to enroll in school. If he chooses to enroll in school, thebadality of advancing a grade
level is F(xnt). This implies that the transition probabilities foe 1,---,p are given by

F(WY | Wn) = 1, for j = 0,1, F(WY|Wn) = F(xa) for j = 2,4, andF (W) |Wn) = (1 -

F(xnt)) for j = 2,4. Definegnt = (1—a)~In(npAt). Then we marginal utility of consumption
can be expressed ggAt = exp((1—a)&nt).

The parametric assumptions on the utility functions anddiasyncratic taste shifters,
and the Euler conditions for work and schooling from equatio.5) are used to form popu-
lation moment conditions. We can then define

M1(©) = dhnn {O(_lr] AtWnt — ZyBs — 280l — 5P 1 &i(Inti +B')
PO
— 5P, Bpo(Wh)~ 1%}
i [ AWn — 7B — 280l — 371 8i(Ine-i + B)

opo(wl) )
=30 0B [Pl AP () + po(¥i) P (1 F (1)
pO(ngt)s) OF (Xnt)
oin () ]|
Ma2(©) = dntz[ Z:1t85_260|nt 5P 1 &i(ln—i +BY

apo(w) 9
5P 1B | po(wlly)- 1%F<Xm>+po< Q)10 (1 ()
W)

+In (po
Po q_JntZ

[‘,33;) a';(s)::t) + dnt3 [—ZﬁtBs — 250l — 50 18 (Ini +PB)
. N 190 G
30 1B | Po(Wil) LI (x4 po(Wil) 1O (1 ()

()
(@M)aﬂmf'
+1In LS :

(po(lpl(“)‘l) Ot 1]

—~

—~

The parametric assumptions on the utility functions, trs¢rhution of the idiosyncratic taste
shifters, equation (D.1) and equation (D.3) are used tamkta following additional moment
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conditiong?
Mia(©) = doca [ In (B2) — Xy Bo -+ XpuBr (1 —1¢)) + Bollig” ~ 11)
. . WO
+30 ., &( nt) - |r(1t))(|nt—i +p') — r]nT}\t(Wnthnt) el (W” ;

(Yhiy)

Ma(©) = doez [In (22 ) — XyBs + XeBr (1) ~ 117)

#80(In” —1¢%) 32105 — 1) (ot + B) + "o

— 5248 [Inpo(Wl) I Pl )F () — I oW (1~ F )] .
Ms(©) = dms[ln(s“:g) XiuBs — XyBo + X Br (1Y) ~ 1)

+30(102 = 150%) 4+ 521 818 — 15 (i + B') — 22 (Wighe — Thot)
~3P,P [lnpo< L)~ I ol F () — I o ,235><1 F )| |-

E Asymptotic Properties of the CCP estimator and Consis-
tent Asymptotic Variance Estimation

Some preliminary results are in needed. The firstis condesith the estimation of the CCP’s

themselves. In estimation, a the data was trimmed to enBatdite density is bounded away
from zero. This fixed trimming condition defines a compactstlbf the support of the density
over which the density affects the estimator. Assumptiads 8.3, and the assumptions in
Lemma 8.10 of Newey and McFadden (1994) ensures the raglkimel density estimators

of the CCP’s and their derivatives converge uniformly:

VN|[pN (W) - pP(W)[12 2 o, (E.1)

where the norm is the Sobolev norm. Assume t@t is the unique solution to:

P4

m(Xnv67§H<B?)>S1(B’?:I)FH(S"I(B§)7BEI)’p”)' (E-Z)
1

Zl =

n

Assume also thdlp € ©, a compact set. Inspection of the equation®iP) Ehows tham(x, 0)
is continuous in each. Further inspection along with the fixed trimming condition the
data in estimation implies that(z,8) is uniformly bounded ove. These conditions ensures

thateN % 8, as shown in Theorem 2.6 of Newey and McFadden (1994).

1The construction of the moment conditions show that theaghof the normalizing alternative (alternative
0) is not completely arbitrary. This alternative has to sigfitly saturate the state space so thaé > 0 and
Po(Whtj) > 0.
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Define the following influence functions from equatiof?8)(and from the definitions in
section B

P1(x1n) = —E[AXA  Axen] A AL AV, d3(Xan) = —H3 Th(xan),
da(xan) = —Hy th(xan). (E.3)

Define the following matrices

(Ont1 + dnt3) (1?Tor) exp((1—a)&nt))Wnt

0
Mint = — O (35 exp((1— )& nt))Wnthnt {—ézx’lm} :
dnt (1 %) exp((1—a)&nt))Th "
dnia(152) ex (1—0()Ent))(Wnthnt—Tlht)
Min(Xn) = (Ming, - ,M1pr)’, @and,as(xa) = E[Man]d1(Xan)- (E.4)

Ohnt1 3 e i+ . i
i 2
dnt3 [260+Zi (dﬁt i6| BI (( 1 a(;)rc])rn]:4 1 Ogﬁrr:tts) 6F(xm) +|n( poms)a F(Xnt)>)]

Ponts T Osy Phnta” ONntOSnt

1 9Py, 1 0Phys ) OF (X Phoga \ 02F
duz | 200+ (dﬁt' B (g, e — i) Tt in() 55 ) )|+
. aph, 0Phs \ OF (Xn Phnts \ 02F (%
o | ol (- (e ) B e )] |t
dntlZu I(Int I%t)dﬁt i

e 2 £ £ o 5 |

O3 {XﬁntB6 + 260' +2i Oilnt—i di BI [ ( p::)nt4 ) aF(Xm)H

Ponis” OSnt

MZn(Xn) = (Mlzm_, cee 7M/2nT)/u and,(xz(xn) = E[MZnNJz(Xgn). (E.5)

[ nil_1 0Phnta _ 1 Phus Ponts aZF(Xnt)]
dnt3 ZI B [pO % ahm po 56 ahm + |n( p Fta ()32 ahﬁt
_ i L oy 1 pOnt3 poms
drez 3 B Poniz OSnt Ponta 6?“‘ pomz azhma': }
s 3 BI 1 OPonu iapoms poms 0°F (Xat }
Mant = ' | Phga 05 p'on(t)s Osnt po t4 6hmaF [F (Xnt)(L—F (Xnt))ximt] )
o
d |: nt2 :|
nt2 Z| B ( p:oms)
d i [m Ponta }
L 32 B ( poms) .
Man(%n) = (Mg, -+, Mznr)'s @nd,aa(Xn) = E[Man]da(Xan)- (E.6)
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0
Dno=E [ag]m |wnt] = —p;t%,(o, 0, Prt1, Prt2, Prt3)’
Dro(Xn) = (Dpyo: -+ » Diro)’, @nd,ai5(Xn) = Dno[dno — Pro]-
b =E | 2™ 4] = (0.0.1.0,0y
apntl ]
Dn1(Xn) = (Dpag, -+ »Dyr1)’s @nd,06(Xn) = Dt [dnt — pra)-
o= | 2™ 1y | = (0,0,0,1,0)’
| OPnt2 i
Dn2(Xn) = (Dpy2s -+ ,Dpt2)’s @nd,a7(Xn) = Dnz2[dn2 — Pn2).-
_ arnﬂt /
Dnt3 = E ‘Lpnt (O7 O7 07 0, l)
opnt3
Dna(Xn) = (Dpa3: -+, Dnt3)’, @nd,dg(Xn) = Dna[dnz — Pngl-
Fori=1,---,p define.
5 UNEOIOIRY
Droi = E [ Wi =8 (o 0, Pino Pano Peno
apomo Ponto  Ponto pomo ‘
Drnoi (%n) = (Draais -+ » Diroi)’s @nd,otgi (Xn) = Dioi[Gho — p%].
(i) !
9 .
Dntli — [ rmt ] l ( plntl pgr)nlaov p:(l_il')ltl’()’ O)
Ontl Ontl ontl
Dnii (%) = (Dpagi, -+ » Dyr1i)’s @nd, 010 (Xn) = Drifdn1 — pﬂi]
amnt i p(i) (i) p(i) p
Dnizi = E ’LIJntZ =B (0 (.z)n 2 5 OsPontzF (Xnt) — ?ir;tz OsF (Xnt), 0, 2012
pOntZ (Pont2) POntz
Dr2i(%n) = (Dpgai, -+ » Dirai)’, @nd, 011 (Xn) = Dnai[dno — 9832]-
amnt i pé%ts p(zi%ts
Dntsi = E ’meg =p10, DSpOntS(l_ F (Xnt)) + —57=0sF (Xat), O,
3 () ()
poms (Ponta)? _ Pont3
Dr3i (%) = (Draa, -+ - Dyrai)’, @and, 012 (Xn) = Dngi[dno — pé'ﬁg]-
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(E.7)

(E.8)

(E.9)

(E.10)

(E.11)

(E.12)

F(Xnt)’ 0)

(E.13)

(1—F(xm)),0>

(E.14)



(i) b
psm4 Uhp nt4F (Xnt) — p3m4 OnF (Xnt)
(p0n 4) p0n14
amnt i (p%m)2 Spom4': (Xnt) — P3m4 OsF (Xnt)
Dnt4i =E ‘Lpnt4 = BI ont 0 0nt4
pOnt4 0
pgr:m
e Usk (Xnt
L Oont4 .
Drvi (%) = (Dpaai» - Dprai)'> @nd,a15 (Xn) = Drai[cho — pig)-
pgr)mrs 0 (i) 1—F pgr)nsD E
(i) hpOntS( (Xnt)) + i) —h (Xnt)
(Ponts)?. ;) Poms
p3nt5 |:| ( ) p3n15 D F (X )
amn . Spoms i s nt
Dnisi = E [ ! \leS = B' (pOn )2 0 Ponts
pOnt5 0
Pg.its
o) OsF (Xnt
L Ont5
Dnsi (%n) = (Dfusi -+, Diyrsi)’s @nd, 0141 (%) = Disi [dno — pé'ﬁs].

Let fiy; = f(W

) be the density ofW! nj 1 =1
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,5, i

= 1,-..’p.

Define alsod!

(E.15)

(E.16)

ntj =



(F(Wh )12 ““) CFori=1,---,plet

(i) !
_ 0Mne i i[ P
hMni = E [a 0 ’Lpgt)]_] = Bl ( :(Lil;tl,o, 0,0, 0)

Un Pont Pont1
!
o]
hhMnui = E [Er)ht| ntl] B ( plml D p(()ntlao 0,0 0)
00 Pont Ohnt . ( pOntl)
hDntti = — | hiMntti + 2 nMntai s ] (E.17)
#Dii (n) = (#Dyg, - » hDhry)'s and,Asi (Xe) = wDii[dho — Pipn)- (E.18)
amnt p(i) /
Mnizi = E Whiz| =B 0, Z212F (x,),0,0,0
spomz Pont2
My i p(2r2t2 (i) P(ziﬁtz /
ssMnoi = E #’ nt2 =P DspomlF (Xnt) — 0 OsF (Xnt),0,0,0
00sPoni20Snt _ ( pomz) Pont2
sDntai = — [ ssMntzi + 2 sMnt2i’9|nt2] (E.19)
Drzi(%) = ( Dz » $Dyrz)’s and,0ize(Xn) = sDnai[dho — Pigl- (E.20)
om, p(i) !
sMnizsi = E [ k \Wntg =B <07 (3{)“3 (1—-F(xnt)),0,0, 0)
Dspom3 Pont3
Oyt pg) 3 (i) pg) 3 /
ssMntSi =E ?’ nt3 Bl & S Ontl(l F (Xn )) + (ir)]t DSF (Xnt), 07 07 0
00sPont30Snt . ( pom3) Pont3
sDntsi = — [ ssMntzi +2 sMnt3i19|nt3] (E.21)
sDrai (X1) = (Dhygs-+» Dhra)s and,a17(Xn) = sDnai[dno — Po)- (E.22)

The construction of,Dnwi and sDnsi are the same agDnioi with the correct indexes. Likewise, the
construction of ,Dps and sDnws are the same agDpsi with the correct indexes. This gives addi-
tional influence functionsiig, - --,021. Define alsou(x,) = z?zlo(nj(xn) + ijig Eip:lo(ji(xn). The
fixed trimming condition, the smoothness propertiesnox, -), and condition E.1 ensures lineariza-
tion is possible in the necessary arguments, that the above matrices arefimgtdin particular, all
expectations are well defined), and that assumptions 5.1-5.6 of Ne@@4)(are satisfied. Define

Me=E [am%(’é’e")} (E.23)
W = E[{m(xn, 60) +a (Xn) H{M(Xn, 60) + a1 (Xn) }'] (E.24)
Therefore, by lemma 5.3 of Newey (1994), we have that
VN(By —80) > N(0,V),
where
V = (MgQ M) IMGQWQ Mg (MpQ ~Mg) 1 (E.25)
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A consistent estimator of jacobians with respect to the finite dimensional pamanaee obtained by
replacing the parameters (both finite and infinite dimensional) with their regpaiimates and tak-
ing averages oveK. A consistent estimator jacobians with respect to the ccp’s and their tieziva
are obtained by replacing the parameters with their estimated counterpattseanuoerforming non-
parametric regression of these quantities on their appropriate conditioelimgrwinj. The residuals
needed to complete the formation ®@fx,) are readily obtained from all the parametric and nonpara-
metric pre-estimates. By similar substitutions and averaging consistent estirhigsnix, 6), and

Q are formed, denoted Y3, mN(x,), andQN, A consistent estimate ¥ is then obtained by

N
WN =N [ (xa) + oM 00)] [ (xa) + N 00)] (E.26)
n=1
Putting all these estimated quantities together, a consistent estimator for thet@sywgriance is
given by

1
VN = (MB(QM) MBI M (@) TN (@) T (M (@) Ty (E.27)
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TABLE 1
List and Description of Variables Used

Employment, Financial

S
nt
S
nt

Indicator variable equal to 1 if individual enrolls in yeat
Indicator variable equal to 1 if individualworks in yeartt

Snt Fraction of time spent on school activities in yéar

hnt Fraction of time spent working in year

Sht Completed level of education

Ent Level of experience

AGEy Age at yeat

WHITE Indicator variable equal to 1 if White and O otherwise
BLACK Indicator variable equal to 1 if Black and O otherwise
HISPANIC Indicator variable equal to 1 if Hispanic and 0 otherwise
FAM_INCy level of family income at year

FAM_SIZE; size ofn’s household at year

FAM_AGE;; average age af’'s household at year

SIBLINGS number of siblings oh as at age 14

USBORN indicator variable equal to 1 if was born in the US

AFQT The Armed Force Qualification Test score for individnal
ASSETS Level of asset holdings by the householchdh yeart
UNEMP Level of the unemployment rate localtdn yeart

RURAL Indicator variable equal to 1 if lives in a rural area in yedr
TUITION Level of college tuition that individuat is subject to in year
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TABLE 2a
Summary Statistics

Year 1979 1980 1981 1982 1983 1984 1985 1986
Observations 3749 3512 3595 3575 3594 3549 3504 3413
do 0.0205 0.0529 0.1115 0.1325 0.1719 0.1541 0.1435 0.1300
dq 0.0381 0.1452 0.2842 0.4215 0.5158 0.6198 0.6889 0.7380
dy 0.5644 0.3809 0.2439 0.1367 0.0951 0.0617 0.0345 0.0240
ds 0.3769 0.4208 0.3602 0.3090 0.2170 0.1642 0.1329 0.107/8
ds 0.9413 0.8018 0.6041 0.4458 0.3121 0.2259 0.1675 0.1318
S 1436.5 1354.6 1276.0 1203.3 1149.7 1139.3 1114.6 1077.3
S 9.7967 10.730 11.335 11.842 12.198 12.416 12.578 12.708
dn 0.4150 0.5660 0.6445 0.7306 0.7328 0.7841 0.8219 0.8458
h 710.90 972.82 1080.5 1159.8 1310.0 1477.6 1577.7 1694.5
E 1.2107 1.6136 2.1655 2.8036 3.5166 4.2310 4.9877 5.8025
wt 43872 4.1601 4.3383 4.6541 4.8560 5.1220 5.5749 6.0788
AGE 16.743 17.653 18.695 19.697 20.706 21.699 22.690 23.688
WHITE 0.5727 0.5769 0.5713 0.5757 0.5759 0.5711 0.5736 0.5722
BLACK 0.2625 0.2640 0.2651 0.2626 0.2613 0.2646 0.2606 0.2625

HISPANIC 0.2648 0.1592 0.1635 0.1617 0.1627 0.1643 0.1658 0.1653
FAM_INC! 17647 19086 20011 21168 21398 21785 23577 25319

FAM_SIZE 4.8434 45948 4.3171 3.9625 3.7045 3.3722 3.1726 2.9856
FAM_AGE  26.225 26.823 26.978 26.665 26.699 26.653 26.538 26.175
SIBLINGS 3.6220 3.5899 3.6069 3.6204 3.6165 3.6238 3.6204 3.6024
USBORN 0.9306 0.9328 0.9310 0.9311 0.9315 0.9323 0.9326 0.9326

AFQT 42.024 43.186 42.793 42.835 42.774 42.606 42.545 42.565
ASSETS 4141.2 4278.8 4998.8

UNEMP 2.5646 2.8476 3.1652 3.7848 4.1978 3.4356 3.2919 3.1693
RURAL 0.2125 0.20871 0.1997 0.1932 0.1830 0.1718 0.1680 0.1614

TUITION! 813.19 793.04 809.79 865.54 916.18 960.77 1029.0 1087.4

IIn 1981 dollars
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TABLE 2b
Summary Statistics (Contd.)

Year

Observations

AGE
WHITE
BLACK
HISPANIC
FAM_INC?
FAM_SIZE
FAM_AGE
SIBLINGS
US BORN
AFQT
ASSETHS
UNEMP
RURAL
TUITION?

1987

3338
0.1207
0.8001
0.0155
0.0635
0.0790
1043.2
12.833
0.8636
1836.4
6.6363
7.0968
24.680
0.5733
0.2657
0.1609
26572
2.8406
26.154
3.6096
0.9340
42.789
7107.8
2.9331
0.1791
1153.1

1988

3357
0.0965
0.8394
0.0071
0.0568
0.0640
977.74
12.890
0.8963
2016.8
7.4566
7.6098
25.684
0.5737
0.2654
0.1609
29047
2.7768
25.624
3.6136
0.9368
42.565
7132.9
2.6094
0.1805
1170.5

1989
3389
0.0994
0.8574
0.0023
0.0407
0.0430
970.54
12.917
0.8982
2078.7
8.2912
7.6038
26.686
0.5716
0.2653
0.1632
46666
2.7722
25.707
3.6208
0.9350
42.270
20246
2.3865
0.1844
1181.5

1990
3328
0.0943
0.8647
0.0006
0.0402
0.0408
962.93
12.962
0.9050
2025.0
9.1908
8.0964
27.687
0.5736
0.2644
0.1620
34705
2.7641
25.814
3.6283
0.9353
42.422
10064
2.4002
0.1850
1234.6

1991
2931
0.1044
0.8614
0

0.0341
0.0341
976.60
13.050
0.8955
2072.1
10.022
7.7159
28.624
0.5165
0.2972
0.1863
36938

2.8161
26.108
3.6349
0.9344
42.089
11688

2.9512
0.1641
1351.1

1992
2936
0.1226
0.8474
0
0.0299
0.0299
1006.7
13.049
0.8773
2126.6
10.853
7.8402
29.620
0.5150
0.2973
0.1877
59830
2.8692
26.231
3.6294
0.9335
41.905
13922
3.1757
0.1665
1404.9

1993
2937
0.1113
0.8593

0
0.0292
0.0292
1118.6
13.073
0.8886
2076.2
11.676
8.2973
30.621
0.5138
0.3006
0.1856
41624
2.9240
24.292
3.6275
0.9342
41.869
13488

3
0.1722
1490.2

1994
2896
0.1142
0.8649

0
0.0207
0.0207
1128.3

13.08
0.8857
2111.7
12.548
8.4466
31.611
0.5162
0.2987
0.1851
43778
2.9229
24.610
3.6339
0.9350
41.965
12195

2.9499
0.1833
1504.5

1In 1981 dollars
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TABLE 3
The Consumption Equation.
In(cnt) = (1— o) "1[ZB1 — In(NnAt) + Vnt]

Variable Parameter Estimate Std. Err.
Demographic Variables

AFAM SIZEy B11 0.1466 0.0022
AFAM INGy B12 8.00E-06 0.08E-06
AFAM AGE; B1i3 4.00E-06 2.00E-06
AUNEMRy B1a -0.0010  0.0005
ASy B1is -0.0091  0.0008
A(AGE x Sy) Bis 0.0089  0.0008
AAGE? B17 -0.0008 0.0004
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The Wage Equation

TABLE 4

In(Wntj) = In(63;) + In(pn) + Ay By

Low SkKill High Skill
Variable Parameter Estimate Parameter Estimate
Lags of Enrollment
AdS, Bo11 -0.0309 Boo1 -0.0701
(0.0382) (0.0266)
Ady, , Bo12 -0.0198 B2 -0.01239
(0.0421) (0.02707)
Lags of Participation
Adﬁ,‘t_1 B213 0.0198 B223 -0.1513
(0.0431) (0.0175)
Adh Bo14 0.0319 B224 -0.1272
(0.0460) (0.0193)
Lags of Hours Worked
Ahpi—1 B21s 0.20E-04 B22s 0.28E-04
(0.02E-04) (0.01E-04)
JA\ P Bo16 0.07E-04 B226 0.10E-04
(0.02E-04) (0.01E-04)
Socio-Economic Variables
A Br1g  -0.29E-04  Bpag 0.0040
(1.37E-04) (0.0001)
AEﬁt_2 Bo17 -0.0010 B227 -0.0011
(0.0003) (0.0002)
A(Sqt X Ent—2) 827179 0.0027 527279 -0.0072
(0.0003) (0.0002)
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TABLE 5

Estimated changes in aggregate prices and wages

Year

Aggregate Prices
(1—a)tAIn(Ay)

Aggregate Wages

Unskilled (Alnox 1)

Skilled (Alnox 2)

1980

1981

1982

1983

1984

1985

1986

1987

1988

1989

1990

1991

1992

1993

1994

0.0709
(0.0175)
0.0509
(0.0180)
0.0129
(0.0189)
0.0279
(0.0192)
0.0345
(0.0199)
-0.0423
(0.0200)
0.0288
(0.0206)
0.0713
(0.0218)
-0.0102
(0.0226)
0.1111
(0.0228)
-0.0186
(0.0232)
0.0230
(0.0237)
0.2044
(0.0246)
-0.0260
(0.0250)
-0.0056
(0.0251)

0.0180
(0.0035)
0.0047
(0.0383)
0.0287
(0.0393)
0.0449
(0.0381)
0.0526
(0.0402)
0.0584
(0.0384)
0.0556
(0.0363)
-0.0228
(0.0375)
0.0133
(0.0366)
-0.0360
(0.0368)
-0.0101
(0.0392)
0.0290
(0.0411)
0.0120
(0.0351)

0.2016
(0.0114)
0.1916
(0.0141)
0.1127
(0.0162)
0.2320
(0.0177)
0.2303
(0.0204)
0.2831
(0.0212)
0.1421
(0.0210)
0.1781
(0.0221)
0.1652
(0.0219)
0.1610
(0.0219)
0.1713
(0.0237)
0.1770
(0.0252)
0.1587
(0.0218)

T Standard errors in parentheses
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TABLE 6
Estimate of time spent on school activifies

In(sn) = 7,B3
Variable Parameter Estimate  Std.Err
Constant Bso 7.2383 0.1829
Lags of Enrollment
ds 4 Bs1 0.2602 0.0463
d_» Bs2 0.2037 0.0789
Lags of Hours Worked
Pnt—1 Bs3 -0.77E-04 0.17E-04
hnt—2 B34 -0.50E-04 0.26E-04
Socio-Economic Variables
BLACK Bs 0.1063 0.0265
HISPANIC Bs -0.0996 0.0304
AGEy x St Bs7 -0.0045 0.0013
(AGEqy x Sy)>  Bsg  0.76E-05 0.26E-05
US BORN B1o -0.1261 0.0417
FAM SIZEy Bz 11 0.0135 0.0050
RURAL B12 0.0647 0.0250
UNEMBRy Bs13 -0.0244 0.0100
AFQT B.15 0.0037 0.0004
In(u) 83’17 -0.1435 0.0273
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TABLE 7: Probability of Grade Promotion

F ) = (1 0h) ety oot
dﬂt =0 drr;t =1
Variable Parameter Estimate Parameter Estimate
Constant Bs1.0 0.0307 B420 0.0482
(0.7734) (0.5499)
Time Use Variables
Sht B47;|_71 0.0025 B472’1 0.0036
(0.0003) (0.0008)
S Bs22  -0.15E-05
(0.03E-05)
hnt Ba23 -0.0006
(0.0001)
h2, Bs2sa  0.10E-06
(0.03E-06)
Enroliment Variables
dS, 4 Ba2s 0.4104
(0.1184)
GRADE 11 Bgi2  0.5812  Byap 0.3215
(0.1709) (0.1580)
GRADE 12  Byi3 0.5672 Ba 27 1.0022
(0.1485) (0.1285)
Participation Variables
dh Ba2s 0.2185
(0.0873)
dl Bs1a 02771
(0.1203)
Socio-Economic Variables
BLACK Bi1s -0.2296  Byag -0.3751
(0.1305) (0.0925)
HISPANIC B210 -0.4627
(0.0928)
AGEqy Ba16 -0.1468  Byo11 -0.0824
(0.0268) (0.0147)
St Ba212 -0.1038
(0.0261)
AFQT Bi17 0.0058 Bs4213 0.0100
(0.0027) (0.0017)
In(n) B4,1,8 -0.6327 B472714 -0.4418
(0.0877) (0.0642)
In(p) Ba19 -0.2598 B2 15 -0.5451
(0.1478) (0.1068)
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TABLE 7.1: Marginal Effects Probability of Grade Promotion

_ hy_exp(xyBa1) h _expXuBa2)
F (%) = (1—dny) 1+9XP(>Ean41) + Ot 1+9Xp&1t542)

dﬂt - O dlqt == 1
Variable Parameter Estimate Parameter Estimate

Time Use Variables

Snt Bs11 0.0005 Ba21 0.0008
S Bs22  -0.26E-06
Pnt Ba23 -0.0001
h2, Bs2s4  0.02E-06
Enrollment Variables

dei_1 Ba2s 0.0915

GRADE 11 Bs12 0.1136 Ba2e 0.0717
GRADE 12 Byj;3 01109  Bygy7 0.2235
Participation Variables

dh Ba2s 0.0487
dr Bs1a  0.0542

Socio-Economic Variables

BLACK Bi1s -0.0449 Ba29 -0.0837
HISPANIC B2 10 -0.1032
AGEq Ba16 -0.0365 Bs211 -0.0184
Sht Ba212 -0.0232
AFQT Bz  0.0011 Bgpiz  0.0022
In(n) Bs1g -0.1247 Bs214 -0.0985
In(u) B471’9 -0.0508 B472715 -0.1216
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TABLE 8
Sample Averages of Nonparametric Estimates

Variable Sample Sample Variable Sample Sample

Mean Std. Dev, Mean  Std. Dev
6y
Prto 0.1197 0.2145 | 4wl 01088 2.0533
]
Pntt 0.7076  0.3427 | Pm) 03520 5.2083
(1)
Prtz 0.0489  0.1303 | P4l 06002  4.5189
(1
Prt3 0.1232 02307 | 2w 05044 5.2803
) 0po(¥i))
po(Wp) 03870  0.2398| w2 00301 4.1811
1)
po(W%) 05709 0.1835| %) 04081  6.9457
(1
po(W) 0.0995 01503 | 2PPmd 08412 55360
&9
po(W7) 03659 0.2446 | 2 Pm) 05360 6.3767
po(WY) 00283 0.1095
po(Wl) 02616 0.3736
po(W) 0.0370 0.1504
(Wns)

Wity 01436 0.3166
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TABLE 9

Psychic Value of School Attendance
Uo (03, Xnt) = dfieXntBs

Variable Parameter Estimate Std.Err.
Constant Bso -20.8502 10.0810
St Bs1 3.6935 1.6900
S Bs -0.0654  0.0619
AGEq x Syt Bs3 -0.0635 0.0093
BLACK Bs4 1.4361 1.3736
HISPANIC Bs 0.0667 1.8812
AFQT Bse 0.0165 0.0343
TABLE 10

Fixed Utility of Labor Force Participation
Uy (i, Xor) = A Be

Variable Parameter Estimate Std.Err.
Constant Bso -0.8174 2.3807
Ent Bs1 1.2834 1.2741
EZ Be2 -0.0270  0.2294
AGE;; x Ent Bs3 -0.0645 0.0176
BLACK Bs4 -0.4961 1.4026

HISPANIC Bs -0.0351 2.4603
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TABLE 11

Utility of Leisure and the CRRA parameter.
Uz (%t Int, Int—1, Int—2) = 1nXsB7 + 520 8ilnt_ilnt

Variable Parameter Estimate  Std.Err.
Int B7o 0.0043 0.0114
AGE;; x It B71 -0.0009 0.0010
AGE?, X It B72 0.27E-04 0.24E-04
BLACK X It B7s 0.0009 0.0008
HISPANICX | B7a 0.0003 0.0021
12, So -0.58E-07 0.68E-07
Intlnt—1 01 2.87E-07 1.15E-07
Intlnt_2 02 3.86E-07 0.11E-07
CRRA parameter a 0.1067 0.0060
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TABLE 12: Results from baseline simulation by race.

Age Education Experience Hours Wages
Actual Sim. Actual Sim. Actual Sim. Actual Sim.
White

20 1196 1037 332 290 1257 1708 4.89 3.77
25 1316 1221 6.96 5.19 1957 1812 937 6.71
30 13.52 1343 10.70 750 2198 2092 13.77 11.57
35 14.37 9.93 2338 15.85

Black

20 11.71 9.69 267 265 1129 1521 435 3.35
25 1236 1090 590 461 1830 1711 7.38 5.73
30 12,53 1158 9.62 6.52 1963 2023 10.36 8.84
35 11.91 8.60 2275 11.67

Hispanic

20 11.33 969 3.04 284 1320 1773 5.00 3.82

25 11.99 1089 6.71 5.03 1817 1960 9.15 6.57

30 12.28 11.56 1057 7.20 2107 2219 12.26 10.03
35 11.90 9.61 2403 13.20
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TABLE 13: Effect of cash subsidy to students who do not work.

Age | Education | Experience Hours Wages
Base Poll/ Base Poll Base Poll Base Poll
White

20 | 10.37 10.38 2.90 2.88| 1708 1709 3.77 3.77
25 | 12.21 12.24 519 5.14|1812 1810 6.71 6.71
30 | 13.43 13.48 7.50 7.41|2092 2094|11.57 11.68
35 | 1437 14.44 9.93 9.78| 2338 2336| 15.85 16.08

Black

20 | 9.69 9.71| 2.65 2.63|1521 1522 3.35 3.35
25 | 1090 1095 4.61 455 1711 1708 5.73 5.72
30 | 11.58 11.63 6.52 6.41| 2023 2020 8.84 8.85
35 | 11.91 11.98 8.60 8.41|2275 2274|11.67 11.78

Hispanic

20 | 9.69 9.71| 284 283 1773 1771 3.82 3.81
25 |10.89 10.92 5.03 4.99| 1960 1958 6.57 6.56
30 | 11.56 11.61 7.20 7.10| 2219 2222|10.03 10.02
35 | 11.90 11.96 9.61 9.44| 2403 2402| 13.20 13.21
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TABLE 14: Effects of mandatory increases in time spent on gthdctivities.

Age | Education | Experience Hours Wages
Base Pol2/ Base Pol2 Base Pol2 Base Pol2
White

20 | 10.37 10.66/ 2.90 2.89|1708 1722 3.77 3.78
25 1221 1295 5.19 5.09| 1812 1827 6.71 7.05
30 |13.43 14.78 7.50 7.23| 2092 2185| 11.57 14.99
35 | 14.37 16.52 9.93 9.38| 2338 2412| 15.85 23.28
Black
20 | 9.69 9.96| 2.65 2.64| 1521 1528 3.35 3.35
25 | 1090 11.62 4.61 4522|1711 1704/ 573 5.84
30 | 1158 12.68 6.52 6.35|2023 2070/ 8.84 10.50
35 1191 13.38 8.60 8.39|2275 2325|11.67 15.15
Hispanic
20 | 969 9.76| 2.84 2.84|1773 1771 3.82 3.81
25 |10.89 10.98 5.03 5.04| 1960 1958 6.57 6.58
30 | 1156 11.66 7.20 7.23|2219 2222/ 10.03 10.07
35 | 11.90 12.00 9.61 9.67| 2403 2402| 13.20 13.24
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TABLE 15: Equating school quality.

Age | Education | Experience Hours Wages
Base Pol3| Base Pol3 Base Pol3 Base Pol3
Black
20 | 9.69 10.03 2.65 2.65|1521 1501 3.35 3.34
25 1090 11.62 4.61 4.60| 1711 1654/ 573 5.82
30 | 11.58 12.60 6.52 6.65| 2023 2000/ 8.84 9.80
35 1191 13.20 8.60 8.71|2275 2297|11.67 13.47
Hispanic
20 | 9.69 997|284 286|1773 1771 3.82 3.82
25 |10.89 11.39 5.03 5.11|1960 1958 6.57 6.63
30 | 1156 12.21 7.20 7.40|2219 2222|10.03 10.35
35 | 11.90 12.68 9.61 9.94| 2403 2402| 13.20 13.67
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TABLE 16: Effects of mandatory increases in time spent on sthdctivities after equating
school quality.

Age | Education | Experience Hours Wages

Base Pol4| Base Pol4 Base Pol4 Base Pol4
Black
20 | 9.69 10.28 2.65 2.63|1521 1509 3.35 3.34
25 |10.90 12.38 4.61 4.49|1711 1648 5.73 6.06
30 |11.58 13.96 6.52 6.26| 2023 2118 8.84 13.50
35 1191 15.26 8.60 8.31|2275 2393|11.67 20.91
Hispanic
20 | 9.69 10.35 2.84 2.84| 1773 1737 3.82 381
25 |10.89 12.29 5.03 5.04| 1960 1884 6.57 6.82
30 | 1156 1358 7.20 7.25|2219 2215/ 10.03 12.45
35 [ 1190 14.56 9.61 9.70| 2403 2432 13.20 17.05

63



Figure 1: Changes in Shadow Price of Consumpfiofi — o) ~tInA;)

Estimates
03f| - - —ci )

0.25

0.2

0.15

0.1

0.05

0

-0.05

Changes in Aggregate Prices

_01 - m

-0.15 b

_02 1 1 1 1 1 1
1980 1982 1984 1986 1988 1990 1992 1994
Year

Figure 2: Changes in Unskilled Aggregate Wadén vy 1)

0.35 T T
—— Estimate
- - Cl
0.3 B
0.25 =
0.2 =

Changes in unskilled piece rates

L L L L
1982 1984 1986 1988 1990 1992 1994

64



Changes in skilled piece rates

0.35

Figure 3: Changes in Skilled Aggregate Waén wx2)

0.05

— Estimate
- - Cl

1982

1
1984

1
1986

1
1988
Year

65

1
1990

1
1992

1994



