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ABSTRACT To avoid the complex process of explicit feature extraction in traditional facial expression
recognition, a face expression recognition method based on a convolutional neural network (CNN) and
an image edge detection is proposed. Firstly, the facial expression image is normalized, and the edge
of each layer of the image is extracted in the convolution process. The extracted edge information is
superimposed on each feature image to preserve the edge structure information of the texture image. Then,
the dimensionality reduction of the extracted implicit features is processed by the maximum pooling method.
Finally, the expression of the test sample image is classified and recognized by using a Softmax classifier.
To verify the robustness of this method for facial expression recognition under a complex background,
a simulation experiment is designed by scientifically mixing the Fer-2013 facial expression database with the
LFW data set. The experimental results show that the proposed algorithm can achieve an average recognition
rate of 88.56% with fewer iterations, and the training speed on the training set is about 1.5 times faster than
that on the contrast algorithm.

INDEX TERMS Face expression recognition, convolutional neural network, edge computing, deep learning,
image edge detection.

I. INTRODUCTION

Human-computer interaction technology refers to a kind of
technology which takes computer equipment as the medium,
so as to realize the interaction between human and com-
puter. In the recent years, with the rapid development of
pattern recognition and artificial intelligence, more and more
research has been conducted in the field of human-computer
interaction technology [1], [2]. The facial expression recog-
nition, as an important means of intelligent human-computer
interaction, has a broad application background. It has been
applied in the fields of assistant medicine, distance edu-
cation, interactive games and public security [3]–[5]. The
facial expression recognition extracts the information rep-
resenting the facial expression features from the original
input facial expression images through computer image
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processing technology, and classifies the facial expression
features according to human emotional expression, such as
happiness, surprise, aversion and neutrality [6], [7]. The
facial expression recognition plays an important role in the
research of emotional quantification. Under the trend of arti-
ficial intelligence, the communication between human and
computer becomes easier and easier. Therefore, vigorously
promoting the research of facial expression recognition tech-
nology is of great value to the development of individuals
and society [8], [9]. The facial expression recognition is a
technologywhich uses computer as an assistant tool and com-
bines it with specific algorithms to judge the inner emotion of
the human face expression. The facial expression recognition
is also applied to the medical field. To know the effect of
new antidepressants, more accurate drug evaluation can be
made according to the daily record of patients’ facial expres-
sions. In the treatment of autistic children, facial expression
recognition can be used to help interpret the emotions of
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autistic children and help doctors understand themselves.
Psychological changes in autistic children, so as to develop
more accurate treatment programs [10]. The application of
facial expression recognition in teaching field can enable the
teaching system to capture and record students’ emotional
changes in learning, and provide better reference for teach-
ers to teach students in accordance with their aptitude. The
application of facial expression recognition in traffic field
can be used to judge the fatigue state of pilots or drivers,
and to avoid the occurrence of traffic hazards by technical
means. Applying facial expression recognition to daily life,
life management robots can understand people’s mental state
and intention according to facial expression recognition, and
then make appropriate responses, thus enhancing the experi-
ence of human-computer interaction.
In the recent years, the development of facial expression

recognition technologies has been rapid and many schol-
ars have contributed to the development of facial expres-
sion recognition [11], [12]. Among them, the Massachusetts
Institute of Technology Media Laboratory and Japan’s Art
Media Information Science Laboratory are representative.
The research of expression recognition in computer field
mainly focuses on the feature extraction and feature classi-
fication. The so-called feature extraction refers to extract-
ing features that can be used for classification from input
pictures or video streams [13], [14]. There are many meth-
ods of feature extraction. According to the type of data
input, the existing methods of feature extraction can be
divided into two categories: one is based on static images and
the other is based on a dynamic sequence. Feature extrac-
tion methods based on static images include Gabor wavelet
transform [15], Haar wavelet transform [16], Local Binary
Pattern (LBP), and Active Appearance Models (AAM) [17].
Generally speaking, the dimension of feature is large before
and after the completion of feature, and thus the dimen-
sion reduction is usually carried out [18]. The facial expres-
sion classification refers to the use of specific algorithms
to identify the categories of facial expressions according to
the extracted features. Commonly used methods of facial
expression classification are Hidden Markov Model (HMM),
Support Vector Machine (SVM), AdaBoost, and Artificial
Neural Networks (ANN) [6]. To avoid the complex process
of explicit feature extraction and low-level data manipulation
in traditional facial expression recognition, a fast R-CNN
(Faster Regions with Convolutional Neural Network Fea-
tures) facial expression recognition method is proposed in
the literature [19]. The trainable convolution kernel is used
to extract the implicit features, and the maximum pool is
used to reduce the dimension of the extracted implicit fea-
tures. The work in [20] presents a Feature Redundancy-
Reduced Convolutional Neural Network (FRR-CNN). Unlike
traditional CNN, the convolution core of FRR-CNN diverges
due to the more discriminant differences between feature
maps at the same level, resulting in fewer redundant fea-
tures and a more compact image representation. In addition,
the transformation invariant pool strategy is used to extract

representative cross-transform features. The work in [21]
presents a hierarchical Bayesian topic model based on pose to
solve the challenging problem in multi-user facial expression
recognition. The model combines local appearance features
with global geometric information and learns intermediate
representation before recognizing expression. By sharing a
set of functions with different postures, it provides a unified
solution for multi-functional facial expression recognition,
bypassing the individual training and parameter adjustment
of each posture, so it can be extended to a large number of
postures.

Although the CNN algorithm has made some progress
in the field of facial expression recognition, it still has
some shortcomings, such as too long training time and low
recognition rate in the complex background. To avoid the
complex process of explicit feature extraction in traditional
facial expression recognition, a facial expression recognition
method based on CNN and image edge detection is proposed
in this paper. The main innovations of this method are as
follows:

(1) The edge of each layer of the input image is extracted,
and then the extracted edge information is superimposed on
each feature image to preserve the edge structure information
of the texture image.

(2) In this paper, the maximum pooling method is used to
reduce the dimension of the extracted implicit features, which
shortens the training time of the convolutional neural network
model.

(3) The Fer-2013 facial expression database and LFW
(Labeled Faces in the wild) data set are scientifically mixed to
design a simulation experiment, which proves that themethod
proposed in this paper has a certain robustness for facial
expression recognition under a complex background.

II. FACIAL EXPRESSION DATA PREPROCESSING

Because the original pictures of facial expressions have com-
plex background, different sizes, different shades and other
factors, a series of image pre-processing processes have to
be completed before facial expressions are input into the
network for training. Firstly, we locate the face in the image
and cut out the face image. Then, we normalize the face
image to a specific size. Next, we equalize the histogram of
the image to reduce the influence of illumination and other
factors. Finally, we extract the edge of each layer of the image
in the convolution process. The extracted edge information
is superimposed on each feature image to preserve the edge
structure information of texture image.

A. FACE DETECTION AND LOCATION

This paper uses a Haar classifier for human detection. The
Haar classifier is trained by Haar-like small features and an
integral graph method combined with the AdaBoost algo-
rithm. The Haar-like is a commonly used texture descriptor,
and its main features are linear, edge, center and diagonal.
Adaboost is an improvement of Boosting algorithm and its
core idea is to form a strong classifier by iterating not only
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weak classifiers but also weak classifiers. The Viola-Jones
detector is a milestone in the history of face detection. It has
been widely used because of its high efficiency and fast
detection. This method uses the Haar-like to extract facial
features, and uses an integral graph to realize fast calcula-
tion of Haar-like features, and screens out important features
from a large number of Haar-like features. Then, we use the
Adaboost algorithm to train and integrate the weak classi-
fier into a strong classifier. Finally, several strong classifiers
are cascaded in series to improve the accuracy of the face
detection.
The Haar-like feature can reflect the gray level change of

image, so it is very effective to describe human face, because
many features of human face have obvious contrast change
characteristics. However, the calculation of eigenvalues is
very time-consuming. In order to improve the calculation
speed, this paper uses the integral graph method to calculate
the Haar like eigenvalues. The concept of an integral graph is
expressed in Figure 1 (a). The integral graph of the coordinate
A (x, y) in a graph is defined as the sum of all the pixels in its
upper left corner.

A (x, y) ii (x, y) =
∑

x ′≤x,y′

i
(

x ′, y′
)

(1)

FIGURE 1. Integral graph method to calculate eigenvalues.

Here, ii (x, y) represents the integral image. i
(

x ′, y′
)

rep-
resents the original image; for gray image, here represents
the gray value and for color image, here represents the color
value.
The pixel value of an area can be calculated by using the

integral graph of the end points of the area, as shown in
Figure 1 (b). The pixel value of regionD can be calculated by

S (D) = ii (4) + ii (1) − ii (2) − ii (3) (2)

where ii (1) represents the pixel value of region A,
ii (2) represents the pixel value of region A + B, ii (3) rep-
resents the pixel value of region A + C , ii (4) represents the
pixel value of regions A + B + C+ D. The eigenvalues of
rectangular features can be calculated by integral graphs of
feature endpoints. Taking the edge feature a as an example,
the eigenvalue calculation can be expressed by Fig. 1 (c). The
pixel values of point A and point B are:

S (A) = ii (5) + ii (1) − ii (2) − ii (4) (3)

S (B) = ii (6) + ii (2) − ii (5) − ii (3) (4)

According to the definition, the eigenvalue of rectangular
feature is the pixel value of region A minus the pixel value of

region B. According to formula (3) and formula (4), the for-
mula for calculating eigenvalue is as follows.

T = ii(5) − ii(4) + ii(3) − ii(2) − (ii(2)

−ii(1)) − (ii(6) − ii(5)) (5)

It can be seen that the eigenvalues of rectangular fea-
tures are only related to the integral graph of rectangu-
lar endpoints. Through simple integral graph addition and
subtraction operation, the eigenvalues can be calculated,
which greatly improves the speed of target detection. Next,
the extracted Haar-like features are used to train the classifier,
and the AdaBoost algorithm is used to train the classifier.
Finally, the trained classifier is used to extract the face from
the image.

B. SCALE NORMALIZATION

Because the input of the network is a fixed sized picture,
before the picture is input into the network, the original pic-
ture should be normalized to generate a specific size picture.
Let point (x, y) in the original picture be normalized and
mapped to point

(

x ′, y′
)

. The mapping is as follows:




x ′

y′

1



 =





sx 0 0
0 sy 0
0 0 1









x

y

1



 (6)

where sx represents the scaling ratio of the image in the
direction of x axis and sy represents the scaling ratio of the
image in the direction of y axis. In the process of image
scaling, bilinear interpolation algorithm is also needed to fill
the image. A, B, C and D are the four points around the
pixel (x, y). The corresponding gray values are g (A), g (B),
g (C), g (D). To get the gray value of point (x, y) and calculate
the gray value of points E and F , the formula is as follows:

g (E) = (x − xD) (g (C) − g (D)) + g (D) (7)

g (F) = (x − xA) (g (B) − g (A)) + g (A) (8)

xA and xD are the abscissa of pointA and pointD, respectively.
The gray scale formula of (x, y) is as follows:

g (x, y) = (y− yD) (g (F) − g (E)) + g (E) (9)

where yD represents the ordinates of CD points. Through
normalization, the input image is scaled to 128 × 128 size.
As shown in Figure 2, it is a normalized contrast map.

FIGURE 2. Contrast before and after normalization.
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C. GRAY LEVEL EQUALIZATION

In the actual image acquisition process, it is easy to be
affected by illumination, shadows and other factors, which
makes the collected image show a state of uneven distribution
of light and shade, whichwill increase the difficulty of feature
extraction. Therefore, it is necessary to average the gray level
of the image to enhance the contrast of the image. In this
paper, the Histogram Equalization (HE) method is used to
process images. The basic idea is to transform the histogram
of the original graph into a uniform distribution form [22].
If the gray level of the gray image is L, the size isM×N , and
the number of pixels in the ri gray level is E, the correspond-
ing probability of gray level occurrence is as follows:

Pr (ri) =
ni

M × N
, i = 0, 1, · · · ,L − 1 (10)

Subsequently, the cumulative distribution function is calcu-
lated using the following equation.

T (ri) =

i
∑

j=0

Pr
(

rj
)

, i = 0, 1, · · · ,L − 1 (11)

Finally, the image histogram is averaged using the follow-
ing mapping relations:

ej = INT [(emax − emin)T (r) + emin + 0.5]
j=0,1,··· ,L−1

(12)

The processing results are shown in Figure 3. When the
histogram of the image is completely uniform, the entropy of
the image is the largest and the contrast of the image is the
largest. In fact, gray level equalization realizes the uniform
distribution of image histogram, which enhances the contrast
of the image and makes the details clearer, and is conducive
to the extraction of facial features.

FIGURE 3. Grayscale equalization before and after contrast.

D. IMAGE EDGE DETECTION

The edge information of an image is often reflected in the area
where the gradient information of the image changes dramat-
ically. The edge of the image gives people a stronger visual
sense. Therefore, the edge information of the image cannot
be ignored in the process of texture synthesis. Some edge
information of the image is lost, which results in the blurred
edge information in the final synthesis result and affects the
table. In this paper, we extract the edge of each layer of
the image in the convolution process, and then superimpose
the extracted edge information on each feature map, which
preserves the edge structure information of texture image.

Kirsch edge operator is used to extract image edge informa-
tion. The template of eight directions of Kirsch operator is
respectively.

a0 =





5 5 5
−3 0 −3
−3 −3 −3



 , a1 =





−3 5 5
−3 0 5
−3 −3 −3



 ,

a2 =





−3 −3 5
−3 0 5
−3 −3 5



 , a3 =





−3 −3 −3
−3 0 5
−3 5 5





a4 =





−3 −3 −3
−3 0 −3
5 5 5



 , a5 =





−3 −3 −3
5 0 −3
5 5 −3



 ,

a6 =





5 −3 −3
5 0 −3
5 −3 −3



 , a7 =





5 5 −3
5 0 −3

−3 −3 −3



 (13)

Assuming that any pixel PA in the image is surrounded by
the gray level of 3 × 3 area, and that gi (i = 0, 1, · · · , 7) is
the gray level of point A obtained by convolution of the i+ 1
template of the Kirsch edge operator of the image, the gray
level of point A can be obtained by the convolution of the D
template of the Kirsch edge operator

g0 = 5 × (a3+a4+a5)−3(a2+a6)−3(a1+a0+a7) (14)

In Equation (14), ai (i = 0, 1, · · · , 7) is the neighborhood
pixel of the arbitrary point A. The gray value of point A in
other directions can be calculated by the same method of
Equation (14). After processing, the gray value of point A is
calculated by

gA = max (gi) i = 0, 1, · · · , 7 (15)

III. FACE EXPRESSION RECOGNITION NETWORK

MODEL BASED ON CNN

The essence of deep learning method is to construct a deep
neural network similar to human brain structure, which learns
more advanced feature expression of data layer by layer
through multi-hidden non-linear structure. This mechanism
of automatically learning the internal rules of large data
makes the extracted features have more essential character-
ization of the data, and thus the classification results can
be greatly enhanced. For a two-dimensional image input,
the neural network model can interpret it layer-by-layer from
the pixels initially understood by the computer to edges, parts,
contours of objects, objects understood by the human brain,
and then can classify it directly within the model to obtain
recognition results.
The CNN is a feedforward neural network, which can

extract features from a two-dimensional image and optimize
network parameters by using back propagation algorithm.
Common CNNs usually consist of three basic layers: a con-
volution layer, a pooling layer and a connective layer. Each
layer is composed of several two-dimensional planes, that is,
featuremaps, and each featuremap hasmany neurons. In con-
volution neural network, the input layer is a two-dimensional
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FIGURE 4. CNN structure for facial expression recognition.

matrix composed of image pixels. The alternation of convolu-
tion layer C and pooling layer S is the core module to realize
feature extraction of convolution neural network. This paper
designs a CNN structure for facial expression recognition,
as shown in Figure 4. Excluding input layer, the network
consists of seven layers, including three convolution layers
(C1, C2 and C3), two pooling layers (S1 and S2), one full
connection layer and one Softmax layer. The input layer is
a 96 × 96 face pixel matrix. Each feature map is connected
locally with its previous feature map. There are several fea-
ture maps in the convolution layer and the pooling layer.

The CNN has three important characteristics: local
perception, weight sharing and down sampling. These char-
acteristics overcome the problem of too many parameters
and difficult calculation of the traditional feedforward neu-
ral network in high-dimensional input, and make the model
obtain certain translation, rotation and distortion invariance.
Common sense holds that people’s perception of the outside
world is generally from the local to the whole. The image has
a certain spatial connection. The adjacent pixels are closely
related, while the distant pixels have little correlation. There-
fore, neurons only need to perceive the local pixels, and then
integrate the local information at the bottom to get the global
information at the high level. This is the concept of local
perception, which greatly reduces the number of parameters
needed to learn.

Convolutional layers C1, C2 and C3 use 32, 64 and
128 convolutional nuclei for convolution operation respec-
tively. The size of convolutional nuclei used in each convo-
lution layer is 5 × 5; the size of sampling window used in
pooling layer S1 and S2 is 2 × 2; the full connection layer
contains 300 neurons, which are fully connected with pooling
layer S2; and the Softmax layer contains 7 neurons, which
are fully connected. The features of the output layer were
classified, and the facial expressions were divided into seven
categories: fearful, angry, sad, happy, surprised, disgusted and
neutral.

A. CONVOLUTION LAYER

The convolution layer is the core of CNN, which has the char-
acteristics of local connection and value sharing. The specific
method is to use the convolution core to calculate on the
upper input layer by sliding windows one by one [23], [24].
The input image and several trainable convolution filters are
convoluted to produce the C l layer of the feature mapping
layer. Then the feature mapping map is processed, including
summation, weighting and bias operations. A new feature
mapping layer S2 is obtained through an activation function.

Then the convolution operation is carried out on the S2 layer,
and the C3 layer is obtained. According to the same principle
and operation, the S4 layer is obtained. Finally, these feature
maps are rasterized and connected into a set of feature vec-
tors, which are then transferred to the neural network classi-
fier for training. Generally, the computational expression of
convolution layer is

ylj = θ







N l−1
j

∑

i=1

wi,j ⊗ x l−1
i + blj






, j = 1, 2, · · · ,M (16)

The layer l is the current layer, and the layer l − 1 is the
previous layer. wi,j represents the convolution kernel of the
jth feature graph of the current layer and the i feature graph of
the previous layer; ylj represents the j-th feature graph of the

current layer; blj represents the bias of the jth feature graph

of the current layer; x l−1
i represents the ith feature graph of

the previous layer. In the experiment, blj = 0 is adopted
to enable the network to train rapidly and reduce learning
parameters. M represents the number of feature maps of the
current layer; θ (·) stands for activation function;N l−1

j means
connected to the current layer 1 j a characteristic figure of the
previous layer all the characteristics of the figure, the number
of experiments, the modified Linear unit (Rectified Linear
Units, ReLU) functions, rather than the commonly used sig-
moid or hyperbolic tangent function tanh(·), because ReLU
can produce a more sparse ReLU function.

θ (x) = max (0, x) (17)

Practice has proved that the network trained with ReLU
activation function has moderate sparsity. At the same time,
it can solve the problem of gradient disappearance whichmay
occur in the process of adjusting back propagation parameters
and accelerate the convergence of the network. The feature
extracted by convolution operation can be directly used to
train classifiers, but it still faces huge computational chal-
lenges. In order to further reduce the parameters, a down
sampling operation is proposed after the convolution oper-
ation. The basis of down sampling is that the pixels in the
continuous range of the image have the same characteristics
(local correlation), so the features of different locations can
be aggregated and counted. For example, we can calculate the
average or maximum value of a specific feature in an image
region. This statistical dimensionality reduction method not
only reduces the number of parameters, prevents fitting, but
also makes the model obtain the scaling invariance of the
image.
The convolution layer C1 convolutes 96 × 96 pixels of

input image with a 5 × 5 convolution core, i.e. each neuron
specifies a 5×5 local receptive field, so the size of the feature
map obtained by convolution operation is (96 − 5 + 1) ×

(96−5+1) = 92×92. Through convolution operations of 32
different convolution kernels, 32 feature maps are obtained,
that is, 32 different local expression features are extracted.
Convolution layer C2 uses 64 5 × 5 convolution kernels and
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then convolutes the characteristic graphs of convolution layer
C1 output. 64 feature graphs are obtained. The size of each
feature graph is (92 − 5 + 1) × (92 − 5 + 1) = 88 × 88.
In convolution layer C3, 128 5 × 5 convolution kernels
are used to convolute the characteristic maps of pool layer
S1 output, and 128 feature maps are obtained. The size of
each feature map is (44 − 5 + 1) × (44 − 5 + 1) = 40 × 40.

The principle of weight sharing is that the statistical char-
acteristics of one part of an image are similar to those of
other parts, so the same convolution kernel can be used to
extract features for all positions on the image. However,
it is not enough to use only one convolution kernel to learn
the features. Therefore, in the actual training of convolu-
tion neural network, many convolution kernels are used to
increase the diversity of feature mapping. Each kind of con-
volution can get the mapping plane of different features
of the image. By using weight sharing, not only abundant
image information can be obtained, but also the number
of parameters needed for network training can be greatly
reduced. Under the condition of reasonable control of net-
work structure, the generalization ability of convolutional
neural network can be enhanced. The feature extracted by
convolution operation can be directly used to train classifiers,
but it still faces huge computational challenges. In order to
further reduce the parameters, a down sampling operation is
proposed after the convolution operation. The basis of down
sampling is that the pixels in the continuous range of the
image have the same characteristics (local correlation), so the
features of different locations can be aggregated and counted.
For example, we can calculate the average or maximum value
of a specific feature in an image region. This statistical dimen-
sionality reduction method not only reduces the number of
parameters, prevents fitting, but also makes the model obtain
the scaling invariance of the image.

B. POOLING LAYER

The main purpose of the pooling operation is to reduce the
dimension. A pooling window of 2 × 2 step size can reduce
the dimension of the next feature map by half. Although there
is no direct reduction in the number of training parameters,
halving the dimension of feature graphmeans that the compu-
tational complexity of convolution operation will be greatly
reduced, which greatly improves the training speed.

If we train the Softmax classifier directly with all the
features we have learned, it will inevitably bring about the
problem of dimension disaster. To avoid this problem, a pool-
ing layer is usually used after the convolution layer to reduce
the feature dimension [25], [26]. Down sampling does not
change the number of feature maps, but reduces the output
of feature maps, which reduces the sensitivity to translation,
scaling, rotation and other transformations. If the size of the
sampling window is n × n, then after one down-sampling,
the size of the feature graph becomes 1/n×1/n of the original
feature graph. The general expression of pooling is

ylj = θ

(

β lj down
(

yl−1
j

)

+ blj

)

(18)

Among them, ylj and y
l−1
j represent the j-th feature map

of the current layer and the first layer respectively; down (·)

represents a down sampling function; β lj and b
l
j represent the

multiplicative and additive biases of the j-th feature map of
the current layer, respectively. In the experiment, β lj = 1,

blj = 0 and θ (·) are used as activation functions, and identical
functions are used in the experiment.

After sharing the local receptive fields and weights,
the number of training parameters is greatly reduced, but the
dimension of the feature map is not much reduced. There
are two problems. Firstly, if the dimension of feature graph
is too large, the number of training parameters generated by
full connection will be very large; secondly, the computer will
waste a lot of time on convolution calculation in the process
of training network.

C. FULL CONNECTION LAYER

The input of the full connection layer must be a
one-dimensional array, whereas the output of the previous
pooling layer S2 is a two-dimensional array. First, the two-
dimensional array corresponding to each feature graph is
converted into a one-dimensional array, and then 128 one-
dimensional arrays are connected in series to a feature vector
of 51200 dimensions (20 × 20 × 128 = 51200) as the full
connection. The output of each neuron is

hw,b (x) = θ

(

wT x + b
)

(19)

where hw,b (x) denotes the output value of neurons. x denotes
the input eigenvector of neurons.w denotes the weight vector.
b denotes bias. b = 0 denotes the activation function in
experiments. θ (·) denotes the activation function, and ReLU
function is used in experiments. The number of neurons will
affect the training speed and fitting ability of the network. The
experimental results show that when the number of neurons
is 300, the effect is better.

D. SOFTMAX LAYER

The last layer of the CNN uses a Softmax classifier. The
Softmax classifier is a multi-output competitive classifier.
When a given sample is input, each neuron outputs a value
between 0 and 1, which represents the probability that the
input sample belongs to that class. Therefore, the category
corresponding to the neuron with the largest output value is
selected as the classification result.

E. CNN PARAMETER TRAINING

The training process of CNN is essentially the process of
optimizing and updating network weights. Appropriate ini-
tialization of weights has a great impact on the updating of
weights. The commonly used initialization methods include
constant initialization, uniform distribution initialization and
Gauss distribution initialization. The CNN essentially imple-
ments a mapping relationship between input and output. The
CNN carries out supervised training. Before starting training,
it initializes the ownership value of the network with some
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different small random numbers. The training of convolution
neural network is divided into two stages:
1) Forward propagation stage. Sample x is extracted from

the training sample set. Its corresponding category label is y,
ỹ is a 7-dimensional vector whose elements represent the
probability that x is divided into different categories. x is input
to the CNN network. The output of the upper layer is the input
of the current layer. Then, the output of the current layer is
calculated by activation function, which is passed down layer
by layer. Finally, the output ỹ of the Softmax layer is obtained.

(2) Back propagation stage, also known as error propa-
gation stage. Calculate the error between the output ỹ of
Softmax layer and the class label vector y of a given sample
(y is a 7-dimensional vector, only the element corresponding
to the class label y is 1, the other elements are 0), and adjust
the weight parameters by minimizing the mean square error
cost function.

IV. EXPERIMENT

In this section, two sets of experiments are designed to verify
the performance of the proposed method. The first group of
experiments analyze the performance of the algorithm and
verify that the training time of the algorithm is lower than
that of the traditional CNN algorithm model. The experi-
mental data comes from the Fer-2013 expression database.
The second group of experiments is used to verify that the
recognition rate of the algorithm has increased under complex
background. The experimental data comes from the Fer-2013
facial expression database and LF mixed sets of W data
sets [27], [28]. The Fer-2013 facial expression database con-
tains 28,709 training pictures and 7,178 test pictures, each
of which is a 48 × 48 gray scale image. Each face is more or
less in the middle of the picture. Therefore, in the experiment,
the image data can be directly input into the network for
training without any other pre-processing.
We use a Keras framework to build the network. Keras is

a python-based neural network framework, which supports
seamless switching between theano and tensorflow [29]. The
hardware platform of the experiment is Intel (R) Core (TM)
i5-6500 CPU main frequency 3.2GHz, 16GB memory and
6GB NVIDIA GeForce GTX 1060 GPU display memory.

A. PERFORMANCE ANALYSIS EXPERIMENTS

The purpose of this experiment is to test the performance of
the proposed algorithm, and verify that the proposed algo-
rithm has a lower training time than the original algorithm.
The experimental data come from the images of Fer-2013
expression database. The Fer-2013 expression database has
been introduced in Section 3.D. In order to improve the
reliability of the experimental results, three cross-validation
experiments were carried out, which divided 35,886 facial
expression images into three parts on average. Two of
them were used as training samples in each experiment,
and the remaining one was used as test samples. The
experiments were repeated three times, and the average
recognition results of three times were taken as the final

recognition performance. The training set and the test set
contained seven expressions of happiness, fear and surprise,
respectively.
In order to verify the performance of the proposed

algorithm, the proposed method and R-CNN model [19]
are compared experimentally. In the experiment, the same
experimental environment and experimental data were used.
Through simulation experiments, the relationship between
iterations and Accuracy of training sets of the two models is
obtained, as shown in Figure 5.

FIGURE 5. Expression recognition rate under different iterations.

From Figure 5, we can see that both the proposed method
and R-CNN algorithm converge. It needs to be explained that
this experiment takes the training set as an example. There
are 23,924 images in the training set, 48 facial expressions
(batch_size = 48) are processed at a time, and 499 samples
can be processed at a time. This experiment has trained
50 generations in the training set, that is, 25,000 iterations.
From the above figure, the following conclusions can be
drawn:
(1) As can be seen from Figure 5, both the proposed

algorithm and the R-CNN algorithm converge after a certain
number of iterations.When themodel converges, the recogni-
tion rates are 85.54% and 77.78%, respectively. It can be seen
that the proposed algorithm improves by nearly 8 percentage
points compared to the R-CNN algorithm. Thus, the proposed
algorithm has certain advantages in facial expression recog-
nition rate.
(2) As seen from Figure 5, both models converge after

a certain number of iterations. When the proposed model
is iterated to 10,000 times, the model begins to converge.
The R-CNN algorithm converges after 15,000 iterations. This
shows that the proposed algorithm can achieve satisfactory
results after fewer iterations, that is to say, the training speed
of the proposed method on the training set is 1.5 times faster
than that of R-CNN algorithm.
The proposed method is compared with R-CNN and

FRR-CNN algorithms [20]. The experimental data come
from Fer-2013 facial expression data set. Table 1 lists the
recognition rate comparison of the three algorithms, and the
time comparison on the test set and the training set.
The training time and test time of training set indicated

in Table 1 refer to the time used to process a batch of
images. In this paper, 48 images are processed in batches.

VOLUME 7, 2019 159087



H. Zhang et al.: Face Emotion Recognition Method Using CNN and Image Edge Computing

TABLE 1. Performance comparison of three algorithms.

Table 1 shows that the proposed algorithm is smaller than
R-CNN algorithm and FRR-CNN algorithm in both training
time and testing time. It can be concluded that the maxi-
mum pooling method is used to reduce the dimension of the
extracted implicit features, which can shorten the training
time of the convolutional neural network model. Moreover,
the proposed algorithm achieves the highest average recogni-
tion rate of 88.56%.

B. COMPARATIVE ANALYSIS EXPERIMENT

The purpose of this experiment is to verify the robustness
of the proposed algorithm for facial expression recognition
under complex background. The experimental data in the
previous experiment are from the Fer-2013 facial expression
database. Because the facial expression database is a standard
facial expression image set, there is no complex recognition
background. Therefore, in order to verify the recognition
effect of this experiment under complex background, the
experimental data is a mixture of LFW data set and Fer-2013
facial expression database. The LFW data set contains 13,000
face images, each of which is named after the person being
photographed. The expression images of the database are
not collected in the laboratory, but in the complex external
environment collected by the network. The purpose of this
experiment is to verify the recognition performance of the
proposed algorithm under complex background.
In order to verify the robustness of this method for facial

expression recognition under complex background, the pro-
posed algorithm is compared with the classical convolutional
neural network FRR-CNN model and R-CNN algorithm.
This experiment can be divided into two steps. The first
step is to scientifically mix the Fer-2013 facial expression
database and LFW data set, and take 3,269 images of each
of the seven kinds of expressions in the Fer-2013 facial
expression database, totaling 22,883 images. It combines
with 13,000 images of LFW data set, and forms a data set
containing 35,883 images for training. The second step is to
use 28,341 pictures in the mixed data set as training set and
7,542 pictures as test set to get the expression recognition
rate of the above algorithm under different iteration times
in different test sets. The experimental results are shown in
Figure 6.
As can be seen from Figure 6, the three models converge

after iteration to a certain algebra. Taking the test set as an

FIGURE 6. Expression recognition rate of different methods in complex
background.

example, the following conclusions can be drawn from the
analysis of Figure 6 in our laboratory:

(1) From the figure it can be seen that the proposed
algorithm began to converge after 20 generations of train-
ing, the R-CNN algorithm began to converge after about
26 generations, and the convergence speed of the FRR-CNN
model was relatively slow. For R-CNNmodel and FRR-CNN
model, the number of layers is similar, but R-CNN model
has stronger feature extraction ability than FRR-CNNmodel,
which makes the convergence speed of R-CNN model in
complex background faster to some extent.

(2) It can be seen from the figure that in the experimental
environment of complex background, although the overall
recognition rate is not high in the Fer-2013 data set, the recog-
nition rate of the proposed algorithm is still higher than that
of the other two methods after iteration to a certain extent.
Therefore, it can be explained that the proposed algorithm can
improve the recognition rate of facial expressions in complex
background to a certain extent.

V. CONCLUSION

In this paper, we propose a facial expression recognition
method using a CNN model which extracts facial features
effectively. Compared to traditional methods, the proposed
method can automatically learn pattern features and reduce
the incompleteness caused by artificial design features. The
proposed method directly inputs the image pixel value
through training sample image data. Autonomous learning
can implicitly acquire more abstract feature expression of
the image. The training process of the proposed method uses
appropriate initialization of weights which has a great impact
on the updating of weights. Our extensive experimental anal-
ysis shows that compared to the past literatures, the proposed
algorithm can improve the recognition rate of facial expres-
sions in complex background to a certain extent. Compared
to FRR-CNN and R-CNN models, the convergence speed
of proposed model is much faster in complex background
environments. Also, the proposed method achieves a higher
recognition rate.

Facial expressions captured in reality may have vari-
ous noises, such as face posture, occlusion, and blurring.
To address this concern, as a future work, we will investigate
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more robust models which satisfy real conditions. We will
also focus on how to reduce the complexity of network struc-
ture, and will try to recognize dynamic expressions with 3D
convolution technology.
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