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AbstractIn this paper, we propose a fast and e�cient hando� schemeto handle the movements of mobile nodes among small wire-less cells at the fringes of the Internet. Our scheme adoptsa hierarchical mobility management architecture to restrictthe hando� processing overheads within the vicinity of themobile node, and uses multicast as the packet forwardingmechanism to deliver packets to multiple base stations withinthe vicinity of the mobile node to achieve fast hando� per-formance. Our scheme is based on the Internet Protocol (IP)and is compatible with Mobile IP and its route optimizationoption.We also present simulation results for our simulation us-ing the Network Simulator (ns2). The simulations showthat our hando� scheme is fast enough to meet the require-ments of an interactive voice communication session. The�rst packet from the new base station arrives at the mobilenode within 10 ms after the mobile node initiates a hand-o�. Hence our scheme is suitable for roaming mobile nodeswhich may encounter numerous hando�s while they are inthe midst of an interactive voice communication session suchas Internet telephony.1 IntroductionThe Internet will be a huge wired internetwork with manysmall wireless cells at the edges to connect mobile devicesto the wired part of the network. Each cell has a base sta-tion which acts as the gateway to the wired network forthe mobile nodes. The advantages of having a smaller cellsize include higher data throughput, better frequency reuse,location information with �ner granularity, and the lowerpower transceivers required at the mobile nodes. Users ac-cess the Internet via the base stations using small portabledevices, and hando�s between cells in the midst of a datatransfer are very common. Hence a fast and e�cient hand-o� scheme is needed for these mobile devices to maintainconnectivity, minimize data loss and latency while crossingcell boundaries during data transfers.The IETF Mobile IP standard [11] was intended to solveTo appear in the proceedings of the Second ACM Inter-national Workshop on Wireless Mobile Multimedia (WoW-MoM'99), 20 August 1999, Seattle, Washington.

the general problem of host mobility in the Internet. Forour scenario of mobile devices crossing cell boundaries fre-quently, using Mobile-IP will result in frequent location up-dates, and the latency involved in the re-routing of thepackets will not be acceptable for mobile hosts engaging inreal-time communication session like Internet telephony. Asnoted in [8], that while Mobile IP (and IPv6) is designed toaddress the \macro" mobility management problem, such assupporting host mobility over wide-area networks, it doesnot address micro-level mobility issues such as packet lossand delay due to hando�s.In this paper, we propose a fast and e�cient hando�scheme that supports hando�s of mobile devices crossingwireless cell boundaries frequently during interactive voicecommunication sessions. We adopt a domain foreign agentconcept to hide mobility of mobile nodes within the foreigndomain from the home agent. We achieved fast hando� per-formance by using multicast as the packet forwarding mech-anism from the domain foreign agent to the base stations atthe vicinity of the mobile node.Our base stations are network-layer routers with bu�ers,and are capable of subscribing to multicast groups. Ourscheme aims to reduce the overheads of mobility manage-ment while maintaining the quality of a real time interactivesession such as Internet telephony during hando�s. It shouldminimize the protocol overhead on the networks while meet-ing the stringent requirements of interactive speech placeson network jitter, delay and loss.We have simulated our scheme using the Network Sim-ulator (ns2)1 and the simulation results show that the �rstpacket from the new base station arrives at the mobile nodewithin 10 ms2 after the hando� is initiated by the mobilenode. Our result is valid even in a wireless environment withcoverage gaps where a mobile node loses connectivity withthe previous base station before a hando� is initiated.The rest of our paper is organized as follows. Section2 presents related work. Section 3 describes our mobilitymanagement architecture and hando� protocol. Section 4presents the details of our protocol. Section 5 reports theperformance results of our simulation. Section 6 highlightssome areas for future work, and Section 7 concludes thepaper.1Network Simulator is a network simulation tool developed byLNBL, USC/ISI, Xerox PARC and UCB.2For a simulated wireless network of 1.2 Mbps bandwidth and 4 mslink delay.
1



2 Related WorkThe problem of excessive mobility management tra�c hasbeen addressed numerous times in the literature. Pollini etal. [14] has shown that cellular telephone networks haveto carry much more signaling tra�c than wired telephonenetworks due to mobility management tra�c. Various workrelated to hierarchical mobility management have been pro-posed to reduce the problem of excessive mobility manage-ment tra�c in cellular networks. (EIA/TIA) Interim Stan-dard 41(IS-41) [4] and the Global System for Mobile Com-munications (GSM) mobile application part (MAP) [9] aretwo standards for location management for cellular networksand both use the Home Location Registers (HLR) and Vis-itor Location Registers (VLR). Jain and Lin [7] use a pre-viously visited VLR and a series of forwarding pointers toreduce the location update tra�c back to the HLR. Ho andAkyildiz [6] choose a VLR close to the mobile terminal to beits local anchor, which is made known to the HLR. Locationupdates are reported only to the local anchor.For connection-less network such as the Internet, C�aceresand Padmanabhan [1] propose a hierarchical mobility man-agement scheme where a domain foreign agent is used to hidethe mobility from the home agent of the mobile node withinthe foreign administrative or security domain. The disad-vantage is that the domain foreign agent has to maintainper-mobile node routing entries and update them whenevera mobile node moves.Various proposals for fast hando� schemes can also befound in the literature. For hando� in a connection-orientedpico-cellular network, Ghai and Singh [5] propose a schemein which picocells are formed as a group and each group isassigned a di�erent multicast address. Messages addressedto a mobile user are multicast from a supervisor host tothe mobile user using the multicast address associated withthe group that the mobile node is presently located. Whena mobile node moves, it moves into a di�erent group andmessages are forwarded to the mobile node using the newgroup multicast address. The disadvantages are that thesupervisor host has to inform all the base stations involved(in both the old and new groups) of the movement of themobile node, and the update and search mechanisms usedby the system are not scalable.For hando� in a connection-less network between adja-cent base stations located in the same subnet, C�aceres andPadmanabhan [1] use a non-multicast minimal hando� pro-tocol between base stations and mobile nodes to achieve lowlatency. The retransmission bu�er size is tuned to the num-ber of expected packet losses during a hando�, and the com-plete bu�er is retransmitted from the old to the new basestations after every hando� to reduce packet loss. This op-tion trades o� additional hando� overheads over the wirednetworks for reduced hando� packet loss. The other dis-advantage is that if the base stations are not on the samesubnet, the method of forwarding packets from the old tothe new base stations after a hando� may not meet the re-quirement of low latency during hando�.Seshan et al. [15] propose a scheme in which each mobilenode is pre-assigned a temporary IP multicast address by itshome agent. The home agent encapsulates packets destinedfor the mobile node and forwards them to its associated mul-ticast group. While only one base station actively forwardspackets to the mobile node, the other base stations that areidenti�ed as likely hando� targets are asked by the mobilenode to join the multicast group. These potential hando�target base stations bu�er the recent few packets and can

quickly forward them to the mobile node should a hando�happen. The use of multicast relieves the home agent of thetask of keeping track of the mobile node's location, but thescheme has one drawback. The scheme has to handle the IPmulticast address management issues across the wide-areanetworks. Potential multicast address conicts may happenif the multicast stream passes through an area whereby thesame multicast address is used for another communication.Mysore and Bharghavan [10] propose to use IP multicastas the sole mechanism for addressing and routing packets tomobile nodes. Each mobile node is identi�ed by a uniquemulticast IP address, and packets destined for the mobilenode are sent as multicast packets. This scheme has the ad-vantage of integration of architectures supporting multicastand mobility, as well as seamless mobility during hando�s.However, it su�ers from various compatibility issues with ex-isting IP implementations such as ARP reply processing andTCP support over IP multicasting, making wide deploymentof this scheme unlikely.3 Mobility Management
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Figure 1: Mobile IP entities in a wireless internetwork.A typical campus network with wireless extensions isshown in Figure 1. The various network segments are in-terconnected by routers (R), and mobile hosts (MH) accessthe Internet via the base stations (BSs) over the wirelesslinks. As each MH moves, it leaves the wireless coverageof one cell and enters into another, resulting in a hando�between the BSs. For our scenario of small wireless cells atthe fringes of the Internet, such hando�s will be frequent aswireless cells may be of the size of a few meters.In Mobile IP, when the MH moves from one cell to an-other, causing a change of foreign agent (FA), the MH isrequired to send location updates to inform the home agent(HA) of its latest care-of address. This location update traf-�c has to traverse the wide-area network (if the MH is faraway from the HA), and the hando� can incur long delay.Meanwhile packets are forwarded to the wrong FA before thelocation update message reaches the HA. For the route op-timization option [13], packets from the correspondent host(CH) are sent to the wrong FA until the CH is noti�ed ofthe MH's new care-of address. Hence we can see that MobileIP alone is not suited to handle frequent hando�s of mobiledevices in small wireless cells. Hando� latency is long andthe control messages generated due to the frequent hando�salso add on to the load of the wide-area network. Our ap-proach avoids these drawbacks while providing the desiredhando� performance.2



3.1 Hierarchical StructureWe propose to adopt the domain foreign agent (DFA) con-cept to shield all mobility within the foreign domain to thedomain network itself. As long as the mobility of the mobilenode is within the domain of the DFA, no location updatetra�c is generated. This eliminates any location updatetra�c going across the wide-area network due to the mobil-ity of MHs within the foreign domain.
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BS 1 BS 2 BS 3Figure 2: Hierarchical mobility management approach us-ing DFA, and the use of multicast as the packet forwardingmechanism from the DFA to physically adjacent BSs.For the purpose of exposition, we will use the scenarioof a campus environment. As shown in Figure 2, a cam-pus administrative domain may have a domain foreign agentwhich is responsible for all foreign mobile nodes within thecampus. At the subnet level, agent advertisement messagescontaining the IP address of the DFA are broadcast peri-odically. Note that this functionality of broadcasting agentadvertisement may be subsumed by the BSs for our case.When a mobile node hears a beacon and decides to attachto the wired network, it registers with the DFA and sendsthe IP address of the DFA to its HA as its care-of address.When the MH moves from one cell to another, resulting in achange of serving BS (but still within the campus), no loca-tion update is sent to the HA. As far as the HA is concerned,the MH is still within the campus in the DFA's domain, andall packets meant for the MH are encapsulated and tun-neled to the DFA. Since we do not expect mobile nodes tomove frequently from one campus to another campus in avery short span of time, minimum location update tra�c isgenerated across the wide-area network. For roaming be-tween domains, which is rather infrequent and slow, MobileIP alone is adequate to handle such cases.For route optimization, the CH is informed of the DFA'sIP address as the MH's care-of address, and packets meantfor the MH are sent directly to the DFA.3.2 Hando� ProtocolTo achieve fast hando� performance, we use multicast as thepacket forwarding mechanism from the DFA to the base sta-tions surrounding the MH. When a MH roams into a wirelesscell within the campus and registers with the DFA, the DFAassigns a multicast address unique within its domain to theMH. The MH informs the serving BS (the BS serving thecell where the MH presently resides) to subscribe to thismulticast group, as the DFA will forward packets meant forthe MH as a multicast stream using this multicast address.The serving BS in turn informs all physically adjacent BSs

to subscribe to the same multicast group. While only theserving BS actively forwards packets (as a unicast) to theMH, the other adjacent BSs bu�er the recent few packetsso that they can forward these packets to the MH should ahando� occur.The thick arrows from the DFA to the various BSs inFigure 2 show the paths of the multicast stream from theDFA to the physically adjacent BSs. If the MH is to moveto either the left or right cell, both BS1 and 3 already havethe recent few packets for the MH in their bu�ers. No for-warding of bu�ers from the old to the new BSs is needed.Hando� is fast and packet loss due to hando� is minimized.The multicast forwarding algorithm used between the DFAand the BSs can be any of the well-established ones for thewired networks, such as Distance Vector Multicast RoutingProtocol (DVMRP) [3], or Protocol Independent Multicast-Dense Mode (PIM-DM) [2].The advantages of using multicast as the packet forward-ing mechanism from the DFA to the BSs are three fold.First, it alleviates the DFA from the task of keeping trackof the exact location of the MH. As long as the MH remainswithin its domain, the DFA can be sure that the MH willreceive packets encapsulated in the multicast stream usingthe assigned multicast address. The choice of keeping trackof the exact location of the MH becomes optional, and is notnecessary to ensure correct forwarding of packets to the MH.This approach is di�erent from Ghai and Singh [5] wherebythe supervisor host and the base stations together track theMHs as they move in order to ensure correct forwarding ofpackets. In our scheme the DFA only needs to manage theallocation of multicast addresses to the MHs within its do-main during registration. This task is much easier than tomaintain and update the BSs that the di�erent MHs are at-tached to. Moreover, the assignment of multicast address toa MH can remain unchanged for the period of time (hoursor even days) that the MH is operating within the DFA'sdomain, regardless of its exact location. This is again di�er-ent from Ghai and Singh [5] whereby the multicast addressused by the supervisor host to forward packets to the mo-bile node is totally dependent on the location of the mobilenode. In our scheme, these multicast streams are restrictedwithin the network in the domain itself and do not traversethe wide-area network. Hence the chances of a multicastaddress conict like the case of Seshan et al. [15] are muchlower. To eradicate multicast address conict totally, mech-anism of allocating multicast address globally, such as allo-cating a range of multicast address to each domain, must beused.Second, no location update message back to the DFAis even needed for the correct forwarding of packets to theMH. When a MH moves from one cell to another, the newserving BS informs its neighboring BSs to subscribe to themulticast group that is assigned to the newly arrived MH.Since adjacent BSs are most likely to reside in the samenetwork segment, we are using multicast for such commu-nications as well to reduce network load. If the DFA is notconcerned about the exact location of the MH, no locationupdate message is sent back to the DFA, and minimum lo-cation update overhead is generated when MH moves fromone cell to another. Hence the use of multicast as the packetforwarding mechanism eliminates the generation of locationupdate tra�c back to the DFA, but the correct forwardingof packets to the MH is still ensured.Third, since physically adjacent cells are most likely toreside on the same network segment, the use of multicastas the packet forwarding mechanism to these adjacent BSs3



provides an advantage. This is especially so for the case ofshared-medium network such as Ethernet. Comparing thecase of unicasting a packet to a single BS, to that of multi-casting the same packet to a few BSs residing on the samenetwork segment, the extra network load generated fromthe use of multicast is negligible. Hence the use of multi-cast in our scheme enables us to forward packets e�cientlyto physically adjacent BSs to give our scheme good hando�performance.We believe that our hierarchical mobility managementarchitecture coupled to the use of multicast as the packetforwarding mechanism, is a scalable and e�cient solutionto handle frequent hando�s of mobile nodes among smallwireless cells.4 ProtocolWe simulated our hando� scheme using the Network Simu-lator tool (ns2) version 2.1b3. All code is written and simu-lated on a Sun Sparc 5 workstation running on Solaris 2.5.1software platform. We highlight the important componentsof our protocol in the next few sections.4.1 RegistrationFor a MH to know that it has roamed into the coveragearea of a wireless cell, it has to listen constantly for beaconsfrom the BSs. BSs carry the IP address of the DFA in theirbeacons as a form of agent advertisement message, as well astheir own address. When a MH hears a beacon and decidesto attach to the wired network via the BS, the followingexchange of messages take place.� The MH sends a registration request message to theDFA.� The DFA processes the registration request and thenrelays it to the MH's HA. The DFA address is used asthe care-of address in the registration request.� The HA sends a registration reply to the DFA to grantthe MH's request.� The DFA relays the registration reply together with aIP multicast address to the MH. This IP multicast ad-dress is unique for that MH within the DFA's domain.Note that besides the inclusion of the IP multicast ad-dress in the last message from the DFA to the MH, the othermessage exchanges are exactly the same as those stated inthe Mobile IP speci�cation [12]. The inclusion of the IP mul-ticast address should pose no serious compatibility problemas it can be easily added to the list of extensions alreadypresent in the registration reply message.4.2 Dynamic Virtual Macro-cellsIn our scheme, we organized the base stations logically intoDynamic Virtual Macro-cells (DVMs). DVMs are formed byclusters of base stations adjacent to each other, and theseDVMs overlap each other as shown in Figure 3. A BS maybelong to more than one DVM, but each BS is a core of onlyone DVM. Only the core can transmit information while theother member BS in the same DVM should only listen. TwoBSs in the same DVM need not necessarily be in the samesubnet. As an illustration, in Figure 3, BS2 is the core ofDVM A and also a member of DVM B. Similarly BS 3 is the

core of DVM B as well as a member of DVM A. A hando�can only happen between the core and any of its memberBSs in the same DVM. For example, a MH can only hando�from BS2 to BS1 or 3.
BS1 BS2 BS3 BS4

DVM A DVM BFigure 3: Dynamic Virtual Macro-cell.In Figure 3, assuming that a MH roams into BS2's celland registers successfully with the DFA. The MH informsBS2 to subscribe to the multicast group assigned to the MHby the DFA. BS2 will inform all other member BSs (BS1 and3) in DVM A to subscribe to this multicast group as well.Each DVM core sends control information to the other mem-ber BSs using multicast and each DVM has its own multicastaddress. This reduces signi�cantly the network load due tothe control information ow between the members of theDVM when a MH crosses cell boundaries.4.3 Hando�Referring to the scenario shown in Figure 2, the MH is inBS2's cell and BS1 and 3 are bu�ering the recent few packetsmeant for the MH. Assumed that the MHmoves to the right,hears the beacon from BS 3, and decides to do a hando� toBS3. The following are the message exchanges.� After hearing the beacon from BS3, the MH decides toswitch from BS2 to BS3 based on factors such as radiosignal strength and quality of connection.� MH sends a greet message to BS3, indicating its inten-tion to switch over to BS3's cell. The greet messagecontains the IP address of the old serving BS (BS2),the IP multicast address assigned to the MH, and theIP ID of the last forwarded packet received by the MHfrom the old BS.� BS3 sends back a greet ack message to the MH to con-�rm the hando�. BS3 also sends a notify message toBS2 to inform the later about the hando�. At thesame time, BS3 starts forwarding packets to the MH,beginning with packet in its bu�er received immedi-ately after the packet whose IP ID is indicated in thegreet message received from the MH. The use of IPID is to minimize missing or duplicate packets beingforwarded to the MH after the hando�. The proto-col critical to a correct hando� can be considered as�nished after the exchange of the above messages.� BS3 multicasts a control message to inform the othermember BSs (BS2 and 4) in its DVM to subscribe tothe multicast group associated with the newly arrivedMH. After receiving this message, BS4 subscribes tothe multicast group associated with the MH and startsbu�ering the recent few packets meant for the MH.BS2 does nothing since it is already subscribed to themulticast group.� After receiving the notifymessage from BS3, BS2 sendsback a notify ack message to BS3 and stops forwardingpackets to the MH.4



� BS 2 multicasts a control message to inform the othermember BSs (BS1 and 3) in its DVM that MH hasleft its cell, and these member BSs can prune them-selves o� the multicast tree associated with the MHif necessary. In this case, since the serving BS is nolonger adjacent to BS1 after the hando�, BS1 can un-subscribe from the multicast group associated with theMH.The control information packet sent out by BS2 and 3 (asmulticast) due to the hando� contains minimum informationand has a very short packet size. Hence the extra networkload generated by these control packets in our scheme isnegligible as compared to other schemes which forwards datapackets from the old BS to the new BS, or schemes thatrequire location update packets to traverse the wide-areanetwork when a hando� occurs.4.4 Beacon Period and Bu�er SizeEvery BS transmits a beacon periodically. Besides servingas an agent advertisement message, this signal is importantto a mobile node as an aid to detect its own movement. Amobile node can listen to transmissions from BSs to othermobile nodes in the same region to identify its own location.If such transmissions are absent, the mobile node can realizethat it has roamed out of the coverage area of its servingBS either by detecting a missing beacon from its servingBS, or hearing a beacon from another BS. In our scheme,a mobile node sends out a BS solicitation message once itdetects a missing beacon. BSs who heard this solicitationmessage must send out a beacon, and if the mobile nodehears multiple beacons, it can decide which BS to hando�to by looking at criterion such as received signal strength ofthe beacon.First consider the general case where wireless cells areoverlapping with no coverage gap, and the BSs involved inthe hando� are of the same network hierarchy (meaning thata packet from the DFA will arrive at both BSs at about thesame time). For the ideal case of eliminating packet loss dueto a hando�, the amount of bu�ers needed at the BSs shouldbe equivalent to the maximum possible amount of packetloss due to the hando�. We de�ne the rendezvous time asthe time taken for a mobile node to hear a beacon from anew BS after roaming out of the old BS's cell. Hence the ren-dezvous time determines how soon a mobile node can detectits movement out of a wireless cell and initiate a hando�.In a wireless environment with approximately-synchronousbeacon system (all BSs send out beacons approximately atthe same time, with a small time o�set just enough to pre-vent collisions of beacons between adjacent base stations),the worst case rendezvous time is equal to the beacon period.Equation (1) shows the relationship between the rendezvoustime, the packet inter-arrival time, and the maximum pos-sible number of packet loss per connection during a hand-o� (without any bu�ering scheme). The amount of bu�erneeded at the base station to support hando� for multipleconnections can be extrapolated easily.maximum number of packet loss during a hando� =[(rendezvous time) = (packet inter-arrival time)] + 1 (1)The worst case scenario can be a situation where a packetis transmitted immediately after the beacon from BS X, andthe mobile node leaves the wireless cell of BS X before receiv-ing the complete packet. While the mobile node is outside

the coverage area of BS X, all packets for the mobile nodewhich arrive at BS X before any hando� is initiated are lost(assuming no bu�ering is done), and the mobile node canonly initiate a hando� after hearing the beacon from a newBS. The amount of packet loss can be reduced if the mobilenode can detect its movement out of a wireless cell soonerand initiate a hando� earlier to a nearer BS. Hence a shorterrendezvous time will help to reduce the amount of bu�ersneeded at the BSs to eliminate packet loss during hando�.For the case of a small wireless cell environment withcoverage gap, the maximum possible number of packet lossis totally dependent on the mobile node's mobility pattern.In�nite amount of bu�ers are needed if the mobile nodedecides to stay put at the coverage gap inde�nitely.In our scheme, each BS bu�ers the recent few packetsmeant for mobile nodes residing at physically adjacent cellsand First-in-First-out (FIFO) bu�ers are used. The fasthando� is achieved by a BS forwarding these packets fromits bu�ers should the mobile node moves into its cell.A short beacon period consumes more wireless band-width, increases processing overheads, but reduces the amountof bu�ers required at the BSs because the number of ex-pected lost packets is lower. On the other hand, a longerbeacon period increases the number of bu�ers needed at theBSs but consumes less wireless bandwidth and reduces pro-cessing overheads.5 Performance SimulationOur aim is to determine whether our hando� scheme canmeet the requirements to support real-time interactive com-munications like Internet telephony during hando�. We alsowant to �nd out how our scheme helps in the throughput ofa reliable transport protocol transfer during hando�.5.1 Simulation Scenario
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BS 1 BS 2Figure 4: Simulation Scenario.Our simulation scenario is shown in Figure 4. In our nssimulations, the DFA and the BSs are connected by wiredlinks, and the MH is attached to the BSs through wirelesslinks. The wired and wireless networks are simulated using10 Mbps duplex links and 1.2 Mbps duplex links respec-tively. No loss of signaling or data packets are simulated.For our packet audio source, we chose the pulse code modu-lation (PCM) as the Internet telephony audio coding formatto simulate the most network resource demanding case. Us-ing Mbone applications like vat as the yardstick, the shortestpacket inter-arrival time for PCM format is 20 ms, and theaverage packet size is 200 bytes. We use these parametersin our simulations of an Internet telephony source.5.2 Hando� PerformanceThe objective of this simulation is to �nd out the timeneeded for our scheme to complete a hando�. The timeto complete a hando� has two components: the rendezvous5



time and the hando� latency. The hando� latency is de�nedas the di�erence in time between the arrival of the �rst newpacket from the new BS's bu�er and the time at which theMH sends a hando� request to the new BS. In our case, thisincludes the exchange of greet, greet ack messages and thearrival of the �rst packet from the new BS at the mobilenode.Our experiment involved the DFA sending out UDP mul-ticast packets of 200 bytes each at an interval of 20 ms, tosimulate the forwarding of encapsulated packets from theDFA to the MH. We measured the hando� latency when theMH does a hando� from BS1 to 2 while receiving this multi-cast stream. We also performed our simulations using wire-less networks of di�erent bandwidths and link delays. Thenetworks have no other tra�c other than the UDP packetsand the protocol overheads. The results are plotted in Fig-ure 5. For a typical wireless network of 1.2 Mbps bandwidthand 4 ms link delay, the hando� latency for our scheme is10 ms. Hence the total hando� time for our scheme in sucha wireless network is equal to the rendezvous time plus 10ms.
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200 bytes every 20 ms to simulate the forwarding of a real-time Internet telephony stream to the MH, while the MHmoves from BS 1 to 2. Various human factors studies haveshown that the maximum tolerable delay for an interactiveconversation is approximately 200 ms. This helps to set themaximum tolerable rendezvous time and beacon period thesystem can allow.
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For simulations with bu�ers, each BS has a bu�er size of15 packets (so that the total bu�er size matches the TCPwindow size of 15 Kbytes). This number of bu�ers ensuresthat no packet is lost due to a hando�.
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hando� to BS2. These forwarded packets from BS2's bu�erarriving at the MH are shown in the circle in Figure 8. TheTCP source did not detect any packet loss after the hando�and the transfer continued from the last packet forwardedfrom BS1.For the case where BS did not have any bu�er, thosepackets that did not reach MH are lost. Immediately afterthe hando�, the source was not able to send anymore packetsas the sender's TCP window was zero. This prevented thefast retransmit algorithm from being invoked (which wouldhave shortened the delay for the retransmission) as no dupli-cate acknowledgments were generated by the MH after thehando�. As a result, the source had to wait for the TCPretransmission timer to expire before retransmitting the lastunacknowledged packet to the MH. After the retransmittedpacket reached the MH, the TCP transfer continued fromthere. This explains why the TCP throughput is higher forthe scheme where BSs have 15-packet bu�ers, as comparedto one where no bu�er is used.We also performed simulations to �nd out the e�ect onTCP throughput when the BSs do not have enough bu�ersto eliminate all packet loss due to a hando�. This happenswhen bu�er size at the BSs are smaller than the receiveradvertised TCP window size at the MH. We measured theTCP throughput of a �le transfer for di�erent bu�er sizesat the BSs. To simulate multiple hando�s, the MH movesbetween BS1 and BS2. The results are shown in Figure 9.
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was not invoked. As the sender TCP window size was zero,the source had to wait for its retransmission timer to expire(starting from the time the last packet was transmitted afterthe hando�), before it could retransmit the packet with theright sequence number. The retransmission timer for thecase where BSs have no bu�er expired much earlier since itstarts from the time when the last packet was transmittedby the source just before the MH roams out of old BS's cell.Hence the overall TCP throughput for the case where BSshave no bu�er is higher than the case where BSs have abu�er size of 1 or 2 packets.This problem happens when the sender TCP window sizeis zero just before the hando�. This is a very common sit-uation when the source of a TCP transfer is at the wirednetwork with a higher bandwidth, and the receiver is a mo-bile node connected to the network via a lower bandwidthwireless link. Hence this is a generic problem for hando�schemes that use bu�er forwarding technique, if a bu�ersize of 1 or 2 packets is used.From our simulations, we conclude that our hando� schemeworks well for TCP if the bu�er size chosen per TCP con-nection is anywhere between 3 and the receiver advertisedTCP window size.6 Future WorkThe work presented in this paper can be extended in numer-ous ways. An intelligent neighborhood discovery protocolcan be incorporated to eliminate tedious manual con�gura-tion of dynamic virtual macro-cell membership informationat the base stations. Authentication mechanism needs tobe used for multicast communications among base stationsin the same dynamic virtual macro-cell to prevent denialof service attack. Encryption mechanism is also required toprevent eavesdropping of data packets being forwarded fromthe domain foreign agent to the mobile node using multicast.It is also interesting to extend our hando� scheme to handlemultiple tra�c types with di�erent requirements for networkbandwidth, delay and jitter. Finally, more complex scenar-ios involving multiple roaming mobile nodes can be studiedto determine the best bu�er management mechanisms at thebase stations for our hando� scheme.7 ConclusionsIn this paper, we have presented a hando� scheme with ahierarchical mobility management architecture coupled tothe use of multicast as the packet forwarding mechanism,to handle the frequent hando�s of mobile nodes in an envi-ronment with small wireless cells. From simulation results,we have shown that our scheme meets all delay requirementrelated to interactive voice communications, as well as pro-viding good quality of service to packet audio applicationsduring hando�. Our scheme is compatible with Mobile IPand its route optimization option. We have also shown thatour hando� scheme works well for TCP if the bu�er sizechosen per TCP connection is anywhere between 3 and thereceiver advertised TCP window size.The popularity of Internet telephony and video confer-encing applications has demonstrated the demand and use-fulness for such real-time interactive applications. The hand-o� scheme presented in this paper enables mobile users toenjoy the bene�ts of such applications with the same qualityof service without the bound of a tether.Acknowledgments
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