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Abstract: This paper presents a fast lock-in time clock frequency multiplier without using traditional
clock generation circuits such as PLLs and DLLs. We propose a novel technique based on capacitive
finite impulse response (FIR) filters to generate clock phases while reducing the input clock phase
noise at the same time. A new delay line circuit is also proposed for improving power supply
rejection. In addition, to improve the matching quality as well as the end-effects tolerance of the
on-chip capacitors, a single-value series/parallel algorithm is proposed. Designed in a 0.18 um digital
CMOS process, with a 20 MHz input clock frequency, the multiplier achieves a multiplication factor
of 5 with a lock-in time of less than 4 clock cycles. The input clock jitter is reduced from 7ns RMS to
153 ps RMS after frequency multiplication.

Keywords: frequency multiplier; electronics design automation; phase-locked loop; delay-locked loop;
capacitor network

1. Introduction

The clock frequency multiplier has many applications in integrated circuits, especially
for modern system-on-chip (SoC) designs [1]. In general, there are a few methods to realize
frequency multiplication: phase-locked loops (PLLs) [2—4], delay-locked loops (DLLs) [5-8],
and clock phase interpolation [9-12]. PLLs and DLLs offer good solutions for accurate
clock generation; however, they generally require a long time to lock or settle due to the
feedback operation. In addition, DLL/PLL-based circuits require substantial amounts of
design effort and time, and experienced designers are needed to migrate the same functions
from one process to another [13]. On the contrary, clock phase interpolation methods offer
a solution for producing a multiplied frequency with significantly reduced lock/settle
time, less power consumption, and smaller silicon area [14]. These methods, therefore,
considerably reduce the overall cost of the design and accelerate time-to-market for new
designs [15]. Since the clock multipliers in this category are generally digital intensive,
it is very convenient to make them portable among different processes. Several clock
interpolation-based frequency multipliers have been proposed. Saeki et al. [11] uses the
divider to generate the primary phase and direct clock cycle interpolation to generate 2N
times the input frequency. Yin et al. [12] adopt the passive RC polyphase filter (PPF) to
generate the primary phases that are then interpolated to obtain the necessary sub-phases.
However, as it is well known, using clock dividers or PPF to generate primary phases
causes large phase errors due to device or layout mismatches, which result in degraded
jitter performance.

In order to overcome the long locking time, high design effort, as well as high power
and silicon budget of PLL and DLL clock multipliers, it is necessary to investigate the
viability of designing clock multipliers using novel clock phase interpolation techniques.
This motivation leads us to the research of designing a clock frequency multiplier based
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on finite impulse response (FIR) filters. As it is shown in Figure 1, the proposed FIR-
filter-based clock multiplier has 4 stages. The capacitive primary phase generator (CPPG)
is the first stage of the clock multiplier and is composed of a tunable delay line and a
capacitive network that embodies the FIR filter coefficients. It is employed to generate
highly accurate differential primary phases and reduces the input clock jitter concurrently
due to its inherent filtering property. Based on the primary set of phases generated by
the CPPG, a capacitive sub-phase generator (CSG) is used to generate a set of arbitrary
differential sub-phases that are to be followed by a zero-crossing detector (ZCD). The edge
combiner (EC) combines all the M-phase clock signals to generate a signal at M times of
the input frequency f;,. It is worth mentioning that such a clock multiplying technique
is also enabled by the proposed single-value series/parallel algorithm for the capacitive
networks used in both CPPG and CSG blocks. The algorithm effectively improves the
matching quality and end-effects tolerance of the on-chip capacitors, making the designed
coefficients accurate and resilient to process variations.
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Figure 1. Architecture of FIR-filter-based clock multiplier.

2. Principle of Operation and Circuit Implementation
2.1. Capacitive Primary Phase Generator
2.1.1. Fundamental Mathematics

Synchronous digital filter design techniques laid the foundation of CPPG design. Sev-
eral classic and recently-published digital filter design books and papers deliver a detailed
tutorial on the FIR filter design topic, which provide strong mathematical support to the
CPPG design [16-21]. It can be proved that if a sinusoidal signal sin(wt) convolves with
another sinusoidal signal with certain phase shift sin(wt + 6), the output signal after the
convolution will carry the phase shift of 8. Such a feature can be exploited to imple-
ment multiphase FIR filters whose impulse response has controllable phase information.
For example, two sub-FIR filters implemented with iy [n] = YN sin(w - T 1n)d[n — k] and
hy[n] = YN o sin(w - T-n+ 71/2)8[n — k|, where w is the angular frequency, T is a unit delay,
and N is the number of the FIR taps, will have the same magnitude response but 77/2 of phase
difference. In other words, by feeding the two sub-FIR filters with the same input signal, the
two output signals with the same amplitudes but exact 7t/2 phase difference are generated.
Such properties are perfect to be employed for precise primary phase generation.

In order to build the multiphase FIR filters for discrete systems and suppress the
occurrence of Gibbs phenomena due to truncation, a window function is added:

N
hi[n] = Z Ky—ssin(w - 7-n+6;)d[n —kj, (1)
k=0

where K,_3 is the Kaiser window with parameter # = 3. Mathematically, the FIR filters
with varying 6; have the same magnitude response and constant phase difference in phase
response at the frequency of interest (i.e., input clock frequency). As an example, a set of
two sub-FIR filters with a central frequency of 20 MHz and relative phase is built with
the unit delay and tap number set as 1.5 ns and 80, respectively. The impulse responses
of the two sub-FIR filters are shown in Figure 2. As can be seen, the filters have the same
magnitude response but also have linear phase responses with a constant phase difference
of 90° between each other. Meanwhile, high out-of-band signal suppression provided by
the FIR filters helps to reduce the input clock jitter.
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Figure 2. Impulse response of two sub-FIR filters.

It is worth mentioning that a multiple-frequency or wideband multiphase FIR filter
can be constructed in a similar way as described above. The accuracy of the output phases
generated by the multiphase FIR filters is mainly determined by the unit delay and number
of taps in the delay line. In general, the unit delay and the number of taps can be determined
in such a way that their product is comparable to a few periods of the input clock (typically,
2-3 periods). However, when the number of taps (or the length of the delay line) is fixed,
a larger unit delay may degrade the phase accuracy. This is mainly because a larger unit
delay has a coarser resolution for the FIR filters in the time domain, and it degrades the
phase accuracy during reconstruction. It can be confirmed that 100 ps of the RMS unit
delay error only leads to about 0.15 degree of phase error in simulation, which is about
15 ps peak-to-peak jitter for a 20 MHz clock frequency. Compared to the DLL counterpart,
the fact that the output phase accuracy is marginally dependent on the unit delay accuracy
in the proposed technique helps to substantially reduce the design efforts.

2.1.2. Circuit Implementation

The multiphase FIR filters indicated in Equation (1) can be demonstrated as signal
flow chart in Figure 3, where Kj, Ky, ... K¢ are the coefficients of FIR filters, U;, Uy, ... Ug
represent the unit delay elements. The FIR filters shown in Figure 3 can be then constructed
from a Thevenin equivalent network as shown in Figure 4 where we take a set of two FIR
sub-filters with phase §; = 0° and 6, = 90° as an example. The FIR filters are implemented
by a star connection from all of the signal sources through a capacitor to eliminate the
impact of resistive thermal noise. The values of capacitors Cq, Cy, ... Cg are corresponding
with the filter coefficients K, K3, ... Kg, which are used to generate signals with phase
61 = 0°. Similarly, capacitors values Cg, Cyg, . .. C1¢ correspond with the filter coefficients
Ko, Ky, . . . K16, which are used to generate signals with phase 8, = 90°. By doing Thevenin
analysis on the circuits shown in Figure 4, we can derive the output of the FIR filters as

1 Yy
Vout = <~ Z 1 2)
SCP n=0 Sén

where V), are the signal sources, C;, are the star-connected capacitors, and C, is the parallel
value of all the capacitors. The values of the capacitors C, can be conveniently calculated
by combining (1) and (2) if T and 0 are given.
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Figure 3. Structure of the capacitive multi-phase FIR filter with two phases output.
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Figure 4. Capacitive multi-phase FIR filter with two sub-filters.

In Figure 4, the unit delay indicated in Equation (1) is implemented by the delay
elements Uy, Uy, ... Us, which is followed by the buffers Z1, Z5, ... Zg driving two sets of
capacitors concurrently. The capacitors connected to Out; form the sub-filter with phase
shift §; = 0° and those connected to Out, form the sub-filter with phase shift 6, = 90°.
In order to cope with negative values in the coefficients, a differential output scheme can
be used. That is, the output signal Out is separated into a pair of outputs: Out* and Out~
and, for example, the outputs of §; = 0° can be expressed as Out; = Out;” — Out; , where
Out is connected when the corresponding tap is positive, otherwise Out; is connected.
Although such a scheme is able to implement negative coefficients, the number of taps
connected to Out;” and Out; can be different, resulting in imbalanced output impedance
between Out;” and Out; . In this paper, we propose to use an inverting delay line where
every consecutive output is inverted. Such design assures that the impedance at Out{” and
Out; are approximately the same and no systematic error is produced. In addition, an
inverting delay line mitigates the accumulation of rise—fall time mismatch when the input
clock is propagating in the delay line, making the delay line uniformly spaced. Since the
output signals after the FIR filters contain aliasing frequency contents that are associated
with the unit delay, reconstruction filters are required to construct smooth analog signals
for the next stage. Since the aliasing frequencies are much higher than the desired signals,
the reconstruction filters can be built by simply adding certain capacitance at the output of
the capacitive network. As aforementioned, the unit delay accuracy is not critical in the
proposed system, but the power supply variations can have an impact on the unit delay
time. Thus, in this paper, we propose a delay-line circuit that is independent of supply
voltage to improve the overall system robustness.

Figure 5 shows the delay line circuit comprising three unit delay elements U, Uy, Us
connected together. The output node PMOSOUT of each unit delay element is connected
to the gate of the PMOS transistor in the next unit delay element, while the output node
NMOSOUT of each unit delay element is connected to the gate of the NMOS transistor in
the next unit delay element. The gate of each PMOS bias transistors M3, Mg, and Mg are
connected to a single bias voltage Vpp;,;s, and the gate of each NMOS bias transistors M3,
Mg, and My are similarly connected to a single bias voltage Vipigs-
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Figure 5. Delay-line circuit independent of supply voltage.

To see how the bias transistors control the delay of the delay line, we assume a high
input signal at the input node V. When the input Vjy is high, transistor M, will turn
on, and the value of NMOSOUT1 from transistor M, will be pulled to ground with no
delay. This will, in turn, cause the next NMOS transistor Mg to immediately turn off, as
there is no propagation delay from the now-low output of transistor M, to the gate of
transistor Mg. Since transistor Mg is now off, no signal can propagate from M; to M. On
the other hand, the only way for NMOS transistor M, to turn on is to receive the high
voltage Vpp through transistors Mg and My, which in turn only receive that voltage when
PMOS transistor Ms is on. Further, PMOS transistor M5 only receives a low input signal
from transistor M, through transistors M3 and M,. Thus, any signal reaching transistor
M must pass through transistors M3 and M, first, and then through Mg and M.

When the signal at input node V;y changes, the new signal will be propagated down
the delay line at a speed dictated by the delay of each unit delay element as limited by
the bias transistors rather than by the speed of the transistors that accept the input signal
and provide delayed output signals. If the bias lines Viy;,s and Vpy;,s are provided with
voltages derived from a constant current, the delay will be constant and independent of
the power supply voltage Vpp. Current Source I; provides a tunable constant current
independent of the power supply voltage, and transistors M3p and M,p define the PMOS
bias voltages. By tuning the current source I;, the unit delay time can be adjusted to
keep track of different input frequencies. A digital-controlled multi-bit current tuning
mechanism can also be applied in this scenario to achieve fine-tuning of the bias current
of the delay line. PMOS transistor Mj3p is selected to have the same transconductance as
bias transistors M3, Mg, and M1p. While NMOS transistor Myp is similarly selected to have
the same transconductance as NMOS bias transistors My, M7, and My;. M3, and Myg will
define the Voltages on the bias lines as constant to first order and cause the delay line to
have a nearly constant delay. Since M;p is selected to have the same transconductance
as M, Ms, and My, M»p is selected to have the same transconductance as M,, Mg, and
M. The variation in degree to which transistors M;p and M;p turn on due to variations
in the power supply voltage Vpp is the same as the variations in transistors M;, M5, and
Moy, and M;, Mg, and My, respectively. Thus, the addition of transistors M1z and M;p
provides compensation for variations in the power supply voltage Vpp and results in a
more constant delay time. In a typical case, a change in the delay time of a delay line
due to changes in the power supply voltage might be as great as +30%, while the use of a
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Po=A
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circuit such as the circuit of Figure 5 can reduce the change in the delay time to less than 1%,
making the delay of the input signal essentially independent of the power supply voltage
Vpp. Inverter pairs Mc1 and Mcp, Mcs, and Mcas, Mcs, and Mg, are used to invert the
delayed signal Vouri1, Vours, and Voyrs for each tap respectively.

2.2. Capacitive Sub-Phase Generator

Arbitrary sub-phases can be generated using a 5-capacitor network as shown in
Figure 6a, if given certain primary phases. P; and Py, P> and P,;, are the two differential
inputs of the CSG, and Py and Ppj, are the differential output of the CSG. We assume P; has
an input signal A sin(wt + 6), and P, has an input signal A sin(wt 4 6 + 7). By analysing
half of the CSG network in Figure 6b, we can get the output of CSG as

1 1
— + —
% 1 s+ 1 5 -sin wt+9+arctan<slc3+slcl> @)
5 1 1 1 1 Lo L
(s+st) (s +sts) GG
After simplification, we have
. 2 2 2 2
: \/(C1 (C+ G + G (G + 0) o {wtwﬂmtan(czcl + cm)] W
(C1+C5)(C1+C5) C1C + GG ’

We notice in Equation (4) that the phase and amplitude of output signal Py are
independent of the signal frequency, and they can be determined by choosing the capacitor
values properly. As it is shown in Figure 7, the phasor diagram where the differential
primary phases P; and P{, P, and Pé on the circle of primary phases (P circle) are used to
generate the differential sub-phase S; and S; on the sub-phase circle (5 circle). Compared to
the commonly used active phase interpolator, the capacitive network has no thermal noise
and is linear. The generated sub-phases are much more resilient to the process, voltage and
temperature (PVT) variations.

P, o—ICI——D Po
" o | Pro——|F—4—0 Po
=Cs C;
— Pro————
P ) 1 C, L.
Pay 0———————DP0, I ’
Cy L
(a) (b)

Figure 6. Circuit architecture of capacitive sub-phases generator. (a) Fully differential capacitive
network for sub-phase signal generation. (b) Half capacitive network for sub-phase signal generation.

P circle

Figure 7. Phasor diagram of capacitive sub-phases generator.

2.3. Single-Value Series/Parallel Algorithm

Since capacitors are extensively used in both CPPG and CSG, the capacitance ratio
accuracy and matching of the capacitors are of paramount importance to the output phase
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accuracy. For example, the capacitors used in the CPPG are expected to vary in a wide
range: the large coefficients in the impulse response of Equation (1) are translated into small
capacitance (e.g., 20 fF), while the small coefficients are translated into large capacitance
(e.g., 250 fF). It is very difficult, if not impossible, to use the traditional layout techniques
to build such capacitors with arbitrary capacitance in a symmetrical and matched config-
uration. We propose a method that represents each individual capacitor by combining a
group of single-value capacitors that are in series, parallel, or both. For instance, given a
set of capacitors with arbitrary values of 100 fF, 115 {F, 376 {F, 567 {F, and 1000 fF, we can
use one single-valued capacitor of 280 fF to build all these capacitors with no mathemati-
cal errors. One of the possible connections is shown in Table 1, where the operators “+”
and “||” indicate the series connection and parallel connection, respectively. For instance,
CullCu|Cul| (Cy + Cy) represents that a total of 5 unit capacitors are used in a configuration,
three parallel capacitors are in a chain with two capacitors in series.

Figure 8 shows the flowchart of the proposed recursive single-value series/parallel
algorithm, where Cyyping is the value of the unit capacitor, Cryyger is defined as desired
value of the compound capacitive element, and Cg,g,;; is the capacitance of the compound
element at each step in the process of the algorithm. In step 1, the variable Cry g is defined
and given a desired value. Additionally, in step 1, the variable Cge,; is also initiated
as zero and a null set of elements. At step 2, Cryyget is compared to Cnominar- If Crarget 18
greater than Cyjyina, then one or more nominal capacitors should be added in parallel to
get a value greater than Cypyina and closer to Cryrger- On the other hand, if Cryyger is less
than Cnominal, then adding capacitors in parallel will not help, and one or more capacitors
should be added in series to get a value less than Cnoyinar-

If it is determined at step 2 that Cryyge; is greater than Cnopina and capacitors are to be
added in parallel, the process proceeds to step 6. At step 6, the algorithm determines the
maximum number of capacitors J, which, when placed in parallel, results in a capacitance
less than Cryrger. Thus, if Cryyger at this point is, for example, 7.3 pF, where Cnopina = 1 pF,
Step 6 will result in the finding that ] = 7. In step 7, the number of capacitors ] determined
in step 6 is added to the existing value of Cgg,;, and the value of Cg,gy; is updated
accordingly. In the example where ] = 7, 7 of the nominal value capacitors are added
in parallel to the compound element being created, and the numerical value of Cg,s,; is
modified accordingly. If steps 6 and 7 are occurring for the first time, then Cg,s,;; will be
these seven capacitors in series, and the numerical value of Cg,g,;; will be 7 pE. If this is not
the first time steps 6 and 7 occur, these 7 capacitors will be added to the compound element
in the appropriate place. At step 8, the value of Cryyges is modified to reflect the addition of
the J capacitors by making the new value of Cryger equal to the prior value of Cryyger minus
the nominal value of the added capacitors, i.e., ] times the nominal capacitance of a single
capacitor. Since, in this case, Cnomina = 1 pF, the new value of Cryyget is equal to the prior
value of Cryyger minus 7. In this example, if the prior value of Cryyget is 7.3 pF, then the new
value of Cryyge is 7.3 minus 7, or 0.3 pF.

Table 1. Series/parallel combinations of capacitors.

Target Capacitance Value Series/Parallel Combinations of C, = 280 fF
100 fF (Cu+Cu+ Cy + Cul|Cu + Cu||Cu) || Cuu + Cu + Cy
115 fF (CullCul|Cu + Cu + Cu 4 Cu) [|Cu[|Cut + Cu + Cu
376 {F [(CullCullCullC) || (Cu + Cu) ||Cut + Cu + Cul||Cu
567 {F [(CullCu + Cu)||Cu + Cul | (Cu||Cu + Cu + Cu) || Cu
1000 fF (CullCul| CullCu + Cul| Cu + Cu)||Cut[| Cu]| Cus

Returning to step 2, if the processor instead determines that Cryge; is less than Cyminar
and thus capacitors are to be added in series, the process proceeds to step 3. At step 3,
the algorithm determines the maximum number of capacitors K which, when placed in
series, will result in a capacitance still greater than Cryyges. Thus, if Cryyge at this point is,
for example, 0.3 pE, again with Cnypina = 1 pF Step 3 will result in finding that K = 3
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since three capacitors in series will have a capacitance of 0.3333 pF. In step 4, the number of
capacitors K determined in step 3 is added to the existing value of Cg,g,; at the appropriate
location, and the value of Cg,,;; is again updated accordingly.

1. Set Target to desired value,
CResult =0

[P
<

2.1s CTarget >
CNcminaI?

A A

6. Find maximum number J
of capacitors in parallel still
less than Crarget

3. Find maximum number
K of capacitors in series
still greater than Crrarget

A A

4. Update CResuIt by addlng
K capacitors in series

7. Update Cresyuit by adding
J capacitors in parallel

A Y
5. Update Crarget tO
capacitance needed in
series with K capacitors to
reach prior Crarget

8. Update Crarger by
subtracting J times Cnominal

9.1s CResuIt
within tolerance of
esired value?

o )

Figure 8. Flow chart of the single-value series/parallel algorithm.

No

At step 5, a new value of Cryyget is set, now to the capacitance value, which, if placed in
series with the K capacitors, would result in the prior value of CTurget- It will be appreciated
that in the example given, to obtain a value of 0.3 pF with an element having an effective
capacitance of 0.3333 pF, another capacitance of 3 pF must be placed in series with the
0.3333 pF capacitance. Thus, the new Cryyget will be 3 pF.

After either step 5 or step 8, i.e., after capacitors have been added in either series or
parallel and Cgegy and Cryrger updated accordingly, the algorithm goes to step 9 where
CRresult is compared to the desired final capacitance value to determine if the new value of
CRresult is within the desired tolerance of the desired compound capacitance value. If Cres,it
is close enough to the desired capacitance value, the algorithm ends at termination step 10.
If CRresuir is not close enough to the desired value, then the algorithm returns to step 2 and
continues with the updated value of CTurget- The algorithm continues with these steps until
the built-up value Cges;,1; of the compound element that has been created by this process is
within the desired tolerance. It has been found in practice that the algorithm will always
create a compound element within any specified tolerance, i.e., the value of Cgeg,;; Will
converge on the desired total capacitance.

There are at least three advantages to building capacitors in this way. First, all the
cells are identical and matched in layout; the variation of the absolute capacitance of the
unit cells over process or temperature does not affect the ratios among a set of capacitors.
Second, the end effects of the capacitors are not important in the ratio-based applications
due to the identical unit cells. Last but not least, commercially available routing tools can
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be used to perform the connections; this is substantially more efficient compared to the
custom layout design. In this paper, we use a group of 16 capacitors with a single value of
10 fF to build the coefficients of the multi-phase FIR filters. It covers a capacitance range
from 0.625 {F to 150 fF.

The implemented CPPG contains 4 sub-FIR filters, each of which has 80 taps. There-
fore, there are 400 coefficients (capacitor values) in total. Since each coefficient is constructed
with 16 unit capacitor cells, a total of 6400 unit cells are needed for the filters. It is not trivial
to route such a large amount of capacitors with various combinations/connections by hand.
On the contrary, it is an effortless task for commercially available automatic placement and
route tools to perform. The mechanism of automatic placement and routing is not in the
scope of this paper.

2.4. Continuous Zero-Crossing Detectors

The continuous zero-crossing detectors (ZCDs) are high-gain amplifiers. The conven-
tional ZCDs are implemented in the current mode logic (CML) style using one or more
stages for the pre-amplification, which is neither power efficient nor area efficient [22]. In this
paper, a self-biased differential ZCD is proposed without using CML, as shown in Figure 9.
The current-reuse technique at the differential inputs not only reduces the power dissipation
but also increases the input transconductances, thus the overall gain. Transistors M; and M,
M3, and Mg are used as output common-mode feedbacks to set the outputs at appropriate
DC voltages. Assuming that all of the PMOS transistors are identical and all of the NMOS
transistors have the same size, the gain of the ZCD can be approximated as follows:

G= % - (&mp + gmn) - (ror|[7oN) ®

where g,,p and g, are the transconductances of the input transistors My and My, M5 and
My, respectively, and 7,p and r,y are the output capacitance of the PMOS transistors and
NMOS transistors, respectively.

VDD VDD

&l

N\

Vop

Figure 9. Self-biased zero-crossing detector circuit.

2.5. Edge Combiner

Simple logic gates can be used for edge combination by cascading serval unit edge
combiners, input clock frequency can be multiplied. Figure 10 shows an example of the
edge combiner where P; and Py, P, and Py, are quadrature signals with a frequency of f;,.
Due to the body effects in the series connected NMOS transistors in the conventional NAND
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gates, the falling edges of the edge combiner are mismatched at different input patterns,
which results in the systematic error in the output clock. This issue can be addressed by
adding an identical NAND gate with swapped input ports, as shown in the dashed box of
Figure 10a. Similarly, the edge combiner implemented with NOR gates also has swapped
input ports as shown in Figure 10b.

fou=2fin fout=2fin

(a) (b)

Figure 10. Unit edge combination circuit. (a) Edge combiner implemented with NAND gates;
(b) Edge combiner implemented with NOR gates.

2.6. System Schematic

The schematic of the proposed clock multiplier is shown in Figure 11. The input clock
signal f;, will first go through the delay line and 4 capacitors arrays in CPPG to generate
the four primary phases. The four primary phases will feed into 20 CSG to generate
20 sub-phase signals. These sub-phases will be compared in 20 ZCDs and then combined
with multi-stage ECs. The proposed clock multiplier is an open-loop system and can
only support a fixed multiplication factor of 5, but optimal output jitter performance with
various input clock frequencies can also be achieved by tuning the unit delay time of the
CPPG. The flowchart of the frequency tracking mechanism is shown in Figure 12. At step 1,
input clock signal frequency f;, is defined by a control unit such as an application processor
in an SoC. At step 2, since the CPPG delay line has a tuning range which is corresponding
with input frequency varying from £20% of center frequency 20 MHz, the application
processor determines whether f;, is in the range of 20 MHz =+ 20%. If f;, is in the right
range, at step 3, the control unit will find the corresponding unit delay time in the look-up
table (LUT) stored in memory. In step 4, the control unit will control the programmable
delay line bias current source shown in Figure 5 to tune the bias current at the correct level
to generate the appropriate unit delay time for the input clock frequency. At step 5, optimal
jitter performance can be achieved through the proposed frequency tracking mechanism.

X5

gﬂ*@ﬁ,}

Figure 11. System schematic of the proposed clock multiplier.
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1. Set input clock signal
frequency fi,

No

within 20Mhz +20% ?

3. Find the unit delay time in
the LUT

A
4. Set the bias current of
delay-line through
programmable current source

A
5. Achieve optimal jitter
performance at output
clock signal

Figure 12. Working flow of frequency tracking mechanism in the proposed clock multiplier with
various input clock frequencies.

3. Simulation Results

A prototype of the proposed clock frequency multiplier has been designed and laid
out in a 0.18 um digital CMOS process. Figure 13 shows the layout of the clock frequency
multiplier, where the clock multiplier occupies an area of 920 pm by 1020 um. The majority
of the area is occupied by capacitor arrays that compose the CPPG and CSG. As aforemen-
tioned, although the capacitor arrays are used extensively in the design, it is an effortless
task for commercially available automatic placement and route tools to perform the layout.

tI’n’g iietector &1
dge combinen =~ = & 4§

(7
2
S
=
?
<)
<4
]

N

'Ed

Figure 13. Chip layout of the proposed capacitive FIR-based clock multiplier.

The input 20 MHz clock signal of the proposed capacitive FIR-based clock multiplier
can be various types of clock sources, such as crystal and voltage-controlled oscillators,
PLLs, and DLLs. In this paper, to improve the validity of the post-layout simulation, we
employ the 20 MHz input clock signal from the voltage-controlled oscillator embedded
in the RIGOL-DG1022U function generator. As shown in Figure 14, we connected the
output of the RIGOL-DG1022U function generator to the input of the MSO8204 digital
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oscilloscope. The 20 MHz output clock signal from the RIGOL-DG1022U function generator
was directly captured and stored in the memory of the oscilloscope. We then exported the
20 MHz waveform data in .csv format into a USB flash disk from the oscilloscope. The
waveform data was then regarded as an input signal to the extracted post-layout netlist
of the clock multiplier in Smartspice simulation on a PC. Since the jitter of the RIGOL-
DG1022U function generator is 6 to 7 ns [23], the 2 GHz bandwidth digital oscilloscope
MSO8204 has enough bandwidth margin to capture the voltage and timing data points that
contain the jitter information of the 20 MHz waveform [24].

Figure 15a shows the input/output clock signals of the clock multiplier after post-
layout simulation. The input clock frequency is 20 MHz, and the output clock frequency
is 100 MHz. The measured lock time of the frequency multiplier is shown in Figure 15b.
The first edge of the output clock is about 175 ns delay to the input clock, which is about
3.5 clock cycles for a 20 MHz input. Figure 16 shows the simulated jitter performance of the
frequency multiplier. The input clock jitter is in the range of 7 ns, and the output RMS clock
jitter is reduced to about 153 ps at TT corner, 27 °C. Simulation results of the proposed
clock multiplier under different corners and temperatures are demonstrated in Table 2;
the robustness of the clock multiplier is maintained over different process corners and
temperatures. To further verify the robustness of the proposed clock multiplier, we also
performed a Monte Carlo simulation on the clock multiplier for 50 iterations with relative
variation £8% of the nominal device values, which include resistors, capacitors, and
transistors. We define the output clock jitter as the output variable in the Smartspice Monte
Carlo simulation to evaluate the impact of random process variations on the proposed
clock multiplier. Since Smartspice will only show the mean (1) and standard deviation (c)
of the output variable, each set of p and ¢ is referred to as individual normal distribution at
different temperatures and process corners. The Monte Carlo simulation results at 27 °C,
—20 °C and 85 °C in different process corners are demonstrated in Table 3. The normal
distribution plot of the output clock jitter at different simulation conditions is also shown
in Figure 17. It can be seen that the proposed clock multiplier circuit is resilient to random
device variations. The performance of phase interpolation clock multiplier circuits is also
compared in Table 4.

Table 2. Simulation results of the proposed clock multiplier under different corners and temperatures.

Temperature Parameters TT SS SF FS FF
Output jitter 153 ps 172 ps 148 ps 158 ps 160 ps
+27°C P! 52 mW 6.5 mW 5.7 mW 55 mW 5.8 mW
Output jitter 147 ps 167 ps 149 ps 150 ps 148 ps
—20°C P! 4.8 mW 5.6 mW 47 mW 49 mW 5.9 mW
Output jitter 173 ps 188 ps 170 ps 174 ps 177 ps
+85°C Pl 6.3 mW 8.8 mW 6.6 mW 6.5 mW 8.1 mW
! Power dissipation of the clock multiplier when input 20 MHz clock signal and output 100 MHz clock signal.
Table 3. Monte Carlo simulation results of the proposed clock multiplier under different corners and
temperatures (50 iterations with relative variation £8% of the nominal device values).
Temperature Parameters TT SS SF FS FF
Output jitter p 160 ps 180 ps 159 ps 162 ps 172 ps
+27°C Output jitter & 8.2 ps 11.3 ps 8.8 ps 9.3 ps 10.2 ps
Output jitter p 156 ps 158 ps 167 ps 163 ps 153 ps
—20°C Output jitter o 9.5 ps 8.4 ps 9.2ps 9.5 ps 10.4 ps
Output jitter p 181 ps 196 ps 182 ps 187 ps 177 ps

+85 °C Output jitter ¢ 12.5 ps 10.4 ps 11.2 ps 10.7 ps 11.6 ps
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Table 4. Performance comparison of phase interpolation clock multipliers

Input Output Supol Power Input Output

Reference Clock Clock Lock Time Process PP7y Consump- Clock Clock

Voltage . . .

Frequency  Frequency tion Jitter Jitter

[11] 156 MHz 622 MHz 1.3 cycles 250 nm 25V 15 mW 3.689 ns 289 ps

[12] 25 MHz 200 MHz - 65 nm 1.5V 16.4 mW 25.4 ps 2.4 ps

[25] 312.5 MHz 5GHz - 65 nm 12V 9.4 mW - 0.55 ps
This work ! 20 MHz 100 MHz 3.5 cycles 180 nm 12V 52 mW 7 ns 153 ps

! Post-layout simulation results at TT corner and 27 °C.
PC Simulation

Extracted
post-layout Smartspice rmﬂﬂﬂ]-h
netlist of the proposed }

clock frequency 100MHz
multiplier output clock

Raw data
of 20MHz
input clock

RIGOL-DG1022U
function generator RIGOL-MS08204 2GHz
digital oscilloscope

Figure 14. Simulation setup diagram of the proposed clock frequency multiplier.
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Figure 15. Simulated input/output time-domain signals. (a) Simulated input/output clocks; (b) Sim-
ulated output clock lock time.
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Figure 16. Simulated input/output jitter. (a) Input clock jitter; (b) Output clock jitter.
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Figure 17. Graphic results of Monte Carlo simulation on the proposed clock multiplier (50 iterations
with relative variation +8% of the nominal device values). (a) Distribution of output clock jitter at
27 °C; (b) Distribution of output clock jitter at —20 °C; (c) Distribution of output clock jitter at 85 °C.

4. Conclusions

This paper describes a DLL/PLL-free clock frequency multiplier. Capacitive FIR filters
are proposed to produce the primary phases, and a 5-capacitor network is introduced
for generating arbitrary sub-phases. The capacitive FIR filters also reduce the input clock
jitter. A single-value series/parallel algorithm for the capacitive networks is proposed to
enable the aforementioned techniques of generating accurate and reliable primary phases
and sub-phases. The major building blocks of the clock multiplier are discussed in detail.
The proof-of-concept prototype is designed and laid out in a 0.18 um digital CMOS process.
The clock multiplier achieves five times the input clock frequency while reducing the input
clock jitter by 33 dB at the same time. It generates the frequency multiplied clock in about
3.5 clock cycles in post-layout simulation.

As an exploration of overcoming the limitations that exist in PLL and DLL clock
multipliers using novel clock phase interpolation techniques, the proposed FIR-filter-based
clock multiplier provides convincing evidence to support that it is viable to achieve clock
multiplication that has short locking time, low design effort, as well as low power and
silicon budget without using conventional PLL and DLL architecture. Silicon verification is
needed in future work to further consolidate this conclusion.
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