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Abstract—The H.264 standard achieves much higher coding ef-
ficiency than the MPEG-2 standard, due to its improved inter-and
intra-prediction modes at the expense of higher computational
complexity. Transcoding MPEG-2 video to H.264 is important
to enable gradual migration to H.264. However, given the sig-
nificant differences between the MPEG-2 and the H.264 coding
algorithms, transcoding is a much more complex task and new
approaches to transcoding are necessary. The main problems that
need to be addressed in the design of an efficient heterogeneous
MPEG-2/H.264 transcoder are: the inter-frame prediction, the
transform coding and the intra-frame prediction. In this paper, we
focus our attention on the inter-frame prediction, the most com-
putationally intensive task involved in the transcoding process.
This paper presents a novel macroblock (MB) mode decision
algorithm for P-frame prediction based on machine learning
techniques to be used as part of a very low complexity MPEG-2
to H.264 video transcoder. Since coding mode decisions take up
the most resources in video transcoding, a fast MB mode estima-
tion would lead to reduced complexity. The proposed approach
is based on the hypothesis that MB coding mode decisions in
H.264 video have a correlation with the distribution of the motion
compensated residual in MPEG-2 video. We use machine learning
tools to exploit the correlation and construct decision trees to
classify the incoming MPEG-2 MBs into one of the several coding
modes in H.264. The proposed approach reduces the H.264 MB
mode computation process into a decision tree lookup with very
low complexity. Experimental results show that the proposed
approach reduces the MB mode selection complexity by as much
as 95% while maintaining the coding efficiency. Finally, we con-
duct a comparative study with some of the most prominent fast
inter-prediction methods for H.264 presented in the literature.
Our results show that the proposed approach achieves the best
results for video transcoding applications.

Index Terms—H.264, inter-frame, machine learning, MPEG-2,
transcoding.

I. INTRODUCTION

T
HE MPEG-2 video coding standard is widely used in
digital video applications including digital TV, DVD, and

HDTV applications. While MPEG-2 is widely deployed, a new
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video coding standard known as H.264 or MPEG-4 AVC is
gaining significant interest due to its improved performance
[1]. The H.264 video provides equivalent video quality at 1/3
to 1/2 of MPEG-2 bit rates. However, these gains come with a
significant increase in encoding and decoding complexity [2].

In the near future, given the wide deployment of MPEG-2
infrastructure, MPEG-2 and H.264 are likely to coexist even
as H.264 systems are deployed. The coexistence of these tech-
nologies necessitates systems that can leverage MPEG-2 and
H.264 to provide innovative digital video services making use
of MPEG-2 for current devices and H.264 for new generation
receivers. The key to making this seamless is by transcoding
MPEG-2 to H.264 at the appropriate points in the video distri-
bution infrastructure. Depending on the application needs, the
video can be transcoded at the sender, in the network, or even at
the receiver. However, given the significant differences between
both encoding algorithms, the transcoding process of such sys-
tems is a much more complex task than other heterogeneous
video transcoding processes [3]–[6].

The main elements that require to be addressed in the de-
sign of an efficient heterogeneous MPEG-2 to H.264 transcoder
are [7]: the inter-frame prediction, the transform coding and the
intra-frame prediction. Each one of these elements requires to
be examined and various research efforts are underway. In this
paper, we focus our attention on a part of the inter-frame pre-
diction: the macroblock (MB) mode decision in P-frames, one
of the most stringent tasks involved in the transcoding process.

A video transcoder is comprised of a decoding stage followed
by an encoding stage. The decoding stage of a transcoder can
perform full decoding to the pixel level or partial decoding to the
coefficient level. Partial decoding is used in compressed domain
transcoding where the transform coefficients in the input format
are directly transcoded to the output format. This transformation
is straightforward when the input and output formats of the
transcoder use the same transform (e.g., MPEG-2 to MPEG-4
transcoding) [5]. When these transforms differ substantially,
the compressed domain transcoding becomes computationally
expensive. The utility of this compressed domain transcoding
is limited to intra-MB transcoding. For predicted MBs, the
transcoding in compressed domain becomes prohibitively ex-
pensive. The substantial differences in MPEG-2 and H.264 make
even intra-transcoding in the compressed domain relatively
expensive [8]; pixel domain transcoding is shown to produce
better results [9]. Pixel domain transcoders have a full decoding
stage followed by a reduced complexity encoding stage. The
complexity reduction is achieved by reusing the information
gathered from the decoding stage. It is assumed that the input
video is encoded with reasonable R-D optimization.
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Fig. 1. Relationship between MPEG-2 MB residual and H.264 MB coding
mode.

The MPEG-2 to H.264 complexity reduction techniques

reported in the literature fall into two categories: 1) MB mode

mapping in H.264 based on the MB modes of the incoming

video [10] and 2) Selective evaluation of MB modes in H.264

based on heuristics [11]. Because of the large number of

inter-and intra-MB coding modes supported by H.264, there

is no one-to-one mapping between MPEG-2 and H.264 MB

modes. A direct mapping leads to either a suboptimal decision

if the mapped mode is the final MB mode or an increase in com-

plexity if additional evaluations have to be made to improve the

mode decision. Selective evaluation is based on the observation

that certain MB modes are less likely to occur for a class of

videos and bit rates. If the selective evaluation is aggressive

in limiting the number of allowed modes, the performance is

suboptimal. On the contrary, increasing the number of allowed

modes increases the complexity.

In this work, we present an innovative approach that is not

limited by the inefficiencies of mode mapping or selective eval-

uation approaches. The proposed approach is based on the hy-

pothesis that MB coding mode decisions in H.264 video have

a correlation with the distribution of the motion compensated

residual in MPEG-2 video. Exploiting this correlation together

with the MB coding modes of MPEG-2 could lead to a very low

complexity transcoder.

Fig. 1 shows a plot of the mean and variance of the MPEG-2

MB residual in the input video and the H.264 MB coding mode

of the corresponding MB in the transcoded video. The axis

shows the index of the MB in the set of MBs ordered according

to their MB mode. As the coding mode changes, the shift in

the mean and variance of the corresponding MB can be clearly

seen. This correlation can be effectively exploited using ma-

chine learning approaches. Thus, the H.264 MB mode compu-

tation problem is posed as a data classification problem where

the MPEG-2 MB coding mode and residual have to be classi-

fied into one of the several H.264 coding modes. The proposed

Fig. 2. MB partitions, sub-MB partitions and partition scans for INTER modes.

transcoder is developed based on these principles and reduces

the H.264 MB mode computation process into a decision tree

lookup with very low complexity.

The rest of the paper is organized as follows. Section II

reviews the principles of operation of the interframe prediction

in the H.264 video coding standard. In Section III, we review

some of the most relevant proposals aiming to speed-up the

inter-frame prediction process in H.264. Section IV introduces

our MB mode decision algorithm for inter-frame prediction

based on machine learning techniques, specifically designed

for MPEG-2 to H.264 transcoders. In Section V, we carry out a

performance evaluation of the proposed algorithm in terms of

its computational complexity and rate-distortion (R-D) results.

We compare the performance of our proposal to the reference

transcoder with the encoding stage using the H.264 reference

implementation. We also analyze a comparative study with

some of the most prominent fast inter-prediction methods for

H.264 presented in the literature. Finally, Section VI draws our

conclusions and outlines our future research plans.

II. OVERVIEW OF INTERFRAME PREDICTION IN H.264

In the H.264 standard, the MB mode decision in inter-frames

is the most computationally expensive process due to the use of

the variable block-size motion estimation, quarter-pixel resolu-

tion motion vectors (MVs), intra-prediction, etc.

H.264 uses block-based motion compensation, the same prin-

ciple adopted by every major coding standard since H.261. Im-

portant differences from earlier standards include the support for

a range of block sizes (down to 4 4) and the use of multiple

reference frames. H.264 supports motion compensation block

sizes ranging from 16 16 to 4 4 luminance samples with

many options between the two. The luminance component of

each MB (16 16 samples) may be split up in 4 ways: 16 16,

16 8, 8 16 or 8 8. Each of the subdivided regions is a MB

partition. If the 8 8 mode is chosen, each of the four 8 8 MB

partitions within the MB may be further split in 4 ways: 8 8,

8 4, 4 8 or 4 4 (known as sub-MB partitions). These par-

titions and subpartitions give rise to a large number of possible

combinations within each MB (see Fig. 2). This method of par-

titioning MBs into motion compensated subblocks of varying

size is known as tree structured motion compensation.

A separate MV (previously calculated in the motion estima-

tion module) is required for each partition or subpartition. Each

MV must be coded and transmitted; in addition, the choice

of partition(s) must be encoded in the compressed bit stream.

Choosing a large partition size (e.g., 16 16, 16 8, 8 16)
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means that a small number of bits are required to signal the

choice of MV(s) and the type of partition; however, the motion

compensated residual may contain a significant amount of

energy in areas with high detail. Choosing a small partition

size (e.g., 8 4, 4 4, etc.) may give a lower-energy residual

after motion compensation but requires a larger number of

bits to signal the MVs and choice of partition(s). The partition

size used therefore has a significant impact on the compression

performance. In general, a large partition size is appropriate for

homogeneous areas of the frame and a small partition size may

be beneficial for areas with high detail.

If the video source sampling is 4:2:0, the resolution of each

chroma component in a MB (Cr and Cb) is half that of the lu-

minance (luma) component. Each chroma block is partitioned

in the same way as the luma component, except that the parti-

tion sizes have exactly half the horizontal and vertical resolu-

tion (an 8 16 partition in luma corresponds to a 4 8 parti-

tion in chroma; an 8 4 partition in luma corresponds to 4 2

in chroma; and so on). The horizontal and vertical components

of each MV (one per partition) are halved when applied to the

chroma blocks.

Each partition in an inter-coded MB is predicted from an area

of the same size in a reference picture. The offset between the

two areas (the MV) has 1/4-pixel resolution (for the luma com-

ponent). If the video source sampling is 4:2:0, 1/8 pixel sam-

ples are required in the chroma components (corresponding to
1/4-pixel samples in the luma). The luma and chroma samples at

subpixel positions do not exist in the reference picture and so it is

necessary to create them using interpolation from nearby image

samples. Subpixel motion compensation can provide signifi-

cantly better compression performance than integer-pixel com-

pensation but at the expense of increased complexity. Quarter-

pixel accuracy outperforms half-pixel accuracy.

Encoding a MV for each partition can take a significant

number of bits, especially if small partition sizes are chosen.

Motion vectors for neighboring partitions are often highly

correlated and so each MV is predicted from vectors of nearby,

previously coded partitions. The method of forming the MV

prediction (MVp) depends on the motion compensation parti-

tion size and on the availability of nearby vectors.

In addition, H.264 also allows INTRA modes in inter-frames.

Therefore, although the current MB belongs to an inter-slice,

H.264 must examine all intra-prediction modes: an MB may

make use of 4 4 and 16 16 block prediction modes, referred

to as Intra_4 4 and Intra_16 16, respectively. Recently, the

Intra_8 8 block prediction mode has been added as part of the

Fidelity Range Extension (FRExt) of the standard. There are

nine 4 4 and 8 8 possible block prediction directions and

four 16 16 block prediction directions. These intra-predic-

tion modes include a directional prediction greatly improving

the prediction in the presence of directional structures. Finally,

H.264 also allows a SKIP mode in inter-frames referring to

the 16 16 mode where no motion and residual information is

encoded.

The basic process for inter-frame prediction in H.264 can

be briefly summarized as follows: the encoder encodes an MB

using all possible modes (inter, intra-and skip), such as vari-

able block size motion estimation, variable block size intra-pre-

Fig. 3. R-D-cost method in the H.264 JM reference software.

diction, and multiple reference frames. The MB coding mode

which produces the least cost will be used in the final coding.

In the H.264 JM reference software (version 10.2) [12], two

methods have been defined to evaluate the cost for MB mode

decision: R-D-cost and SAE-cost. In the following, we describe

these two methods.

A. R-D-Cost

The R-D optimization method is based on a Lagrange

multiplier [13], [14]. The H.264 standard can make use of this

optimization method to choose the best MB mode decision. In

this way, the H.264 standard selects the MB mode exhibiting

the minimum Lagrange cost. This implies that for each ex-

isting MB partition (subpartition) within the MB, bit rate and

distortion are calculated by actually encoding and decoding

the video. Therefore, the encoder can achieve the best R-D

performance results, at the expense of extra complexity.

For evaluating the R-D-cost, the standard has to obtain the

encoding rate and the distortion of each MB partition

(sub-MB partition). The former is obtained by first computing

the difference between the original MB and its predictor. There-

after, a 4 4 Hadamard transform (HT) has to be applied fol-

lowed by a quantization process. The distortion, , is obtained

by performing an inverse quantization process followed by its

inverse HT and then comparing the original MB to the recon-

structed one. The H.264 standard then chooses the MB mode

with the least cost, . The cost is evaluated using the Lagrange

function , where is the Lagrange multiplier,

which is given by , where QP is the MB

quantization parameter. Fig. 3 depicts the overall process.

One of the main drawbacks of this method is its excessive

computational cost. On the contrary, the encoder can achieve the

best R-D performance results. However, for many applications,

the use of the Lagrange multiplier may be prohibitive. This is

the case when developing a real-time transcoder.

B. The SAE-Cost

In this method, the H.264 JM reference software encoder se-

lects the best MB mode by using the sum of absolute errors

(SAE). This implies that for each existing MB partition (sub-

partition) within the MB, a predictor within the pixel-domain

is created from the motion estimation or intra-prediction of the

current partition and the SAE cost is evaluated. For each MB

and for each color component (Y,Cr,Cb), one prediction mode
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has to be obtained. The best mode is determined corresponding

to the mode exhibiting the minimum SAE cost. One of the main

advantages of this method is its low computational cost. On the

contrary, the R-D performance results are suboptimal.

C. Fast Motion Estimation (FME) Option

Motion estimation is one of the most important tools in the

H.264 encoder for exploiting the high temporal redundancy

between successive frames to improve video coding efficiency.

Motion estimation is also the most time consuming part in

the H.264 encoder (since it is also used for mode decision).

Generally motion estimation is conducted in two steps: 1)

integer pel motion estimation; and 2) fractional pel motion

estimation around the position obtained by the integer pel

motion estimation.

Algorithms for fast motion estimation (FME) are currently a

hot research topic, especially fast integer pel motion estimation

has received much more attention because traditional fractional

pel motion estimation only takes a very small proportion of the

computation compared with integer pel motion estimation. Fast

motion estimation algorithms such as EPZS [15], UMHexagonS

[16], and SEA [17] have been proposed to reduce the search

space required in motion estimation.

The UMHexagonS algorithm proposed by Tsinghua Univer-

sity has been adopted by the H.264/MPEG-4 Part 10 (AVC)

reference software implementation [12]. This algorithm uses

the hybrid and hierarchical motion search strategies. It includes

four steps making use of different search patterns: 1) predictor

selection and prediction mode reordering; 2) unsymmetrical-

cross search; 3) uneven multihexagon-grid search; and 4) ex-

tended hexagon-based search. When applying the second and

third step, the motion estimation accuracy can be nearly as high

as the one obtained when conducting a full search. However

the computation load and number of operations can be further

reduced. Unsymmetrical-cross search uses prediction vector as

the search center and extends in the horizontal and vertical di-

rections. Uneven multihexagon-grid search includes two sub-

steps: 1) a full search is carried out around the search center

and 2) a 16 multihexagon-grid search strategy is taken. an ex-

tended hexagon-based search is used as a center-based search

algorithm, including hexagon search and diamond search in a

small range. In the H.264 reference software, the FME algo-

rithm (based on the UMHexagonS algorithm) can be employed

for the motion estimation in addition to the original full search

(FS) algorithm.

D. Observations and Motivation

As mentioned in the previous sections, in the current H.264

JM reference software, in order to encode a given MB in an in-

terframe, the encoder tries all possible prediction modes in the

following order; SKIP, Inter16 16, Inter16 8, Inter8 16,

Inter8 8, (Inter8 4, Inter4 8, Inter4 4), Intra4 4,

Intra8 8 and Intra16 16.

It is worth mentioning that each inter-mode decision requires

a motion estimation process. This implies that for each MB

partition (sub-MB partition) within an MB, motion estimation

is done first for all block types and the resulting cost is used

for the mode decision. Moreover, although the probability of

deciding intra-modes is much less than that of inter-modes in

inter-frames, the encoder computes the cost of intra-mode at

every MB.

It is obvious that this “try all and select the best” philosophy

proves 100% effective in finding the optimal coding mode of

MB at the expense of an extremely high computational com-

plexity. The complexity analysis described in [18] shows that

examining all possible modes takes the most time out of the total

encoding time (the maximum number of computing cost values

for MB mode decision is 768).

Based on these observations, we present an innovative ap-

proach to jointly optimize the decision mode and motion estima-

tion. In our proposal, the H.264 MB mode computation problem

is posed as a data classification problem where the MPEG-2

MB coding mode and residual have to be classified into one

of the several H.264 coding modes. Unlike the reference soft-

ware where MVs are estimated for all inter-mode block types,

in our approach, no motion estimation is required for a partic-

ular mode if that mode is not selected by the mode decision al-

gorithm. In the same way, no intra-prediction is required for a

particular inter-MB if that mode is not selected by the mode de-

cision algorithm. The proposed approach will perform the mo-

tion estimation only for the final MB mode determined by the

decision tree.

III. RELEVANT PROPOSALS TO SPEED-UP THE

INTER-FRAME PREDICTION

Due to the fact that the inter-frame prediction in H.264

is the most computationally expensive process, several fast

inter-mode decision algorithms have been proposed in the

literature. More recently, fast mode decision algorithms with a

focus on MPEG-2/H.264 transcoding have being also proposed

in the literature. In general, these algorithms achieve significant

time saving with negligible loss of coding efficiency. In the

following, we introduce some of the most prominent ones.

Lim et al. [19] proposed a fast inter-mode selection algorithm

using the information supplied by the intra-prediction mode step

and an edge map. Consequently, the process of intra-predic-

tion is performed first. However, due to the small probability of

intra-modes in inter-frames in real video sequences (maximum

9% and average of 3%, [20]) suggests that the current practice

of deciding the best intra-mode first and subsequent decision of

an inter-mode may have a certain limit in reducing the compu-

tational complexity.

Based on this observation, Jeon et al. [21] proposed a new

mode decision method based on “selective intra-mode de-

cision” that investigates intra-modes after deciding the best

inter-mode. Furthermore, this algorithm investigates various

intra-modes only when it is believed to be certainly worthwhile.

The proposed algorithm provides considerable reduction in the

computational complexity at the expense of a small coding loss.

Kim et al. [22] proposed an adaptive mode decision algorithm

using the properties of an all-zero coefficients block that is pro-

duced by quantization and coefficient thresholding to effectively

eliminate unnecessary inter-modes. As a result, the proposed

algorithm is two times faster than the H.264 reference software

and shows better performance than the other fast algorithms men-

tioned above [19], [21]. However in this method, there are several
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threshold values that should be predefined. Furthermore, the

transform coefficients must be available to make a fast decision.

Recently, a fast inter-mode decision algorithm for H.264

video coding has been proposed by Wu et al. in [23]. This algo-

rithm makes use of the spatial homogeneity of a video object’s
textures and the temporal stationary characteristics inherent in

video sequences. However, the method suffers from a drawback

since it requires an edge image for the texture information and

a difference image for the temporal stationary characteristics.

More recently, fast mode decision algorithms for H.264 with

a focus on MPEG-2/H.264 transcoding have being proposed in

the literature. In [24] an efficient block size mode selection al-

gorithm for the variable-size block-matching in the MPEG-2 to

H.264 transcoding has been presented by Chen et al. Depending

on leveraging the available motion information carried by the

MPEG-2 bit-streams, the proposed algorithm is used to deter-

mine which one of the block size modes should be used for each

MB. The simulation results showed that the performance of the

proposed algorithm are close to that of a cascaded pixel-domain

transcoder when all the block size modes are enabled and the

exhaustively full search method is used to determine the best

block size modes. However, the whole transcoding time can be

only reduced by around 20% on the average while the bit rate is

slightly increased.

Lu et al. have proposed a fast inter-mode decision for the B-

and P-frames and a fast intra-prediction for MPEG-2/H.264

transcoding. Inaddition, the authors have developed a fastmotion

estimation algorithm by reusing the motion information from

MPEG-2. In their algorithm, the suggested inter-mode prediction

for SKIP, 16 16, and DIRECT modes used neighboring MBs of

the target MB in the current frame. The proposed MPEG-2/H.264

algorithm provides considerable reduction in computational

complexity at the expense of a small coding efficiency loss.

Finally, Kim and Jeon [25] have proposed a fast algorithm

for transcoding from MPEG2 to H.264 in the spatial domain.

The authors exploit three pieces of information included in an

MPEG-2 bit stream: the coded MB type, the coded block pattern

and the MV. According to the coded MB type and coded block

pattern, the authors adaptively select the MB mode during the

H.264 encoding process. Furthermore, the MV is also reused

when an inter16 16 mode is selected as a MB mode. Simula-

tion results show that the proposed transcoder dramatically re-

duces total transcoding time at comparable peak signal-to-noise

ratio (PSNR).

IV. FAST MB MODE DECISION USING MACHINE LEARNING

In this section we present a novel MB mode decision algo-

rithm for inter-frame prediction based on machine learning tech-

niques to be used as part of a very low complexity MPEG-2 to

H.264 video transcoder.

Machine learning refers to the study of algorithms and

systems that “learn” or acquire knowledge from experiences.

Machine learning uses statistics with different kinds of al-

gorithms to solve a problem by studying and analyzing the

data. Machine learning has been used in an extensive range

of applications including search engines, medical diagnosis,

stock market analysis, classifying DNA sequences, speech

and handwriting recognition, object recognition in computer

Fig. 4. Process for building decision trees for MPEG-2 to H.264 transcoding.

vision, game playing and robot motion. The machine learning

techniques used in this work are based on supervised learning.

Supervised learning uses data samples with known mea-

surements and class membership to create a set of rules to

classify data samples with known measurements and assign

class membership. Deductive machine learning deduces new

rules/knowledge from existing rules and inductive machine

learning uses the analysis of data sets for creating a set of

rules to take decisions. These rules can be used, in the machine

learning, to build a decision tree using a set of experiments or

examples, named the training data set. This set of data must

have the following properties [26].

1) Each attribute or variable can take nominal or numerical

values, but the number of attributes cannot vary from one

sample to another. That is to say, all the samples in the

training data set used for training the model must have the

same number of variables.

2) The set of categories that the samples can be assigned must

be known a priori to enable supervised learning.

3) The set of categories must be finite and must be different

from one another.

4) Since inductive learning consists in obtaining generaliza-

tion from samples, it is assumed that a sufficient large

number of examples exist.

In this paper, we apply machine learning principles by

building a decision tree enabling the development of a very

low complexity transcoding mechanism. The decision tree is

used to determine the coding modes of the P-frames MBs of

the output H.264 encoded video sequences. The coding modes

are determined by using the information gathered during the

MPEG-2 decoding stage. Fig. 4 depicts the process of building

the decision trees for determining the modes of the MBs

during the MPEG-2 to H.264 transcoding process. During the

decoding process of the input MPEG-2 video, the MB coding

mode, the coded block pattern (CBPC), and the mean and

variance of the residual information for this MB (calculated for

its 4 4 subblocks – resulting in 16 means and 16 variances for

each MB) are saved. Since MPEG-2 uses 16 16 motion com-

pensation (MC) and does not temporally decorrelate an image
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in full, the MC residual can thus be exploited to understand

the temporal correlation of variable block sizes in H.264. The

decoded MPEG-2 video is then encoded using a standard H.264

encoder. The coding mode of the corresponding MBs in H.264

is also saved. Based on the MPEG-2 data and the corresponding

H.264 coding mode decision for each MB, a machine learning

algorithm by means of decision trees is created to classify each

MB into one of the several H.264 MB coding modes.

A. Creating the Training Files

A decision tree is constructed by mapping the observations

about a data set to a tree made of arcs and nodes. The nodes are

the variables and the arcs are the possible values for that vari-

able. A decision tree can have more than one level; in that case,

the nodes (leafs of the tree) represent the decisions based on the

values of the different variables. These types of trees are used

in the machine learning processes for discovering the relation-

ships in a data set. The tree leafs are the classifications and the

branches are the features that lead to a specific classification. A

decision tree is a classifier based on a set of attributes allowing

us to determine the category of an input data sample.

The decision tree for the transcoder developed herein was cre-

ated using the WEKA data mining tool [26]. The files used by

the WEKA data mining program are known as Attribute-Rela-

tion File Format (ARFF) files. An ARFF file is written in ASCII

text and contain the existing relationship between a set of at-

tributes. An ARFF file has two different sections: 1) the header

which contains the name of the relation, the attributes that are

used, and their types and 2) the section containing the data.

The training sets were developed by using MPEG-2 sequences

encoded at a higher quality than the typical broadcast encoding

rates since no B-frames have been used. The H.264 decisions in

the training set were obtained from encoding the MPEG-2 de-

coded sequence with a QP of 25 and the R-D optimization op-

tion enabled. After extensive experimentation, we found that se-

quences containing regions varying from homogenous to high-

detail serve as good training sets, such as the widely used Flower

and Football video sequences. The goal has been to develop a

single, generalized, decision tree to be used for the MPEG-2 to

H.264 transcoding process. We first found that training based on

the Flower sequence was sufficient to make accurate decisions

for a large number of videos. We then tested the performance of

the decision tree on nine other sequences.

Fig. 5 shows the decision trees built using the process depicted

in Fig. 4. As shown in Fig. 4, the Decision Tree for the proposed

transcoder is a hierarchical decision tree consisting of three

different WEKA trees or classifiers, namely: 1) a classifier for

Intra, Skip, Inter 16 16, and Inter 8 8 MBs; 2) a classifier for

mapping an inter-16 16 MB into one 16 16, 16 8, or 8 16

MB; and 3) a classifier for mapping an inter-8 8 MB into one

of 8 8, 8 4, 4 8, or 4 4 MB . This paper focuses on com-

puting the mode of inter-MBs of the P-frames. The classification

and processing of the intra-MBs is out of the scope of this article.

For creating the first WEKA tree (Fig. 5 Node 1), the first

training data set uses the mean and variance of each one of

the sixteen 4 4 residual subblocks, the MB mode in MPEG-2

(Skip, intra, and three nonintra-modes, labeled as 0, 1, 2, 4 and 8

in the code shown below), the coded block pattern (CBPC) used

in MPEG-2, and the corresponding H.264 MB coding mode

Fig. 5. Decision tree.

decision for that MB as determined by the standard reference

software.

The second training data set, used for creating the second

WEKA tree (Fig. 5 Node 2), was made using the samples (MBs)

encoded as 16 16 MBs in the H.264 reference encoder. It uses

the mean and variances of each one of the sixteen 4 4 residual

subblocks, the MB mode in MPEG-2 (in this case only the three

nonintra-modes), the coded block pattern (CBPC) in MPEG-2,

and the corresponding H.264 MB coding submode decision in

the 16 16 mode, as determined by the standard reference soft-

ware: 16 16, 16 8 or 8 16. This WEKA tree determines

the final coding mode of the MBs classified as inter-16 16 by

the first tree.

The third and last training data set, was used to create the

third WEKA tree (Fig. 5 Node 3) and was built using the

samples (MBs) encoded as inter-8 8 MBs in the H.264 ref-

erence encoder. It uses four means and four variances of 4 4

residual subblocks, the MB mode in MPEG-2 (the three non-

intra-modes), the coded block pattern (CBPC) in MPEG-2, and

the corresponding H.264 MB subpartition decision in the 8 8

mode, as determined by the standard reference software: 8 8,

8 4, 4 8 or 4 4. Since this decision is made separately for

each 8 8 subblock, only the four means and four variances

of the 4 4 residual subblocks are used in each sample for

training the model.

Based on these training files, the J48 algorithm implemented

in the WEKA data mining tool was used to create the WEKA

decision trees. The J48 algorithm is an implementation of the

C4.5 algorithm proposed by Ross Quinlan [27]: the algorithm

widely used as a reference for building decision trees.

The decision tree, that is proposed to solve the inter-predic-

tion problem, is a model of the data that encodes the distribution

of the class label in terms of the attributes. The final goal of this

decision tree is to help find a simple structure to show the pos-

sible dependences between the decoded MPEG-2 data and the

H.264 MB coding modes.

B. Decision Tree

Fig. 5 shows the decision tree used in the proposed transcoder.

The decision tree consists of three WEKA decision trees, shown

in Fig. 5 with grey balls. The first WEKA tree is used to check

for the skip, Intra, 8 8 and 16 16 MBs modes. If an MB is

8 8 or 16 16, a second and a third decision tree is used for

selecting the final coding mode of the MB. The WEKA tool de-

termined the mean and variance thresholds for each of the three
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Fig. 6. MB mode decisions generated by the proposed algorithm for the first P-frame in the Ayersroc, Paris, and Foreman sequence.

WEKA trees in the decision tree. Due to space constraints, we

cannot show all the rules being evaluated in the WEKA decision

nodes. The process described herein should prove the guidelines

to develop the decision trees and replicate the experiments.
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The decision tree works as follows:

1) Node 1: The inputs for this node are the MPEG-2 coded

MBs. In this node, the first WEKA decision tree is used to decide

whether the MB should be encoded into the H.264 format. This

tree examines the residual level of the MB. The output of this

node is a first level decision that classifies the MB as Skip, Intra,

Inter-8 8 or Inter-16 16. The intra-decision process is not

discussed in this paper. In all the other cases, the algorithm has

to make a second level decision taking into account the outcome

of the first decision. For example, the following rules were given

by WEKA.

• If the MPEG-2 MB has been encoded as “MC not coded,”
(nonzero MV present, none of the 8 8 block has coded

coefficients), then the MB will be coded as 16 16 in

H.264. A second decision level will be made to select the

best choice in this case (see Node 2).

• If the MPEG-2 MB has been encoded as intra-mode, the

MB will be encoded as intra-or inter-8 8 mode in H.264.

In some cases the algorithm may suggest Intra, and no fur-

ther processing will take place for that MB. If the algorithm

suggests the 8 8 mode, a second level decision will be

done (see Node 3).

• If the MPEG-2 MB was encoded in skip mode, then the

H.264 decision mode should be skip. The decision takes

place in Node 4.

2) Node 2: The inputs for this node are the 16 16 MBs clas-

sified by the Node 1. In this node we use again a decision tree

created with WEKA to decide whether the MB should be en-

coded in H.264 as 16 16, 16 8 or 8 16. This tree examines

if there are continuous 16 8 or 8 16 subblocks that might re-

sult in a better prediction. The output of this node is the 16 16

submode decision used for coding the MB: 16 16, 16 8 or

8 16. When the node decision is 16 8 or 8 16, the coding

mode is decided for the MB. In other case, the evaluation con-

tinues in Node 4, where the final decision will be made.

3) Node 3: The inputs for this node are the MBs classi-

fied by Node 1 as 8 8. This node evaluates only the H.264

8 8 modes using the third WEKA tree and selects the best

option: 8 8, 8 4, 4 8 or 4 4. As explained in the pre-

vious section, this tree is run four times, once for each of the

four sub-MBs in the MB. This node is different from the others

since this one only uses four means and four variances to make

the decision.

4) Node 4: The inputs for this node are skip-mode MBs in the

MPEG-2 bit stream classified by Node 1, or the 16 16 MBs

classified by Node 2. This node evaluates only the H.264

16 16 mode (without the submodes 16 8 or 8 16). Then,

the node selects the best option, skip or inter-16 16.

Since the MB mode decision, and hence the thresholds used

in the decision trees, depend on the QP used in the H.264 en-

coding stage, the mean and variance threshold will have to be

different at each QP. The two possible solutions here are: 1) to

develop the decision trees for each QP and use the appropriate

decision tree depending on the QP selected and 2) to develop a

single decision tree and adjust the mean and variance threshold

used by the trees based on the QP. The first option is complex

since implies to switch between 52 different decision trees re-

sulting in 156 WEKA trees for a transcoder. Since the QP used

Fig. 7. Proposed transcoder.

by H.264 is designed to change the quantization step size and

the relationship between the QPs is well defined, this relation-

ship can be used to adjust the mean and variance thresholds. The

proposed transcoder uses a single decision tree developed for a

midQP of 25 and then adjusted for other QPs. Since the quanti-

zation step size in H.264 doubles when QP increases by 6, the

thresholds are adjusted by 2.5% for a change in QP of 1. For QP

values higher than 25, the thresholds are decreased and for QP

values lower than 25 thresholds are proportionally increased.

Fig. 6 shows examples of the results obtained by applying

our proposed algorithm. Fig. 6 shows the difference between

the MB mode decisions made by the H.264 standard (with the

R-D-optimized option enabled), and the proposed algorithm,

with a value of 20 for QP. From these figures, it is clear that

the proposed algorithm obtains very similar results to those ob-

tained using the full estimation of the H.264 standard.

V. PERFORMANCE EVALUATION

The proposed low complexity MB coding mode decision

algorithm has been implemented in the H.264/AVC reference

software, version JM 10.2 [12]. Fig. 7 shows the overall opera-

tion of the proposed transcoder. The MPEG-2 video is decoded

and the information required by the decision trees is gathered

in this stage. The additional processing implies obtaining the

mean and variance of the 4 4 subblocks of the residual MBs.

The MB coding mode decision determined by the decision trees

is used in the low complexity H.264 encoding stage. This is an

H.264 reference encoder with the MB mode decision replaced

by a simple mode assignment process built around a decision

tree. The H.264 video encoder takes as input the decoder

MPEG-2 video (pixel data) and the MB mode decision from the

decision tree and encodes the H.264 video. The MPEG-2 MVs

are not used and the encoder performs the motion estimation

just for the final MB mode determined by the decision tree.

We have conducted an extensive set of experiments with

videos representing a wide range of motion, texture, and color.

Experiments were conducted to evaluate the performance of

the proposed algorithm when transcoding videos at commonly

used resolutions: CCIR-601, CIF, and QCIF. The input to the

transcoder is a high quality MPEG-2 video. Since the proposed

transcoder addresses transcoding P-frames in MPEG-2 to H.264

P-frames, MPEG-2 bit streams were created without B frames.
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TABLE I
BIT RATES FOR THE INPUT SEQUENCES

Fig. 8. R-D results for R-D-cost without FME option.

Since the B frames, which are much smaller than P-frames, are

not used in the input video, the video has to be encoded at higher

than the typical encoding rates for equivalent broadcast quality.

Table I shows the bit rates used for the input MPEG-2 video.

The sequences have been encoded with H.264 using the QP

factors ranging from 5 up to 45 in steps of 5. This corresponds to

the H.264 QP range used in most practical applications. The size

of the GOP is 12 frames; where the first frame of every GOP was

Fig. 9. R-D results for R-D-cost with FME option.

encoded as I-frame, and the rest of the frames of the GOP were

encoded as P-frames. The rate control and CABAC algorithms

were disabled for all the simulations. The number of reference

in P-frames was set to 1 and the motion search range was set to

16 pels with a MV resolution of 1/4 pel. The ProfileIDC was set

to high for all the simulations, with the FRExt options enabled.

The simulations were run on a P4 HT at 3.0-GHz Intel ma-

chine with 512 MB RAM. Since the training has been based on

R-D optimized MB mode decisions, the proposed algorithms al-

ways disable the R-D optimization in the H.264 encoding stage

and still perform substantially better than SAE based reference

transcoder. The experiments have shown that the proposed ap-

proach performs extremely well across all bit rates and resolu-

tions. The results are reported for six different sequences: two

for each of the three resolutions shown in Table I.
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TABLE II
COMPARISON OF MB MODE DECISION ALGORITHMS (H.264[R-D-COST]

VERSUS PROPOSED)

The performance of the proposed very low complexity

transcoder is compared with a reference transcoder comprised

of a full MPEG-2 decoder followed by a full H.264 encoder. We

compare the performance of our proposal to the full H.264 en-

coder when the R-D-cost (with and without FME option enabled)

and the SAE-cost (with and without FME option enabled) are

used. The metrics used to evaluate the comparative performance

are: the R-D function, the difference of coding time ( ),

the PSNR difference ( ) and the bit rate difference

( ). We show the results in the R-D function for a com-

plete range in terms of output bit rates, in order to demonstrate

that the proposed approach performs extremely well across all

bit rates of H.264. The averaged PSNR values of luma (Y) and

chroma (U,V) is used in the R-D function graphs. The computa-

tion of the averaged PSNR is based on the following equation:

In order to evaluate the timesaving of the fast MB mode de-

cision algorithm, the following calculation is defined to find the

time differences. Let denote the coding time used by the

H.264/AVC reference software encoder (version JM 10.2) and

be the time taken by the fast MB mode decision algorithm

proposed, and is defined as:

The PSNR and bit rate differences are calculated according

to the numerical averages between the R-D-curves derived

from JM 10.2 encoder and the fast MB mode decision methods,

respectively. The detail procedures in calculating these dif-

ferences can be found in the JVT document authored by

Bjontegaard [28], used as reference by the JVT Test Model Ad

Hoc Group [29]. Note that the PSNR and bit rate differences

should be regarded as equivalent, i.e., a larger (smaller) PSNR

difference implies a larger (smaller) bit rate difference.

Fig. 8 shows the R-D results for the reference and proposed

transcoder with the R-D optimization option being enabled and

the FME option disabled. Fig. 9 shows the R-D results for the

reference and proposed transcoder with the R-D optimization

enabled and FME option enabled. As seen from the figures, the

PSNR-bit rate obtained with the proposed transcoder deviates

slightly from the results obtained when applying the consider-

able more complex reference transcoder.

Fig. 10. R-D results for SAE-cost without FME option.

Table II shows the results in terms of , , and

.Comparedwith the reference transcoder, theproposed

transcoder has a PSNR drop of at most 0.3 dB for a given bit rate

and a bit rate increase of at most 8% for a given PSNR. This negli-

gibledropinR-Dperformanceismorethanoffsetbythereduction

in computational complexity. As shown in Table II, the proposed

transcoder reduces the inter-frame prediction time by over 80%

with R-D optimization, and more than 93% with FME enabled.

Fig. 10 shows the R-D results for the reference and proposed

transcoder with SAE-Cost (R-D optimization disabled) and

FME disabled. Fig. 11 shows the R-D results for the reference

and proposed transcoder with SAE-Cost (R-D optimization

disabled) and FME enabled. As seen from the figures, in some

cases the proposed transcoder shows better results than the ones

obtained by the reference transcoder.
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Fig. 11. R-D results for SAE-cost with FME option.

Table III compares our proposal to the SAE-cost approach of

the reference software in terms of the time, PSNR and bit rate dif-

ferences. The computational cost is reduced by over 40% with re-

spect to the one required by the SAE-cost approach with the FME

disabled and by over 81% in the case when the FME option is

enabled. The proposed transcoder exhibits a PSNR drop of less

than 0.02 and 0.12 dB with respect to the ones obtained by the

SAE-cost approach without and with the FME option enabled,

respectively. The average bit rate difference increase obtained by

our proposal is less than 4% and 6% with respect to the bit rate

obtained by the SAE-cost approach without and with the FME

option enabled, respectively. It is clear that there is a tradeoff be-

tween the computational cost of our algorithm and the resulting

video quality. It is also clear that the quality reduction is very

small and negligible for most practical video applications.

TABLE III
COMPARISON OF MB MODE DECISION ALGORITHMS (H.264[SAE-COST]

VERSUS PROPOSED)

TABLE IV
MEAN ENCODING TIME (MILLISECONDS) PER FRAME WITH THE

REFERENCE TRANSCODER

TABLE V
MEAN ENCODING TIME (MILLISECONDS) PER FRAME WITH THE

PROPOSED TRANSCODER

Tables IV and V show the mean encoding time (millisec-

onds) per frame for the reference transcoder and the proposed

transcoder, respectively. Based on the results shown in Tables IV

and V, the proposed transcoder with the SAE and FME options

enabled, labeled SAE+FME in the tables, outperforms all the

other configurations.

The proposed transcoder with the R-D optimization and FME

options enabled is still faster than the fastest case of the refer-

ence transcoder (SAE + FME). It is clear that the use of the FME

option reduces substantially the complexity of the transcoder.

When using the R-D optimization procedure with the proposed

transcoder doubles the complexity compared to the SAE+FME

case. The decision to enable or disable the R-D optimization

can be based on the operating bit rates and sensitivity to the

PSNR drop as dictated by the video application requirements. At

higher bit rates, the R-DOPT + FME option results on a 0.6 dB

gain with respect to the PSNR obtained when using the SAE +

FME option, i.e., a gain of 0.6 dB can be obtained by doubling

the complexity. However, at lower bit rates, the PSNR gain re-

duces to about 0.3 dB.

Finally, Table VI shows the quality variation versus time re-

duction of the proposed transcoder with respect to the reference
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TABLE VI
QUALITY VARIATION VERSUS TIME REDUCTION (FOR TRANSCODING RATE)

transcoder for the same input bit rates shown in Table I. The

results in Table VI show a reduction of up to 96% in the com-

putational complexity when using our proposed scheme. Fur-

thermore, using the proposed transcoder reduces the PSNR up

to 0.3 dB when the R-D optimization option is enabled and by

up to 0.1 dB when using the SAE-cost based transcoder. Our re-

sults show that our proposed scheme is able to maintain a good

picture quality while considerably reducing the number of op-

erations to be performed.

A. Comparison of Different Fast MB Mode Decision

Algorithms

As mentioned in Section III, recently various fast MB mode

decision algorithms for inter-frame prediction for H.264/AVC

video have been proposed in the literature. In this section, we

undertake a comparative analysis of our proposal to some of

the most relevant algorithms [19]–[25]. In these experimenst,

although the test conditions are not exactly the same to the ones

reported in the literature, an objective comparison is still pos-

sible since all the algorithms follow Bjontegaard and Sullivan’s
common test rule [28], [30]. The comparison metrics were pro-

duced and tabulated based on the difference on the coding time

( ), the PSNR difference ( ) and the bit rate dif-

ference ( ). The common encoding parameters are as

follows: the size of the GOP has been fixed to12 frames; where

the first frame of every GOP has been encoded as I-frame, and

the remaining frames of the GOP were encoded as P-frames.

The R-D optimization option was enabled and the FME option

was set to a resolution of 1/4 pel. The video sequences used were

Mobile (CIF), Paris (CIF), Foreman (QCIF), and News (QCIF).

It should be noted that we have selected the same sequences

used in [19]–[25]. The results are tabulated in Table VII.

As shown in Table VII, the performance of our fast MB mode

decision algorithm for the inter-frame prediction in terms of

time saving, which is a critical issue in video transcoding appli-

cations, achieves the best results, with a negligible loss on the

video quality ( 0.3 dB), and with a slight increment in bit rate

with respect to the other methods. This is due to the fact that the

proposed approach reduces the H.264 MB mode computation

process into a decision tree lookup with very low complexity

and the transcoder performs the fast motion estimation just for

the final MB mode determined by the decision tree. Furthermore

the proposed transcoder can be implemented easily since it only

requires the mean and variance of the MPEG-2 residual and a set

of rules to compare the mean and variance against a threshold.

TABLE VII
COMPARISON OF DIFFERENT FAST MB MODE DECISION ALGORITHMS

VI. CONCLUSION

In this paper, we have proposed a novel MB mode decision

algorithm for inter-frame prediction to be used as part of a

high-efficient MPEG-2 to H.264 transcoder. The proposed

algorithm uses machine learning techniques to exploit the

correlation in the MPEG-2 MC residual and the H.264 coding

modes. The WEKA tool was used to develop decision trees for

H.264 coding mode decision. The proposed algorithm has very

low complexity as it only requires the mean and variance of the

MPEG-2 residual and a set of rules to compare the mean and

variance against a threshold. The proposed transcoder uses a

single decision tree with adaptive thresholds based on the QP
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selected in the H.264 encoding stage. The proposed transcoder

was evaluated using MPEG-2 videos at CCIR, CIF, and QCIF

resolutions. Our results show that the proposed algorithm is

able to maintain a good picture quality while considerably

reducing the computational complexity by as much as 95%.

The reduction in computational cost has negligible impact

on the quality of the transcoded video. The results show that

the proposed transcoder maintains its performance across all

resolutions and bit rates. The proposed approach to transcoding

is novel and can be applied to develop other transcoders as

well. Finally, we have carried out a comparative study with

some of the most prominent fast inter-prediction methods

for H.264 presented in the literature. The results have shown

that the proposed approach achieves the best results for video

transcoding applications.

Our future plans will focus on further reducing the com-

plexity of the proposed transcoder by reusing the MPEG-2

MVs followed by a MV refinement. By reusing the MV, we

believe, real-time transcoding of CIF resolution video at 30

FPS is within reach.
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