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Abstract. In this paper, we introduce a new NLP task similar to word expan-
sion task or word similarity task, which can discover words sharing the same 
semantic components (feature sub-space) with seed words. We also propose a 
Feature Extraction method based on Word Embeddings for this problem. We 
train word embeddings using state-of-the-art methods like word2vec and mod-
els supplied by Stanford NLP Group. Prior Statistical Knowledge and Negative 
Sampling are proposed and utilized to help extract the Feature Sub-Space. We 
evaluate our model on WordNet synonym dictionary dataset and compare it to 
word2vec on synonymy mining and word similarity computing task, showing 
that our method outperforms other models or methods and can significantly 
help improve language understanding. 
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1 Introduction 

Word similarity in NLP is a task of computing the similarity between two or more 
words by certain methods. In general, similarity always means the semantic similarity 
of words, for example, “apple” and “pear” have very close relationship, while “mike” 
and “class” are not relevant. Researchers improved the performance of word similari-
ty task within methods like brown cluster, topic model, vector space model and so 
on[1][2]. Recently, word representation, mostly word embedding, is proved to be 
excellent at word similarity task [3]. 

In this paper, we focus on a new NLP task similar to word expansion task or word 
similarity task which could reveal words having the same semantic components with 
given seed words. The differentia between this task and word similarity task lies in 
that (1) it reveals words through more than one word and (2) the key point is how to 
represent the same semantic components of the seed words. We propose a method 
combining words’ syntactic information gained with state-of-the-art methods and 
representation of the same semantic components of the seed words based on word 
embeddings. 

Most words have more than one meaning, which leads to that certain aspects of 
some words may share the same semantic information. One specific example given 
here is that “Beijing”, “Shanghai” and “Tokyo” have the same facet that they are all 



A Feature Extraction Method Based on Word Embedding for Word Similarity Computing 161 

city names. Another example is that “sad”, “sorrow” and “low” also have a same 
meaning of sad or upset in mood. On condition of research needs and actual situa-
tions, we always need to reveal more words having the same semantic components 
with the given seed words which is exactly our problem. Like, given “Beijing”, 
“Shanghai” and “Tokyo”, we can find that “Guangzhou”, “Houston”, “Osaka” are 
also city names; given “sad”, “sorrow” and “low”, we may find that “upset”, “de-
pressed” also have the meaning of sad or upset.  

The structure of this paper is as follows. Section 2 describes Prior Statistic Know-
ledge proposed. Section 3 describes our method and gives structure of our model. 
Experimental results are presented in Section 4. Finally, conclusions are made in the 
last section. 

2 Prior Statistical Knowledge 

Researchers of deep learning in natural language processing believe word embeddings 
can represent syntactic information or semantic information [9]. However, current 
progress shows that word embeddings or neural language model may not outperform 
state-of-the-art methods in some tasks. For example, Brown Cluster is superior to the 
word embeddings on NER task [11] and there is only a small difference between 
Brown clusters and word embeddings on chunking task. 

The effectiveness of word representation plays a significant role in our model. To 
more precisely represent a word, we propose Prior Statistical Knowledge of words to 
enrich the representation of words and compute using the published open source tools 
from Stanford NLP Group[10]. 

Table 1. Samples of labels and features in Prior Statistical Knowledge 

Label name No. Feature name 

POS 29 vb, cc, jjs, prp, in, nnp... 

NER 3 person, location, organization 

Parsing 94 cc_post, tmod_post, prt_pre, cop_pre ... 

 
As showed in table 1, we assign each word with 3 most important labels: Named 

Entity Recognition, Part-Of-Speech tagging, Parsing Dependencies. According to 
Stanford CoreNLP tools and actual situation, we choose 29 features for POS and 3 
features for NER. Particularly in Parsing Dependencies part, there are 47 kinds of 
ternary relation pair in total, so we extract 94 features for Parsing Dependencies, 
doubled because of the position each word exists. In Parsing Dependencies, features 
ended with ‘_pre’ indicate that words are in the front of ternary relations and ‘_post’ 
corresponds to the back of ternary relations. For example, in ternary relation 
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“subj(undesirable-10,state-9)”, the number of 9 and 10 is the position of words in the 
sentence; in our method, we assign feature “subj_pre” to “undesirable” and 
“subj_post” to “state”. 

For each label, a word may have several features. For example, as shown in table 
2, word “bush” has several features for each label, like “nnp”, “nn”, “jj”, “vb” for 
POS. To compute the weight of each feature, we utilize the Wikipedia corpus crawled 
from Wikipedia website. The corpuses are all standard, clean, grammatical articles. 
We compute the occurrence times of each feature and assign a probability to each 
feature for each word concluded by normalization. For instance, specific to NER, we 
assign 0.9748 to “Person” feature because “bush” appears in our corpus with a 0.9748 
probability of “Person” according to our statistic results.  

We compute the probability of one word with the equation (1). 

 P୤౟ ൌ ୡ౟∑ ୡ౟౟  (1) 

where P୤౟ stands for the weight of feature f୧ and c୧ stands for the occurrence of 
feature f୧.  

Prior Statistical Knowledge firstly helps reduce calculation amount and improve 
general speed twice the original model by reducing words number and abandoning 
useless words of calculation. It can also enrich the representations of words by syn-
thesizing word embeddings and state-of- the-art methods before. 

Table 2. Example of a specific feature assignment and feature weight for word “bush” 

Label name Feature name & weight 

 
POS 

 

nnp nn jj 

0.8919 0.0630 0.0445 

 
NER 

 

Person Organization Location 

0.9748 0.0190 0.0062 

 
Parsing 

 

pre_post det_pre amod_post 

0.2056 0.1772 0.1203 

3 Feature Sub-Space Extraction Model 

3.1 Feature Sub-Space 

As stated before, a word embedding is always a vector associated with each word. 
Each dimension or several dimensions correspond to a feature and might even have a 
semantic or grammatical interpretation. Given several seed words that have one or 
more identical meanings, we believe several common dimensions of these vectors 
represent the common part of these words although we cannot point out what each 
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dimension exactly represent. We believe this feature sub-space with a lower dimen-
sionality will reveal and represent the common latent semantic component informa-
tion. 

On the condition that dimensions of vectors are assumed to be identical and inde-
pendent distribution, we can assume that the values of all words in certain dimension 
to be Gaussian Distribution if the values are random variables which is always rea-
sonable and effective as a assumption in natural language processing tasks. According 
to that, values of dimensions sharing the common meaning of the seed words should 
be Gaussian Distribution and around mean value while values of other dimensions 
should be very different and away from the mean value. Based on this theory, we 
propose the feature sub-space extraction model and reveal the common dimensions of 
seed words. 

 

Fig. 1. Feature Sub-Space Extraction Model 

3.2 Negative Sampling 

Noise Contrastive Estimation (NCE), introduced in [11], posits that a good model 
should be able to differentiate data from noise by means of logistic regression. In our 
model, we concerned with extracting high-related sub-space, which means variances 
of words having the same sub-semantic information with the seed words are small, 
while those of negative samples are large. So we can simplify NCE as long as the 
feature sub-space retains its quality. 

The main difference between the Negative sampling and NCE is that NCE needs 
both samples and the numerical probabilities of the noise distribution, while Negative 
sampling uses only samples [12]. In this paper, we introduce negative sampling be-
cause (1) negative samples will help avoid acquiring uncorrelated dimensions where 
the variances are small enough by coincidence and (2) help enhance the noise immun-
ity of dimensions that are really related to the sub-space. 
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 Negative sampling plays a decisive role in the Feature Sub-Space Extraction Mod-
el. After calculating weight of dimensions of seed words and that of negative samples, 
we extract low-valued dimensions of error vector which is the difference value of  DሬሬԦ 
and  DሬሬԦ୬ୣ୥ . 

As showed in Figure I, our model consists of the following steps: 

• Utilize Prior Statistical Knowledge and reduce the computing subset. We only 
consider words with the same features as the seed words in the following steps. 

• Map the seed words into word embeddings using lookup table in the projection 
layer, each word is represented with a d-dimension real-valued vector. 

• Calculate the center vector or mean vector of the seed words as followed: 

 vሬԦ ൌ ∑ ୴ሬሬԦ౟ౡ౟సభ୩  (2) 

Given k seed words, we denote vሬԦ୧ as the word embedding of word i, and vሬԦ as the 
mean vector of the seed words. Each dimension of vሬԦ is the mathematical expecta-
tion of that dimension of all seed words. 

• Calculate the variance vector as followed: 

 DሬሬԦ ൌ ሺDଵ, Dଶ, … , D୧, … ሻ (3) 

 D୧ ൌ ∑ ሺ୴ഠሬሬሬԦି୴ഡഠሬሬሬԦሻమౡౠసభ ୩  (4) 

We denote DሬሬԦ  as the variance vector, with each dimension D୧  as a variance, 
representing the degree of deviation between the random variable and its mathemati-

cal expectation. We also denote vనሬሬሬԦ as the thi dimension of mean vector vሬԦ and v఩నሬሬሬԦ
 

as 

the thi  dimension of vector of word j. 

• Sample negative words stochastically in the lookup table, and calculate the nega-
tive variance vector DሬሬԦ୬ୣ୥ as step 3. 

• Extract feature sub-space with certain dimensions where D୧ is small and
 

D୬ୣ୥୧
 

is 
large. In our model, we gain the error variance vector through computing the dif-
ference of DሬሬԦ and  DሬሬԦ୬ୣ୥ and reorder the error variance vector before extracting the 
first K small dimensions as sub-space representation vector. 

• Re-compute the cosine similarity of mean vector and each word using their sub-
space representation vector but not the full vector.  

4 Experiments and Results 

In our method, we actually choose Google’s new published tool word2vec to train 
word embeddings because of its efficiency of learning high-quality distributed repre-
sentations that capture a large number of syntactic and semantic word relationships. 
Word2vec’s training is extremely efficient [11]: an optimized single machine imple-
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mentation can train on more than 100 billion words in one day. We can finish training 
in several hours of processing 5.6G data after converting the tokens into lower case. 

Following most researchers, we choose Wikipedia articles as the corpus to train the 
model and word embeddings because of their wide range of topics and word usages, 
and clean organization of document by topics [3]. We use the Wikipedia corpus with 
a total of 2 million articles and 990 million tokens. 
 After training the word embeddings, we choose the top 100,000 most frequent 
words in Wikipedia and implement our experiment based on these words. Each word 
embedding is a 200-dimension real-valued vector that supposed to represent a word’s 
meaning and features. 

In Prior Statistical Knowledge step, we assign 29 POS features to 99203 words, 3 
NER features to 82795 words and 94 Parsing features to 64813 words. Some words 
may not have all three labels because of the statistical computing results. 

We give (1) our model’s performance in WordNet synonym dictionary in table 3 
and (2) our model versus word2vec on the performance of this task in table 4. 

Table 3. Our model’s performance in WordNet synonym dictionary 

Seed words 
Our FSS model / 

word(rank) 
WordNet 

distressing, sad,   
pitiful 

dreadful(2), 
miserable(5),  

painful(6),  
deplorable 

Deplorable,  sad, 
distressing,  miserable,  
pitiful, sorry, painful, 

dreadful 

animal, creature 
monster(2), giant(4), 

cat, alien, ape 
animal, creature, 
monster, giant 

acquire, win, gain 
obtain(1), make(3) 

reach(4), achieve(7),  
retain, get 

Acquire, win, gain, 
attain, obtain, reach, 
achieve, make, earn 

 

Table 4. Our model versus word2vec on the performance of this task 

Seed words Our model Word2vec 

Beijing, Shanghai, 
Nanjing 

Harbin, Suzhou,  
Taiwan 

Chinese, China,  
Taiwan 

son, woman, lady widow, lover, man man, cousin, father 

sorry, sad, upset terrible, ironically, hurt obviously, feeling, hurt 
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Table 3 shows that our mode can reveal new words having the same meaning as the 
seed words. The number in the parentheses after each word is the rank of the word 
among the expand words. Words without a parentheses means they have some com-
mon semantic components with the seed words but not appear in the WordNet syn-
onym dictionary. 

Table 4 shows that our model can reveal synonymous words of seed words that 
word2vec cannot and improve the rank of nearest words. More importantly, 
Word2vec can only find words with high co-occurrence of seed words, but our model 
can reveal words with the same feature sub-space. 

Table 5. Performance of our model versus word2vec on WordNet synonym dictionary 

Models Precision@5 Recall@5 F1@5 

Our model 77.20% 80.24% 78.69% 

Word2vec 79.45% 73.40% 71.36% 

Models Precision@10 Recall@10 F1@10 

Our model 90.40% 92.20% 91.29% 

Word2vec 86.30% 87.35% 86.82% 

 
We also give a comparison between the performance of our model and word2vec 

on WordNet synonym dictionary in table 5. 
Our model expands words with several seed words while Word2vec expand words 

with only one word. To compare the two methods more precisely, we reorder the 
results of Word2vec on each seed word by averaging each expanded word’s similarity 
score. In the new rank, words with a better place more likely similar to all seed words. 
For example, given seed words “Beijing”, ”Shanghai”, ”Guangzhou”, “capital” is 
expanded through “Beijing” only, we will divide its weight by 3. While “Chinese” is 
expanded through all three seed words, we will average the three scores as the new 
score. 

We choose 235 word groups extracted from WordNet synonym dictionary and util-
ize all words but one of each word group as seed words and the left one as evaluation 
word. We evaluate two methods on top 5 and top 10 of rank lists. For example, Preci-
sion@5 means that evaluation word is in the top 5 of expanded rank list. Table 5 
shows that our model outperforms Word2vec on revealing latent common semantic 
components and expanding synonymy. 

5 Conclusion 

We introduced a new NLP task similar to word expansion task or word similarity task 
and proposed a Feature Sub-Space Extraction Model with Prior Statistical Knowledge 
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and Negative Sampling based on word embeddings. Our problem and methods are 
significant in information retrieval and natural language processing. It can be used to 
reveal new similar words, synonymous words and explore the common meaning part 
of seed words. Our model has been proved to be proper, effective and outperform 
original word embeddings like word2vec. 
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