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Abstract: This study presents an algorithm for fingerprint classification using a CNN (convolutional
neural network) model and making use of full images belonging to four digital databases. The main
challenge that we face in fingerprint classification is dealing with the low quality of fingerprints,
which can impede the identification process. To overcome these restrictions, the proposed model
consists of the following steps: a preprocessing stage which deals with edge enhancement operations,
data resizing, data augmentation, and finally a post-processing stage devoted to classification tasks.
Primarily, the fingerprint images are enhanced using Prewitt and Laplacian of Gaussian filters. This
investigation used the fingerprint verification competition with four databases (FVC2004, DB1, DB2,
DB3, and DB4) which contain 240 real fingerprint images and 80 synthetic fingerprint images. The
real images were collected using various sensors. The innovation of the model is in the manner in
which the number of epochs is selected, which improves the performance of the classification. The
number of epochs is defined as a hyper-parameter which can influence the performance of the deep
learning model. The number of epochs was set to 10, 20, 30, and 50 in order to keep the training time
at an acceptable value of 1.8 s/epoch, on average. Our results indicate the overfitting of the model
starting with the seventh epoch. The accuracy varies from 67.6% to 98.7% for the validation set, and
between 70.2% and 75.6% for the test set. The proposed method achieved a very good performance
compared to the traditional hand-crafted features despite the fact that it used raw data and it does
not perform any handcrafted feature extraction operations.

Keywords: convolutional neural networks; fingerprint images; data augmentation; fingerprint
classification

1. Introduction

Various approaches to automatically authenticate fingerprints for personal identifica-
tion and verification have found important applications in ensuring public security and
criminal investigations. A fingerprint represents a graphical pattern on the surface of a
human finger expressed by ridges and valleys. Ridges are the upper skin surface parts of
the finger that touch a surface, and valleys are the lower parts. In a fingerprint image, ridge
lines are the dark areas, and valleys are the bright areas which represent the inter-ridge
spaces. Fingerprints are unique and are the most reliable human feature which can be
utilized for personal identification [1].

Automatic fingerprint identification uses fingerprint features such as ridge flow, ridge
period, ridge ending, and the delta or core points for fingerprint enrollment and verification
steps [2]. Matching performance is strongly affected by fingertip surface conditions such
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as fingerprint deformations or distortions, fingerprint collection conditions, variations
in the pressure between the finger and the acquisition sensor, scars, age, race, sex, etc.
Additionally, the minutiae extraction can be affected by noise, rotation, and the scale
of the images or fingerprint alignment information [1–3]. There is a sinusoidal-shaped
wave of ridges with some slow changes in their orientation. This characteristic defines a
fingerprint pattern. However, fingerprint images are prone to structural imperfections. In
order to create an accurate identification system, an effective enhancement algorithm is
necessary. This algorithm can be coupled with a performance classification method [4,5]. A
major limitation of fingerprint recognition algorithms is that only small-area fingerprint
images are usually available to the algorithm for differential matching. This calls for
a model which can solve the restoration of the whole fingerprint image to make the
process of fingerprint recognition and matching more effective [6–8]. The enhancement
step is based on the obvious directional behavior manifested in a fingerprint image. Some
effective enhancement techniques are based on the Prewitt and Laplacian of Gaussian
filters [9,10]. Additionally, a robust feature extractor and classifier must be able to deal with
augmentation operations such as translation, rotation, or skin distortion.

The process of feature extraction and matching demands some preprocessing opera-
tions such as ridge enhancement (for a fingerprint structure clarity), followed by feature
extraction using artificial neural networks. Recently, deep convolutional networks have
been heavily used in image recognition. Most of these are devoted to a single-frame
recognition with an improved classification performance [11–15]. The main advantage of
CNN-based classifiers is that they are fully independent of any human actions devoted
to feature extraction and classification. For large databases, the computational cost of
searching for a fingerprint image is huge, but CNNs drastically reduce this burden.

In the present study, starting from the fact that the existing fingerprint recognition
algorithms rely too heavily on the details of the fingerprint, a software solution was
proposed to evaluate the quality of fingerprint identification by using a convolutional
neural network (CNN) architecture and by calling full images belonging to four digital
databases. We did not perform any handcrafted feature extraction operations. The main
challenge that we face is the low quality of fingerprints, which can impede or make the
identification process difficult.

The main contributions of this work are as follows:

- Despite intense development efforts, there is still one open research problem devoted
to the restoration of whole fingerprint images to make the process of fingerprint
recognition and matching more effective. We discuss the investigation of whole
fingerprint images.

- We aim to validate the edge enhancement operations, data augmentation, and the
network structure regarding the potential of a CNN architecture to accurately identify
the fingerprints for a further classification task.

- The Prewitt and Laplacian of Gaussian filters are used to enhance the edges that separate
the ridges and valleys in the fingerprint images. Moreover, we do not use any skeletoniza-
tion operations to convert gray-scale fingerprint images to black-and-white images.

- To decrease the training time, we reduce the dimensionality of the fingerprint images
from [256 × 256] to [80 × 80] pixels.

- To improve the performance of the proposed model, we use the rotation as a data
augmentation technique.

- As CNNs can learn discriminative features from whole fingerprint images and they
do not require explicit feature extraction to do so, the deep learning approach is an
attractive option in fingerprint identification. Thus, the performance of the proposed
CNN model is evaluated based on the accuracies for the training and validation tests
with attention paid to the number of epochs, which is considered the hyper-parameter
of the CNN that could influence the performance of the deep learning model.

The rest of this paper is organized as follows: Section 2 reviews the related litera-
ture and emphasizes the most important sources of our motivation. Also, in Section 2
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the adopted methodology, the design of our CNN method, and the used databases are
presented. Section 3 shows the results obtained from several experiments, discusses and
evaluates the accuracy values provided by the individual systems. Finally, Section 4
provides a summary of our research and sets out our future work intentions.

2. Materials and Methods
2.1. Related Work

Over the last thirty years, there have been important developments in deep learning
methods. These developments had a significant impact on a wide range of applications
dealing with computer vision and pattern recognition. The research field of automatic
fingerprint recognition is among the most interesting topics, due to the requirement to
increase the recognition accuracy rate. Additionally, deep learning methods avoid the focus
on methods devoted to minutiae extraction as handcrafted features, shifting the interest to
the analysis of the whole image. The latest investigations devoted to the field of fingerprint
image organization are reviewed in this section.

The most sensitive step in the fingerprint recognition scheme is image improvement.
Wang et al. [16] proposed an algorithm for fingerprint image quality enhancement, i.e.,
to improve the clarity and continuity of ridges, based on the wavelet transform and a
mechanism of compensation coefficients for each sub-band based on a Gaussian template.
Yang et al. [17] presented an enhancement technique which approached both spatial and
frequency domains. A spatial ridge-compensation filter was employed to enhance the
fingerprint image in the spatial domain. Then, a frequency bandpass filter performed sharp
attenuation of both the radial and angular-frequency domains. Shrein et al. [13] used a
convolutional neural network that performed the classification tasks for fingerprints in
the IAFIS (integrated automated fingerprint identification system) database with 95.9%
accuracy. He has shown that precise image preprocessing, aiming to reduce the dimen-
sionality of the feature vector, greatly decreased the training times, even in networks of
moderate depth. Mohamed [14] thoroughly investigated all the factors which may affect
fingerprint classification using CNNs. His proposed system consists of a preprocessing
stage dealing with increasing the fingerprint quality, and a post-processing step devoted to
training and classification. A resized image (its dimensions reduced from 512 × 512 pixels
to 200 × 200 pixels) was created in order to reduce the training time. A classification
accuracy of 99.2% with a zero rejection rate was reported. Militello et al. [15] used a pre-
trained convolutional neural network and two fingerprint databases with heterogeneous
characteristics (PolyU and NIST) for classification purposes. The used features were the
arch, left loop, right loop, whorl, and three nets: AlexNet, GoogLeNet, and ResNet. The
comparative analysis allowed the system to determine the type of classification that should
be used for the best performance in terms of precision and model efficiency. Borra et al. [18]
reported a method based on a denoising procedure (the wave atom transform technique),
image augmentation (based on morphological operations), and an adaptive genetic neural
network in order to evaluate the performance of the approach. The networks used the
feature values that were extracted from each image. The experiments were performed
on the FVC2000 databases. The authors reported better performance values compared
to some neural networks and machine learning approaches. Listyalina et al. [19] sought
to classify raw fingerprint images. They proposed a deep learning method (i.e., transfer
learning GoogLeNet) which transferred the classification steps, such as pre-processing,
feature extraction, and classification rather than training a deep CNN architecture. They
used fingerprint images from the NIST-4 database and reported performance accuracy mea-
sures as follows: 94.7% and 96.2% for the five-class and four-class classification problems,
respectively. Tertychnyi et al. [20] proposed an efficient deep neural network algorithm to
recognize low-quality fingerprint images. These images are affected by physical damage,
dryness, wetness, and/or blurriness. A VGG16 convolutional network model was em-
ployed based on transfer learning for training. In addition, both image dimension reduction
and data augmentation were performed to improve the computing cost. They reported an
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average accuracy of 89.4%; this is almost the same accuracy provided by regular CNNs.
Finally, Pandya et al. [21] proposed a model which encompasses a pre-processing stage
(histogram equalization, enhancement based on a Gabor filter, and ridge thinning) and a
classification stage using a CNN architecture. The proposed algorithm achieved a 98.21%
classification accuracy with a 0.9 loss for 560 samples (56 users providing 10 images each).
Overfitting was avoided by Nur-A-Alam et al. [22] using a combination of the Gabor filter-
ing technique coupled with deep learning techniques and principal component analysis
(PCA). The meaningful features that can support an automatic authentication process for
the fingerprint for personal identification and verification were extracted using the fusion
of CNNs and Gabor filters; PCA reduces the dimensionality of statistical features. The
proposed approach reached an accuracy of 99.87%. An efficient unimodal and multimodal
biometric system based on CNNs and feature selection for fast palmprint recognition was
recently proposed by Trabelsi et al. [23]. Simplified Gabor–PCA convolutional networks,
an enhanced feature selection method, and a “reduction of the dimensions” approach were
used to achieve a high recognition rate, i.e., 0% equal error rate (meaning the best trade-off
between false rejections and false acceptances) and 100% rank-one recognition (meaning
the percentage of samples recognized by the system). Oleiwi et al. [24] introduced a finger-
print classification method based on gender techniques, which integrates the Wiener filter
and multi-level histogram techniques with three CNNs. They used CNNs to extract the
fingerprint features followed by Softmax as a classifier.

2.2. Proposed Methodology
2.2.1. Mathematical Approaches

To improve the quality of fingerprint images, the first- and second-order derivative
filters were used. An image is defined by an image function A(x, y) that gives the intensity
of the gray levels at pixel position (x, y). The gradient vector of the image function is
defined as in [25]:

∇A(x, y) =
[
GxGy

]
=

[
∂A(x, y)

∂x
∂A(x, y)

∂y

]
(1)

• Prewitt Operator

The Prewitt filter detects the vertical and horizontal directions of the edges of an image
by locating those pixel values defined by steep gray values [26]. The Prewitt operator
consists of two 3 × 3 convolution masks [25–27]:

Gy =

+1 0 −1
+1 0 −1
+1 0 −1

 ∗ A(x, y) (2)

Gx =

+1 +1 +1
0 0 0
−1 −1 −1

 ∗ A(x, y) (3)

where A is the image source and * is the 2D convolution operation.

• The Laplacian operator

The Laplace operator is computed using the second-order derivative approximations
of the image function A(x, y). It is noise sensitive, so it is often combined with a Gaussian
filter to decrease the sensitivity to noise [28]. The Laplacian filter searches the zero crossing
points of the second-order derivatives of the image function and establishes the rapid
changes in adjacent pixel values that belong to an edge [28,29].

∇2 A(x, y) =
∂2 A(x, y)

∂x2 +
∂2 A(x, y)

∂y2 (4)



Inventions 2022, 7, 39 5 of 13

A zero value indicates the areas of constant intensity, while values < 0 or > 0 are placed
in the vicinity of an edge.

• The Laplacian of Gaussian (LoG) operator

For an image A(x, y) with pixel intensity values (x, y), a combination of the Laplacian
and Gaussian functions generates a new operator LoG [20], centered on zero and with a
Gaussian standard deviation σ:

LoG(x, y) = − 1
πσ4

[
1− x2 + y2

2σ2

]
e−

x2+y2

2σ2 (5)

The Gaussian operator suppresses the noise before using the Laplace operator for edge
detection. The LoG operator detects areas where the intensity changes rapidly, namely the
function’s values are positive on the darker side (pixel values close to 0) and negative on
the brighter side (pixel values close to 255) [30].

2.2.2. Dataset

The analyzed fingerprint images belong to the FVC2004 database, which is the property
of the University of Bologna, Italy [31]. The image data are described, in detail, in Table 1.

Table 1. Dataset characteristics.

FVC2004 Datasets Fingerprint Scanner Image Size Fingerprint Images Total Image Number
after Augmentation

BD1 Optical sensor “V300”
by CrossMatch 640 × 480 80 720

BD2 Optical sensor “U.are.U 4000” 328 × 364 104 936

BD3 Thermal Sweeping Sensor
“FingerChip FCD4B14CB” by Atmel 300 × 480 104 936

BD4 Synthetic fingerprint generator 288 × 384 104 936

In order to enhance the limitations of low-quality fingerprint images, both the Prewitt
and LoG filters were used to enhance the edges that separate the ridges and valleys in the
fingerprint images [9,10]. Figure 1 displays examples of image enhancement from each
used database and filter.

2.2.3. Data Augmentation

The optimization of a CNN which uses small datasets means avoiding the network
convergence to a local minimum. This issue is overcome using augmentation to extend
the training dataset and to prevent the issue of overfitting during training. The number of
images has been increased nine times. Data augmentation has been performed by executing
±30◦ rotations, from 0◦ to 360◦. This provided a total of 3528 images, of which 2469 were
used as training samples. Additionally, each image was resized from 256 × 256 pixels to
80 × 80 pixels to be more suitable to be fed into the network and to reduce the training
time. Figure 2 shows an example of data augmentation.

2.2.4. Convolutional Neural Network

A CNN architecture aggregates convolutional modules that perform feature extraction,
pooling, and fully connected layers [32]. CNNs perform well in recognition of images
tasks. To optimize the performance of a CNN model, it has to be trained to extract the most
important deep discriminatory features. As a general description of a CNN architecture
and its learning strategy, we could mention that a gradual training process designed to
solve complex concepts is employed. Thus, the early layers detect the general features of a
given image. Furthermore, from layer to layer the convolution filters are trained to detect
more and more complex patterns, such as object features (Figure 3). The model architecture
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is given in Table 2. The parameter settings and some hyperparameters selected for the
proposed CNN model are also presented (Table 3). They were established before training.
An epoch means the whole dataset passes once forward and backward through the neural
network. Usually, the number of epochs is determined when the validation accuracy
starts decreasing, even if the training accuracy is still increasing. In addition, one epoch
is too large to be run through the model as a whole, so it is divided into several smaller
subsamples called batches. A higher number of epochs increases the cost of computational
complexity and the risk of overfitting, respectively. The variation in the number of epochs
stops when the validation loss no longer improves.

Figure 1. Samples of fingerprints from our evaluation datasets and examples of enhanced fingerprint
images. Columns: left—raw grayscale images; middle—edge enhancement using the Prewitt filter;
right—edge enhancement using the LoG filter.
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Figure 2. Data augmentation. Rotated fingerprint on ±30◦.

Figure 3. CNN model architecture.

Table 2. Model architecture and parameter settings.

Layer (Type) Output Shape Param

sequential_11 (Sequential) (None, 80, 80, 3) 0

rescaling_7 (Rescaling) (None, 80, 80, 3) 0

conv2d_27 (Conv2D) (None, 80, 0, 8) 224

max_pooling2d_27 (MaxPooling2D) (None, 40, 40, 8) 0

conv2d_28 (Conv2D) (None, 40, 40, 16) 1168

max_pooling2d_28 (MaxPooling2D) (None, 20, 20, 16) 0

conv2d_29 (Conv2D) (None, 20, 20, 32) 4640

max_pooling2d_29 (MaxPooling2D) (None, 10, 10, 32) 0

conv2d_30 (Conv2D) (None, 10, 10, 64) 18,496

max_pooling2d_30 (MaxPooling2D) (None, 5, 5, 64) 0

dropout_7 (Dropout) (None, 5, 5, 64) 0

flatten_7 (Flatten) (None, 1600) 0

dense_14 (Dense) (None, 128) 204,928

dense_15 (Dense) (None, 3) 387

Total parameters: 229,843; Trainable parameters: 229,843; ‘None’ indicates that any positive integer may be
expected so that the model is able to process batches of any size.
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Table 3. The hyper-parameters of the CNN model.

Hyper-Parameters Name/Dimension

Epochs 10, 20, 30, 50

Batch size 20

Activation function ReLU

Image size 80 × 80

Time consuming/20 epochs 23 s

Learning rate 0.01

The convolutional layers extract features from the input images. The size of the input
image is reduced by the pooling layers. In addition, these pooling layers collect features,
and their basic task is to reduce the feature dimensions or to reduce the feature map size
by using the ReLU (rectified linear unit) activation function. The ReLU function does
not activate all the neurons at the same time. If the output of the linear transformation
is negative, the neurons are deactivated. The fully connected or dense layers exploit the
learned high-level features and act as classifiers. Additionally, to reduce overfitting and
enhance the CNN performance, a large amount of data is required. This issue is overcome
by augmentation. To evaluate the performance of the proposed method, the accuracy of
fingerprint identification is calculated [33].

3. Results and Discussion

The experiment was carried out in MATLAB R2018a (The MathWorks, Natick, MA,
USA), using the proposed approach and the image processing toolbox. The CNN was
implemented using Python (Jupyter Notebook) and the open-source platform Keras for the
TensorFlow machine learning toolbox. It is run in Google Colaboratory (Colab).

The image datasets were stored in Google Drive and the workspaces were connected.
Of the total dataset, 60%, 20%, and 20% were used as the training set, validation set, and test
set, respectively. The performance of the CNN model training and validation classification
accuracy rate over the 10, 20, 30, and 50 epochs are shown in Figures 4–7. The classification
accuracy is defined as the ratio between the correct predictions and the total number of
predictions in the training or validation data.

As shown in Figures 4–7, during the training of the CNN, the accuracy of the train-
ing set (blue line) continued to increase and the network was learning constantly. The
validation set (orange line) first increased, then overfitting occurred and the accuracy
showed an unstable variation. The same behavior was observed for loss curves. Conse-
quently, we investigated the number of epochs and selected the best number to solve the
overfitting problem.

The number of epochs was set to 10, 20, 30, and 50 in order to keep the training time at
an acceptable value of 1.8 s/epoch, on average. Prior to each training epoch, the training
data was randomly shuffled. The performance of the proposed model is summarized in
Table 4.
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Figure 4. Illustration of model accuracy rate for 50, 30, 20, and 10 epochs for DB1 dataset acquired
using an optical sensor “V300” by CrossMatch.

Figure 5. Illustration of model accuracy rate for 50, 30, 20, and 10 epochs for DB2 dataset acquired
using an optical sensor “U.are.U 4000”.
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Figure 6. Illustration of model accuracy rate for 50, 30, 20, and 10 epochs for DB3 dataset acquired
using a thermal sweeping sensor “FingerChip FCD4B14CB” by Atmel.

Figure 7. Illustration of model accuracy rate for 50, 30, 20, and 10 epochs for DB4 dataset generated
as synthetic fingerprints.
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Table 4. The performance of the proposed model.

Database Number of Test Samples Validation Accuracy (%) Validation Loss
Test Accuracy (%)

Prewitt Filter LoG Filter

BD1 144 98.7 0.0586 69.8 75.6

BD2 187 67.6 3.1061 62.5 70.2

BD3 187 94.7 0.1931 71.6 73.4

BD4 187 98.7 0.0344 69.8 75.6

The results in Figures 4–7 indicate that, while the accuracy and loss of the training
data have very good values, the accuracy and loss of the validation dataset is influenced by
the epoch number, indicating the existence of overfitting or underfitting. Our data indicates
the overfitting of the model starting with the seventh epoch. In this case, it is necessary
to stop the model early by tuning the hyperparameter. The CNN performance is strongly
influenced by the quality of a fingerprint image and by its local and global structures. The
accuracy of the proposed CNN model depends on the amount and quality of the training
images, which in our case show an important variability from dataset to dataset. The
performance on the test data (20% of each dataset) is lower than the accuracy provided by
the training data, with the amendment that the number of samples is reduced for the test
set. However, the LoG filter increased the accuracy compared to the Prewitt filter, and it
is a better solution to enhance the edges in the fingerprint images. Additionally, the raw
images in the DB2 dataset that were acquired using the optical sensor “U.are.U 4000” had a
low quality that affected the performance of the classification.

According to the data in Table 4, the accuracy values determined in the training and
validation sets are in line with the reported results in the literature. In [3], an accuracy of
85% was reported for images belonging to the FVC2004 database which were processed
using a CNN-based automatic latent fingerprint matching system which uses the local
minutiae features. Mohamed et al. [14] reported a 99.2% classification accuracy for the
training set in an experiment which used the NIST DB4 dataset and 4000 fingerprint images.
Militello et al. [15] reported an accuracy value of 91.67% for a pre-trained CNN, used
together with the PolyU and NIST fingerprint databases.

The accuracy values determined for the test set were slightly worse, thus indicating
a smaller drop in performance. However, we have mentioned that our proposed method
used the whole fingerprint images and the computation time is small compared to the
other reported method. As an example, in [34], an accuracy of 94.4% and a testing time
of 39 ms/image were reported for a pre-trained CNN architecture of the VGG-F network
type, and an accuracy of 95.05% and a testing time of 77 ms/image for the VGG-S network.

In addition, CNN architectures have some drawbacks, such as a poor generalization
capacity, a requirement for a huge training dataset, and a low stability to geometrical
deformation and rotation. In the proposed study, the low generalization capacity was
overcome by increasing the training data size to allow the network to train on as many
samples as possible. The obtained results indicate that the CNN performance is greatly
influenced by the quality of the fingerprint images. The low stability of the network is due
to the diversity of finger scanners which were used to acquire the fingerprints, such as
optical and thermal sweeping sensors, and synthetic fingerprints as well. Finding a solution
to provide a good performance of classification for this variety of data was a big challenge
for our method. Our approach integrates the monitoring of training and validation by
setting the number of epochs as a form of regularization, and learning curve graphs to
decide on the model convergence.

4. Conclusions

The work conducted in this paper is mainly devoted to fingerprint identification
using a CNN network that can perform fingerprint classification by considering whole
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fingerprint images. The proposed algorithm uses poor-quality original raw fingerprint
images. These were processed using Prewitt and Laplace filters to enhance the edges and,
in order to reduce the expensive training cost, data resizing was applied. Hyper-parameter
tuning, using various epoch numbers, was considered to improve the performance of
classification. Our results indicate the overfitting of the model starting with the seventh
epoch. The classification accuracy varied from 67.6% to 98.7% for the validation set, and
from 70.2% to 75.6% for the test set. Following these considerations, we would argue that
the proposed method can achieve a very good performance compared to the traditional
hand-crafted features method, despite the fact that it uses raw data and does not perform
any handcrafted feature extraction operations.

For future developments, we are interested in improving the performance of classifi-
cation by using other pre-processing techniques correlated to extensive hyper-parameter
tuning. Additionally, other fingerprint databases will be used to assess the generalization
capabilities of CNN architectures.
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