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ABSTRACT 

To improve the stability and safety performance of active safety systems, vehicle 

control systems are increasingly incorporating sophisticated chassis actuator control 

functions.  Thus vehicle control systems require efficient control algorithms to reduce the 

amount of duplicate hardware or adopt various actuator combinations in response to 

diverse customer demands and various hardware combinations from different suppliers.  

One of the main challenges for efficient controller design is how to create a flexible 

modular design which can respond to different reference vehicle behaviors and provide 

optimal actuator apportionment, while avoiding functional conflicts between chassis sub-

systems.   

The proposed control methodology offers a total vehicle motion control solution 

for an active safety system by addressing the issue of flexible modular design in 

integrated vehicle control systems.  In this thesis, modularity is realized by a model-based 

hierarchical control structure consisting of three layers: an upper layer for reference 

vehicle motions, an intermediate layer for actuator apportionment, and a lower layer for 

stand-alone actuator control.  The reference vehicle motions can be determined by any 

type of reference model for vehicle stability control or collision avoidance control.  The 

actuator apportionment uses Model Predictive Control (MPC) to provide flexibility by 

balancing tire forces to track target reference vehicle motions while simultaneously 

considering constrained conditions, such as actuator limits or available actuator 

combinations.  Moreover, the MPC is designed to be feasible in real-time using a linear 

time-varying MPC approach which avoids the complexity of full nonlinear MPC and 

addresses the vehicle nonlinearity.   



 xviii

The effectiveness of the proposed control structure is investigated for vehicle 

stability control in terms of handling stability and handling responsiveness.  The handing 

stability and responsiveness of the control structure appear to be robust with respect to 

various uncertain environments including model-plant mismatch and diverse driving 

conditions.  It is then applied to collision avoidance systems by adapting the reference 

vehicle motions at the upper level of the controller.  Collision avoidance is found to be 

nearly as effective as that of the combination of an optimizing driver supported by the 

MPC-based stability controller; this suggests that the MPC approach could be used in 

future high performance collision avoidance systems. 

 

 

 



1 

 

  

CHAPTER 1  

INTRODUCTION 

1.1 MOTIVATION AND OBJECTIVES 

Vehicle safety devices have been developed to avoid car crashes and minimize 

harm.  These safety devices can be divided into two types: passive systems or active 

systems.  Passive safety systems include such devices as airbags, seatbelt tensioners and 

other devices designed to protect vehicle occupants when a crash occurs.  Active safety 

systems are designed to maintain vehicle stability or avoid collision using vehicle control 

systems.  Examples of active safety systems are ABS (Anti-locking Braking System), 

VSC (Vehicle Stability Control) or collision avoidance systems (CAS).  Active safety 

systems are potentially more effective than passive safety systems because the damage 

due to a crash can be prevented by appropriate control actions.  Active safety systems can 

be represented as vehicle control systems from control viewpoint, which are becoming 

increasingly refined with advances in hardware.   

In the early stages of vehicle control system development, the systems acted to 

enhance basic actuator performance in the chassis control system to provide special 

control objectives or special functionalities.  For example, ABS was developed to 

minimize stopping distance, VSC improved yaw stability, and active suspension was 

introduced for better ride comfort.  Other devices were designed for longitudinal, lateral, 

vertical, yaw and roll motion controls.  As the vehicle control systems consisted of more 

chassis actuator systems to improve vehicle performance, the amount of software (e.g. 

control logic) and hardware (e.g. sensors or microcomputer) for each actuator system also 
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increased.  Moreover, automotive manufacturers now face numerous combinations of 

control systems designed in response to diverse customer demands and various hardware 

combinations from different suppliers despite having related functionality.  This diverse 

development environment for control systems requires efficient control algorithms which 

provide ways of reducing duplicate hardware or adopting various actuator combinations 

in order to save resources (e.g. vehicle cost and human workload).  For these reasons, 

integrated vehicle control as an active safety system has been extensively developed.  

Integrated vehicle control can improve multiple-objective performance (Ghoneim et al., 

2000; Gordon et al., 2003) in terms of safety and comfort, reducing complexity of the 

control design, reducing system costs and providing design flexibility.   

However, to achieve optimal vehicle control in an active safety system, several 

important issues must be addressed: 

Flexible and modular design  

 Vehicle control systems tend to achieve more multiple objectives such as vehicle 

stability control and collision avoidance control simultaneously as the demands of 

high vehicle performance increase due to increased safety concern of customers.  

 The number of possible combination of available chassis actuators increases due 

to diverse demands of customer or different automotive suppliers. 

 From the control design viewpoint, flexible and modular design become more 

important to reduce duplicated hardware or adopt various actuator combinations 

under these demands achieving multiple objectives with increased actuator 

combination (Gordon et al., 2003)   

Controller tuning issues 

 Even though vehicle control systems provide more design freedom to improve 

vehicle motion control than the mechanistically-based design such as suspension 

kinematics, vehicle controllers must balance between multiple objectives because 
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the emphasis on one objective can cause other objectives to degrade.  For 

example, aggressive handling responsiveness tracking can lead to handling 

stability problems in terms of vehicle spin-out (Hac et al., 2007).   

Real-time implementable controller design from the practical viewpoint 

 Vehicle motion control aims to assist a driver during driver’s unfamiliar situations 

such as severe transient maneuvers by compensating driver’s mistake or too late 

driver’s response.  This means that control action should be taken on time with 

fast control decision.  

 For optimal actuator apportionment on vehicle control systems or optimal 

decision approaches in collision avoidance systems, the computational burden of 

optimization techniques should be addressed for on-line implementation because 

computational delay causes controller performance to be sacrificed. (Tøndel and 

Johansen, 2003; Falcone et al., 2007a) 

Controller robustness 

 Vehicle control systems are exposed in many uncertain environments such as 

model-plant mismatch resulting from the difference between a controller and an 

actual vehicle, unknown road surface friction, measurement noise, vehicle state 

estimation error, and other vehicle and road conditions.    

 Vehicle control systems should be robust under these uncertain driving conditions 

because safety is a prime goal for vehicle control systems regardless of driving 

conditions.   

Fault detection and isolation (FDI)  

 Fault tolerant control is becoming increasingly essential in automotive chassis 

safety systems design, for reasons of increased complexity and increased 

criticality (a single fault causing a major safety system failure). 
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 When one of the system components fails due to mechanical or electrical causes, 

the control performance can not be guaranteed without appropriate fault diagnosis 

and control adaptation.  Thus, it is desirable that a fault should be detected before 

any hazard is encountered, isolated to identify the source of the fault, and the 

control system managing the fault condition by adapting and reconfiguring its 

control logic (J. Yi et al., 2002; Song et al., 2003; Hac, 2006).   

Vehicle state estimation 

 Reliable vehicle state estimation is desirable because vehicle control systems need 

vehicle state information to work appropriately and some of vehicle states are not 

available by using direct measurements because of measurement hardware limits 

or cost issues, even though sensors provide more vehicle state information with 

advances in hardware, for example, the integration of inertial sensors with GPS 

(Ray, 1997; Ryu et al., 2000; Bevly, 2004; Kiencke and Nielsen, 2005; Wilkin et 

al., 2005). 

Environment information processing 

 Environmental information processing is a critical part, and requires fast and 

reliable obstacle state estimation (Prakah-Asante el al., 2003).  Regarding this 

obstacle state estimation, intensive research is ongoing and some of its results are 

already implemented on commercially available vehicles (Takahashi, 2000, 

Furutani, 2004 and Knoll et al, 2004). 

Controller authority policy  

 Controller authority policy is related with the decision or timing for overriding 

driver inputs using automatic control, and is a critical issue for collision 

avoidance systems (Seiler et al., 1998; Mai et al., 2000; Hac and Dickinson, 2006; 

Zhang et al., 2006). 
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1.2 CONTRIBUTION 

Some of important issues mentioned in the previous Section are addressed in this 

thesis, and the major contributions of this thesis are summarized as follows: 

Development of a general hierarchical model-based control methodology for active 

safety systems (Chang and Gordon, 2006; Chang and Gordon, 2007a; Chang and Gordon, 

2007b) 

 The flexible integrated chassis control (FICC) consists of three layers: : (1) 

vehicle motion control as an upper layer for reference vehicle motions, (2) an 

intermediate layer for the actuator apportionment, and (3) a lower layer for 

individual actuator control.  The inherent flexibility of the controller comes from 

the higher layer for reference vehicle motions and the intermediate layer for 

actuator apportionment.    

 The upper layer provides reference motions in terms of desired longitudinal 

speed, sideslip and yaw rate.  In particular, the FICC controller includes the 

reference motions for vehicle stability control and collision avoidance control as 

an active safety system.   

Flexible actuator apportionment using LTV-MPC 

 MPC is used for the apportionment of available chassis actuators because of its 

flexibility to handle multi-variables.  MPC balances the tracking error and the 

actuator efficiency, and considers constraint conditions such as physical limit of 

actuator or vehicle states, simultaneously.  

 The proposed MPC is based on the linear time-varying (LTV) MPC.  This 

approach avoids the complexity of full nonlinear MPC and addresses the vehicle 

nonlinearity by using time-varying linearization at arbitrary (non-equilibrium) 

operating points. 
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 Several strategies for establishing predictive vehicle models of the MPC-based 

VSC are proposed from the practical implementation viewpoint. 

Real-time feasible MPC-based VSC design 

 The LTV-MPC VSC is based on a convex quadratic programming (QP) by using 

a linearized predictive model.  Thus, the pre-existing reliable QP solver is used 

and the real-time feasibility of the controller is evaluated through a PC-based real-

time simulation using Matlab toolbox Real Time Simulation Target. 

Collision avoidance controller design (Chang and Gordon, 2007c) 

 The proposed control methodology includes both lateral and longitudinal control, 

extending the functionality of the vehicle stability controller by adopting the 

reference vehicle motions at the upper level of the controller.  The controller 

performance is evaluated under emergency lane change with full braking.  

 The desired vehicle motions are determined using a kinematic policy (KP) for 

collision avoidance.  The KP uses simple information about range and azimuth 

angles for multiple points that bound the available vehicle trajectory, and 

prioritizes yaw motion response based on the worst case collision threat.  

The more specific contributions are described in Chapter 7.   

 

1.3 THESIS OUTLINE 

A review of the literature on vehicle control systems is presented in Chapter 2. 

This review follows the general control architecture of the vehicle control systems 

described by Gordon et al. (2003), and the role of the actuator apportionment is 

emphasized in terms of actuator modularity and flexibility, and classified according to 

two approaches:  rule-based apportionment and flexible apportionment.  As one solution 

to realize flexible actuator apportionment in this thesis, a brief review of MPC is 
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presented and discusses MPC principles, an overview of MPC approaches, model 

formulation, computational approaches, and MPC stability theory.  

Chapter 3 proposes the flexible integrated chassis control (FICC) as a means to 

provide a total vehicle control solution in an active safety system, particularly in terms 

of two control modes: vehicle stability control and collision avoidance control.  The 

FICC is based on a hierarchical control structure consisting of three layers: (1) vehicle 

motion control as an upper layer for reference vehicle motions, (2) an intermediate layer 

for the actuator apportionment using Model Predictive Control (MPC) and (3) a lower 

layer for individual actuator control.  The MPC approach in vehicle control systems and 

stand-alone actuator control are described from practical viewpoints. 

Chapter 4 describes the proposed MPC design in detail, and presents several 

strategies to construct predictive vehicle models for MPC, for example, 2 DoF or 3 DoF 

nonlinear vehicle models with various actuators for vehicle control systems.  Moreover, 

regarding the MPC design parameter tuning, the weights of the cost function and 

actuator constrains are discussed. 

Chapter 5 investigates the performance benefits of the proposed vehicle stability 

controller in terms of handling stability and handling responsiveness for a Sine-With-

Dwell maneuver.  The robustness is investigated for various driving conditions by 

considering model-plant mismatch, estimation effect and other uncertainties.  Flexibility 

is demonstrated by tracking multiple objectives during more complex driving maneuvers, 

and mitigating actuator failure.  A feasibility study of real-time implementation is 

performed through a PC-based real-time simulation using Matlab toolbox Real Time 

Simulation target.  Finally, we conclude by discussing the dominant factors affecting the 

controller performance.   

In Chapter 6, the proposed controller is implemented in a collision avoidance 

system and its performance is evaluated under emergency lane change with full braking.  

The proposed control methodology includes both lateral and longitudinal control, 
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extending the functionality of the vehicle stability controller by adapting the reference 

vehicle motions at the upper level of the controller.  The desired vehicle motions in the 

upper layer are determined using a kinematic policy (KP) for collision avoidance.  The 

KP uses simple information about range and azimuth angles for multiple points that 

bound the available vehicle trajectory, and prioritizes yaw motion response based on the 

worst case collision threat.    

Finally, Chapter 7 summarizes findings and presents overall conclusions from the 

study, and outlooks are presented as the subject of ongoing research. 
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CHAPTER 2  

PROBLEM OVERVIEW 

This chapter briefly reviews the relevant literature on vehicle control systems 

which focuses on the general control architecture of the systems, as described by Gordon 

et al. (2003).  The role of the actuator apportionment is emphasized in terms of actuator 

modularity and flexibility, and classified according to two approaches:  rule-based 

apportionment and flexible apportionment.   

As one solution to realize flexible actuator apportionment, model predictive 

control (MPC) is used to design the proposed controller in this thesis.  A brief review of 

MPC is presented and discusses MPC principles, an overview of MPC approaches, model 

formulation, computational approaches, and MPC stability theory.  A more 

comprehensive literature review can be found in (Chen and Allgower, 1998; Morari and 

Lee, 1999; Mayne et al., 2000; Maciejowski, 2002; Allgower et al., 2004) which also 

examine theoretical MPC limitations such as model uncertainty, stability and robustness 

analysis.     

The expected benefits of integrated vehicle control systems are summarized in 

Section 2.1.  The integrated vehicle control applications and vehicle control architecture 

are briefly described in Sections 2.2 and 2.3, respectively.  Section 2.4 then compares 

flexible apportionment and rule-based apportionment in terms of yaw moment generation 

and actuator load on four individual braking control systems.  In Section 2.5, a brief 

review of the MPC is presented as a way to realize the flexible actuator apportionment in 

this thesis.  Finally, Section 2.6 summarizes findings and presents overall conclusions 

from the study.    
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2.1 INTRODUCTION 

2.1.1 WHY AN INTEGRATED VEHICLE CONTROL SYSTEM? 

In order to assist safe driving, several vehicle control systems have been 

developed, for example, anti-lock brake systems (ABS), active steering systems, active 

four-wheel steering control (4WS), traction control(TRC), active suspension systems, 

active anti-roll bar control systems and other chassis actuators, as shown in Fig. 2.1.    

 

 
Fig. 2.1 Examples of chassis actuators for vehicle control systems 

 

As chassis control comprises increasing numbers of chassis actuators to achieve 

multiple control objectives, the amount of software (e.g. control logic) and hardware (e.g. 

sensors or microcomputer) for each actuator system has increased.  Moreover, 

automotive manufacturers face various combinations of control systems designed in 

response to diverse customer demands and the different hardware combinations from 

different suppliers, despite having related functionality.  This diverse development 

environment of vehicle control systems requires that control algorithms provide ways of 

reducing duplicate hardware or adopting various actuator combinations in order to save 

resources (e.g. vehicle cost and human workload).  Thus, integrated vehicle control 

applied to active safety systems has been extensively developed.  Integrated control aims 
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to improve vehicle performance from efficiency viewpoint rather than a simple hardware 

integration perspective (Ghoneim et al., 2000; Gordon et al., 2003). 

 

2.1.2 WHAT ARE THE INTENDED BENEFITS OF AN INTEGRATED VEHICLE 

CONTROL SYSTEM? 

These days integrated vehicle control for handling improvement and active safety 

has become important because the number of available chassis actuators has increased.  

Moreover, automotive manufacturers aims to reduce costs by using high performance 

ECUs (Electronic control unit) and sharing sensors between different sub-actuator 

systems as well as increasing flexible compatibility for various control options and 

different hardware suppliers.   

The intended benefits of integrated vehicle control systems can be summarized in 

terms of the improvements in multiple-objectives (Fruechte et al., 1989; Tanaka et al., 

1992; Hirano et al., 1993; Ghoneim et al., 2000; Gordon et al., 2003; Koehn et al., 2006):  

 improving safety and comfort  

 reducing complexity of the control design 

 reducing system costs 

 providing design flexibility and ‘plug-and-play’ extensibility in terms of actuator 

system modularity   

 enhancing system reliability  

 diagnosing and monitoring system conditions    

 

2.2 INTEGRATED VEHICLE CONTROL APPLICATIONS 

Integrated vehicle control has been studied intensively and various control 

techniques have been designed with different chassis actuators: brake control, active 

steering control, drive torque vectoring, active suspension and other control systems. 

These different control techniques include model matched-control, which uses a model 
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inversion (Horiuchi et al., 1999; Nagai et al., 1999), robust 2H  and H∞  design methods 

(You and Chai, 1999; Kitajima and Peng, 2000), and nonlinear predictive control (Tøndel 

and Johansen, 2003; Borrelli et al., 2005; Falcone et al., 2007a).  Other standard 

techniques are also employed in integrated vehicle control, for example, a direct output 

feedback methods (Mastinu et al., 1994; Rodic and Vukobratovic, 1999), sliding mode 

control (Lim and Hedrick, 1999; Mokhiamar and Abe, 2002; Mokhiamar and Abe, 2005), 

model reference (Wang and Nagai, 1999; Komatsu et al., 2000; Hac and Bodie, 2002), 

fuzzy logic (Economou and Colyer, 2000; Zeyada et al., 2000; Gordon et al., 2003) and 

artificial neural Networks (Nwagboso et al., 2002). 

The potential benefits of the integrated vehicle control can be interpreted by a ‘g-

g diagram’ which includes vehicle lateral and longitudinal accelerations of vehicle mass 

center, as shown in Fig. 2.2.  The ‘g-g diagram’ represents the predictable authority of the 

vehicle controls in terms of lateral and longitudinal accelerations within the fixed limits 

of vehicle and road surface friction (Tanaka et al., 1992; Gordon et al., 2003).   

 

 

Fig. 2.2 Integrated control and the g-g diagram (Tanaka et al., 1992; Gordon et al., 2003) 

 

Hac and Bodie (2002) analyzed actuator authority in terms of corrective yaw 

moment generation.  In their study, the integrated control rule was based on a simplified 

3DOF vehicle model and a nonlinear tire model to calculate the corrective yaw moment 
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authority of each subsystem as a control rule.  The subsystems consist of active front/rear 

wheel steer, active brake control, active roll moment distribution between front and rear 

using controllable suspension.  Using the corrective yaw moment authority of each 

subsystem, supervisory vehicle level controller determines the actuator apportionment to 

control vehicle motions.  A test was performed to evaluate the performance of the 

integrated control using brake and MR (Magneto-Rheological) suspension control.  

However, the actuator authority was determined only by considering a stand-alone 

actuator control. 

A review of research on integrated control was presented by Gordon et al. (2003) 

who attempted to classify the main structural features of integrated vehicle control 

systems.  They also assessed recent developments in control integration methodologies 

and formulated an enhanced multi-layer architecture based on explicit coordination 

functionality.  A combination of fuzzy sub-system controllers was demonstrated using 

simulation to develop integrated control behavior at the vehicle level.   

 

2.3 INTEGRATED VEHICLE CONTROL ARCHITECTURE 

From the overall control architecture view point, Gordon et al. (2003) described 

five district topologies for integrated vehicle control systems.  In their study, ‘topology’ 

was broadly defined to include relevant aspects of causality (triggering), ranking 

(overriding), and dependency as well as the ‘geometric’ topology of network.  A 

summary of their approach: 

 T1. The physical layout of hardware (e.g. sensors, actuators, microcontrollers, 

communication links and other hardware)  

 T2. The causal connection and relative authority of control actions    
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 T3. the connection and flow of information – from sensors, state estimators, 

control output and other monitoring signals (This level is closely connected with 

fault diagnosis and condition monitoring)  

 T4. The structure of the control algorithms and methodologies   

 T5. The underlying structure of the control functional design in terms of a 

modular design  

Among these topologies, T2 and T5 are commonly implemented in vehicle 

control systems, and T5 topology provides more flexibility in terms of functional 

modular approach with multi-layer architectures.  The multi-layer architecture of T5 

topology may consist of Layer 0 for hardware (brake, steering, suspension, etc), Layer 1 

for basic software (‘ABS’, ‘TCS’, ‘RWS’, etc), Layer 2 for basic behavior (‘Yaw 

stability’, ‘Roll stability’, etc), and other higher layers.   

In multi-layer architecture of integrated vehicle control systems, the actuator 

apportionment plays a key role in the control design, and several advanced strategies of 

actuator apportionment introduced in  (Gordon et al., 2003), for example, pure 

subsumption, choosing the largest (modulus) activation signal(voting based activation),  

artificial neural network, and fuzzy rule-based coordination function.  In next Section, the 

actuator apportionment will be discussed in detail.  

 

2.4 ACTUATOR APPORTIONMENT 

Actuator apportionment is the process of allocating the distribution of braking 

torques between the four wheels in order to generate a required yaw moment.  Because 

there are more actuators than desired output, one can generate the required yaw moment 

is many ways, in which case the most effective or efficient method should be selected.  

Here we compare a simple "actuate one brake only" rule with one that shares the braking 

effort between two or more wheels.  Rule-based actuator can actually be more general 
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than this, and includes ‘pure subsumption’ and voting based activation, while flexible 

actuator apportionment can be obtained by optimization techniques as well as artificial 

neural network and fuzzy rule-based coordination functions.  In terms of computational 

burden, rule-based actuator apportionment requires less computer power than does 

flexible actuator apportionment because the pre-selected rule can be tuned off-line and 

implemented as a look-up table.  Flexible actuator apportionment, on the other hand, 

works on-line requiring high computational burden.  This computational burden can be 

overcome by developing computer power.  

Compared to the rule-based approach, the advantage of the flexible approach is 

that the combination of the available actuators can reduce the actuator load by 

appropriately distributing control commands to all available actuators, potentially 

enhancing the usage of actuator.    

In this section, the advantage of the flexible approach compared to the rule-based 

approach is explained using vehicle simulations for four-wheel individual brake controls. 

The rule-based approach assumes single-wheel braking, i.e., braking is applied at the 

front outer wheel of a turn to correct over-steer vehicle motion, and at the rear inner 

wheel of a turn to correct under-steer vehicle motion.  The simulation was performed 

using an 8 DoF nonlinear vehicle model (see Appendix A) with an initial speed 80 km/h 

and sine maneuver (0.5 Hz, 60 deg peak handwheel steer).  In order to focus on the effect 

of the actuator apportionment, the brake control is idealized by assuming a perfect slip 

ratio tracking control corresponding to a perfect wheel slip control.  

 

2.4.1 COMPARISION OF THE ACTUATOR POTENTIAL FOR YAW MOMENT 

GENERATION 

In order to test the basic mechanism of yaw motion control conceptually in terms 

of under-steer correction and over-steer correction, the actuator potential for yaw moment 

generation 
z PTMΔ  is defined by the magnitude of the gradient of yaw moment versus 
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longitudinal slip ratio from the no-braking condition.  The sign of the actuator potential 

z PTMΔ  is determined to be consistent with the steering direction.  The positive potential 

( 0z PTMΔ > ) corresponds to the action for under-steer correction and the negative 

potential ( 0z PTMΔ < ) represents over-steer correction.  In other words, actuator potential 

for yaw moment generation is positive when the yaw moment gradient is positive for a 

right turn or negative for a left turn.  Moreover, the yaw moment at each wheel is 

interpreted by the longitudinal and lateral tire forces as well as vehicle geometry  

The no braking sine maneuver is given in Fig. 2.3 which shows steering input, 

lateral acceleration response, and the comparison of the actuator potential for yaw 

moment generation between the flexible approach using four wheel braking and the rule-

based approach using single-wheel braking.  In Fig. 2.3 (c) and (d), the different shades 

of gray denote different wheel positions, and the value of the potential for the yaw 

moment generation corresponds to the difference between the high and low boundaries 

 
Fig. 2.3 Potential for yaw moment generation using a nonlinear 8DoF vehicle model 

 (The outer line of (c) and (d) represents the maximum of the potential of yaw moment 
generation at all wheels) 
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for each wheel.  As shown in Fig. 2.3 (c), the rule-based approach considers only single-

wheel braking, e.g. braking at the front outer wheel of a turn for over-steer correction or 

the rear inner wheel of a turn for under-steer correction.  However, the flexible approach 

in Fig. 2.3 (d) reflects all wheels available to generate desired yaw moment generation.  

The flexible approach has a bigger potential for yaw moment generation than the rule-

based approach because the flexible approach applies braking to all available wheels. 

 

2.4.2 ACTUATOR LOAD  

In the previous example, no actual braking was applied.  Here, the rule-based 

approach is activated, brakes are applied and simple flexible actuator apportionment is 

implemented to see the potential for reducing actuator load while maintaining similar 

kinematic response of the vehicle (equivalent oversteer correction).  Fig. 2.4 shows an 

example case where the flexible approach generates a very similar yaw moment as the 

rule-based approach.  This vehicle simulation was performed with the initial vehicle 

speed 80km/h and an open-loop straight steering maneuver.  In order to compare the 

brake loads of the rule-based approach and the flexible approach, first, the rule-based 

control was simulated using a pre-defined sinusoidal slip ratio input.  The slip ratio input 

of the flexible approach was then estimated to track the yaw moment response of the 

rule-based control with a pre-defined slip ratio.  As shown in Fig. 2.4 and Fig. 2.5, while 

both approaches show similar vehicle responses (yaw moment, yaw rate, sideslip and 

lateral acceleration), the flexible approach reduces the maximum slip ratio by 58.2%, (-

0.2 to -0.0835) compared with the simple rule-based approach.  This is significant 

because with friction reduced, the flexible approach can deliver the required yaw moment 

under conditions when the single-wheel rule-based system cannot (the friction limit of the 

single tire is exceeded). 



 18

The longitudinal acceleration response shown in Fig. 2.5 reveals that the 

magnitude of the deceleration by the flexible approach is bigger than that resulting from 

the rule-based approach.  This is due to the different tire force distribution of each 

approach.  In the flexible approach, braking to the real wheel reduces the lateral force, 

while releasing braking force at the front wheel increases the lateral force.  The change in 

Fig. 2.4 Yaw moment comparison of the rule-based actuator apportionment and the 

flexible actuator apportionment for sine maneuver.   
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Fig. 2.5 Vehicle responses comparison of the rule-based actuator apportionment and the 

flexible actuator apportionment for sinusoidal steering maneuver.  
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these lateral forces creates a counter-yaw moment which requires a bigger yaw moment 

resulting from longitudinal forces.  These increased longitudinal forces lead to bigger 

deceleration than that of the rule-based approach.  This bigger deceleration is preferable 

from the vehicle stability viewpoint because vehicle stability can be achieved by stopping 

the vehicle.  However, if a driver does not want to reduce vehicle speed, the flexible 

controller may distribute the braking forces as in the rule-based approach at the sacrifice 

of the actuator load reduction.     

The key point to recognize is that flexible actuator apportionment has potential for 

significantly greater control authority compared to the simple rule-based method, or can 

achieve the same level of control authority in a more efficient way.  As will be developed 

in this dissertation, the flexible approach also has much greater scope for satisfying 

multiple objectives, such as combine path and speed tracking, while maintaining overall 

lateral stability for the vehicle. 

 

2.5 MODEL PREDICTIVE CONTROL REVIEW 

In this thesis, model predictive control is used to realize flexible actuator 

apportionment, and this section provides briefly MPC review.  

 

2.5.1 WHY SHOULD MPC BE USED IN INTEGRATED CHASSIS CONTROL? 

When a system has more than one actuator to realize a control objective, this 

system is called a redundant actuator system.  Examples of these systems include 

integrated chassis control systems.  One of the issues regarding redundant systems is how 

to apportion redundant actuators.  MPC is a possible solution to this actuator 

apportionment problem, because of its flexibility to handle multi-variables.   

MPC is an optimal control methodology that minimizes the tracking error 

between the predicted future responses of a system and desired responses.  This is 
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accomplished by considering the minimization of actuators usage as well as the physical 

limit of the actuator or system response.  The tracking error and the actuator efficiency 

are the bases for a cost function, and the physical limits are implemented as constraint 

conditions.  As shown in industrial application surveys (Qin and Badgwell, 1997; Qin 

and Badgwell, 2000; Qin and Badgwell, 2003), MPC has been successfully implemented 

for many industrial control problems such as chemicals, automotive, aerospace and other 

industry plants.  These broad implementations are based on the following main 

advantages (Maciejowski, 2002): 

 MPC can handle multivariable controls such as multiple-input-multiple-output 

(MIMO) control with an intuitive cost function in the form of the effects of each 

actuator 

 MPC considers physical constraints such as actuator limit or output limit  

 MPC’s control procedure can be interpreted as the combination of feedback 

control and feed-forward control: the feedback control is achieved using measured 

outputs, measured/estimated states or estimated disturbance, and the feed-forward 

control is done by the prediction of the future plant motions. 

In addition to industrial application surveys, a more comprehensive literature review can 

be found in (Morari and Lee, 1999; Mayne et al., 2000; Allgower et al., 2004) which also 

examine theoretical and implementation issues.    

 

2.5.2 PRINCIPLE OF MPC 

In MPC, the future behaviors of the plant are predicted at each control instant.  

This allows a sequence of control inputs within the prediction horizon to be determined.  

The general concept of MPC is illustrated in Fig. 2.6.  There, outputs ( )y ⋅ , control inputs 

( )u ⋅  and disturbances ( )w ⋅  are represented up to their horizons and denoted 

, andP U WH H H , respectively.  The notation ( )∧  indicates a predicted value, and ( )dy ⋅  
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corresponds to a desired output.  The control sequence ˆ( )u ⋅  is designed to match system 

performance to the desired motions by minimizing the cost function.  Once the full 

prediction has been obtained, the first value of the control sequence, ˆ( )u k , is used as the 

control input to the plant, and this process is repeated for each time step.   

In mathematical form, the optimization problem is defined to minimize the cost 

function ( )J k at time kt  by control moves ˆ( )uΔ ⋅  as follows: 

 
ˆ ˆ( | ),..., ( | )

( ) min ( )
k k k H u k

opt
u t t u t t

J k J k
+Δ Δ

=  (2.1) 

which is subjected to these constraints 

Input constraint: ˆ( 1| ) , 1,..., uu k i k i HΔ + − ∈ =U  (2.2) 

State constraint: ˆ( | ) , 1,..., Px k i k i HΔ + ∈ =X  (2.3) 

where constraints U and X  represent some sets to satisfy the limit of control input and 

states, respectively.  The state constraint in Eq. (2.3) can be substituted by the output 

constraint depending on the problem.  The cost function ( )J k  at time 
k st T k=  is the 

summation of stage cost ( | )L k i k+  up to the prediction horizon 
PH . 

 
1

( ) ( | )
pH

i

J k L k i k
=

= +∑  (2.4)  

 

2 2 2
ˆ ˆ ˆ( | ) ( | ) ( 1| ) ( 1| )

ˆ ˆ( | ) ( | ) ( )d

L k i k e k i k u k i k u k i k

where e k i k y k i k y k

+ = + + + − + Δ + −

+ = + −
Q R S  (2.5) 

ˆ ( | )y k i k+

( | )y k i kd +

ˆ( | )u k i k+

ˆ ( | )w k i k+

ˆ( )u k

 
 

Fig. 2.6 Model Predictive Control concept 
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Here, ˆ( )e ⋅ is the output tracking error, ˆ( )u ⋅ is the control input, and ˆ( )uΔ ⋅  is the control 

move. ˆ( )e ⋅ , ˆ( )u ⋅  and ˆ( )uΔ ⋅  are represented up to their horizons and denoted P uH and H  

respectively. The stage cost ( | )L k i k+ consists of three terms: output tracking error 

ˆ( | )e k i k+  between predicted output ˆ( | )y k i k+  and desired output ( )dy k , control input 

ˆ( 1| )u k i k+ −  and control move ˆ( 1| )u k i kΔ + − .  For uk H> , the control input and control 

move are not considered in the stage cost, in other words, ˆ( 1| )u k i k+ − = ˆ( 1| )u k i kΔ + − =0 

if uk H>  in Eq. (2.5).  Each of these terms has a weighted norm 
2⋅
W

 which is defined 

as 
2

: ( ) ( )T⋅ = ⋅ ⋅
W

W  where W is a diagonal matrix with appropriate dimension. 

 

2.5.3 APPROACHES TO MPC IMPLEMENTATION  

According to the plant model used to predict the future behaviors of the plant, 

MPC can be divided into two approaches: linear MPC (LMPC) and nonlinear MPC 

(NMPC).  Table 2.1 shows the general classification of MPC according to plant models.  

For LMPC without constraints, the optimal control can be solved by a simple 

matrix inverse, which makes the derivative of the cost function by control inputs zero, 

and is similar to conventional proportional control.  However, if LMPC is subjected to 

linear constraints, the optimal control should be calculated using appropriate numerical 

solvers, such as a quadratic problem solver, because the minimal control of the quadratic 

cost function may be infeasible due to the constraints. 

In NMPC, future plant behaviors can be predicted using a nonlinear plant model 

directly or an approximated model by the linearization of the nonlinear model.  The MPC 

based on a linearized model (LTV model) can be classified as suboptimal control, while 

the MPC based on a nonlinear model can be called optimal control.  The linearized model 

of the LTV-MPC can be constructed using direct linearization in terms of Jacobian 

matrices of the nonlinear dynamics (Prett and García, 1988; Borrelli et al., 2005; Falcone 

et al., 2007a) or reformulating the nonlinear dynamics into a linear parameter varying 
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(LPV) model (Kothare et al., 2000; Chisci et al., 2003; Keviczky and Balas, 2005) .  The 

LPV scheme depends on the characteristics of the dynamic systems, whereas the direct 

linearization approach can be applied to any type of dynamic systems.  Compared to 

LMPC, NMPC requires more complicated numerical solvers for optimization problems; 

the resulting expensive computational cost and reliability of the solver have led to 

intensive research to find more efficient algorithms in real-time (Qin and Badgwell, 

2000; Allgower et al., 2004).  

 

2.5.4 MODEL FORMULATION 

In MPC, a model should be able to represent a real plant because the performance 

of MPC is determined by the cost function, which includes the tracking error between the 

predicted outputs and desired outputs.  If the predicted outputs are wrong the good 

performance of MPC cannot be expected.  The choice of a linear or nonlinear model is 

dependent on plant characteristics.  If the operation range of a plant is close to steady 

state a linear model can well describe the plant behaviors near the steady state operation 

range.  However, if the plant is operated in the transient range and has nonlinear 

Table 2.1 General classification of MPC approaches 
 

Approach Plant model Description of optimization problem 

Linear MPC 

(LMPC) 

LTI model 

 

i)No constraint: Analytical optimal control 

using a matrix inverse  

(similar to proportional control) 

ii)With linear constraint: optimal control 

using appropriate numerical solvers 

Nonlinear MPC

(NMPC) 
Nonlinear model 

Optimal control using nonlinear optimization 

numerical solvers 

 
linear time-varying(LTV) 

model (Linearized model) 

Suboptimal control using appropriate 

numerical solvers according to linear or 

nonlinear constraints. 
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behaviors from this different operation range, a nonlinear model should be adopted to 

predict future plant behaviors.  

Model formulation can be achieved by directly using analytical models or using 

model identification techniques, depending on the plant information.  Analytical models 

can be derived from physical dynamics or energy conservation laws.  These analytical 

models can be represented as state space models or transfer function models for LMPC, 

and can be used directly as nonlinear functions such as ODE, PDE and DAE for NMPC.  

However, when plant systems include too many states or complex dynamics, the 

derivation of analytical models is difficult.  As an alternative approach of analytical 

model representation, model identification techniques can be used; for example, these 

include input-output models, neural network models / fuzzy models / ARMA 

(autoregressive moving average) polynomial models, FIR (finite impulse response) 

models, and other models (Morari and Lee, 1999; Maciejowski, 2002).  

For vehicle dynamic systems, there exist relatively accurate analytical nonlinear 

models as given in Appendix A.  Even though vehicle parameters or the nonlinearity of 

vehicle systems have uncertainties, the accuracy of a vehicle model can be improved by 

parameter estimation.   

 

2.5.5 COMPUTATIONAL APPROACHES 

Regarding the optimization solver, various MPC algorithms can be found in the 

literature (Maciejowski, 2002; Allgower et al., 2004).  In LMPC, the quadratic cost 

function with linear constraint can be solved using standard QP solvers such as active-set 

optimization or interior-point methods.  As one alternative form of the cost function, the 

quadratic cost function can be transformed into a linear matrix form, which can be solved 

using linear matrix inequality (LMI) with linear constraints.  As another alternative form 

of the standard quadratic cost function, multiparametric programming considers current 
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states as a set of parameters that represents the pieces of the state-space.  In this approach, 

the control gain of each piece is calculated by an off-line computation of the QP problem.  

Using this off-line computation, the on-line MPC applies the pre-calculated control gain 

according to the current states.  Although this multiparametric programming is efficient 

for a small number of constraints with fast actuators, due to the increase of the memory 

size required for the pre-calculated gains it may be infeasible for a system having large 

numbers of constraints (Maciejowski, 2002).   

For NMPC, the numerical solver requires reliability and efficiency for real-time 

implementation, because the nonlinearity of plants can lead to complexity in the optimal 

solution.  For example, the solution of the NMPC problem can be a global optimum or a 

local optimum, depending on the numerical algorithm which should have an algorithm to 

terminate its computation because the solver cannot find a solution within a finite time.  

The global optimization approach includes genetic algorithms (GA), and the local 

optimization approach includes Sequential Quadratic Programming (SQP).  From the 

efficiency viewpoint, multiparametric nonlinear programming (mp-NLP) is a real-time 

implementable nonlinear solver which operates since it combines off-line and on-line 

approaches based on the approximation of the nonlinear systems with multiparametric 

programming for linear systems.  However, for this mp-NLP the number of states should 

be carefully chosen because if there are too many parameters they can not be handled 

appropriately due to computational limits (Tøndel and Johansen, 2005).  As an alternative 

approach to NMPC, the LTV-MPC approach provides a practical means for real-time 

implementation, even though it requires higher computational burden compared to Linear 

MPC approaches.  This computational burden can be overcome with the evolution of 

computational power and the convex quadratic optimization approach of the LTV-MPC 

(Falcone et al., 2007a; Falcone et al., 2007b).  
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2.5.6 MPC STABILITY THEORY 

Because activated constraint conditions cannot be considered by any conventional 

linear stability approaches such as Root-locus methods or Nyquist criteria, one of the 

critical issues of MPC theory is how to guarantee the stability of controlled systems,.  For 

this reason, the stability theory of MPC has been studied extensively for the last three 

decades, and several MPC stability theories have been implemented successfully under 

certain assumptions (Morari and Lee, 1999; Mayne et al., 2000; Allgower et al., 2004).  

These assumptions include control feasibility, which means that there exists a control 

sequence that can steer any initial state to a set point or an equilibrium point.  This 

control feasibility is limited by the control constraint and initial states.  For example, 

when the actuator cannot supply the required control force due to actuator saturation, it is 

impossible to improve the response except for by maintaining the saturated control force. 

In this section, four different MPC stability theories are briefly considered; (i) 

terminal constraints, (ii) terminal cost and/or terminal constraint based on maximal output 

admissible sets, (iii) infinite horizon, and (iv) contracting constraint. 

Terminal constraints:   

The terminal constraints steer the state to the equilibrium point at the end of the 

prediction horizon, as given in Eq. (2.6). 

 ( | ) 0px k H k+ =   (2.6) 

Stability can be proven in the sense of Lyapunov by assuming no model error and no 

disturbance.  The Lyapunov function can be constructed using the cost function given in 

Eq. (2.4).  The optimal cost function and the optimal control sequence are respectively 

denoted as *( )V k  and * **( ) [ ( | ),..., ( 1| )]T

uk u k k u k H kπ = + −  at time k.  The optimal 

response at time k+1 can then be achieved by applying the optimal control sequence 

calculated at the previous time step while holding the control input constant after time 

Pk H+ , as in:  
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 * * *

( ) 1

( 1) [ ( | ),..., ( 1| ), ( 1| )]

u u u u

T

u u

N N H N

k u k k u k H k u k H kπ
× × ×

+ = + − + −  

By the terminal constraints from Eq. (2.6), the terminal stage cost at time k+1 is  

  *( 1 | 1) 0PL k H k+ + + =  (2.7) 

From Eqs. (2.4) and (2.7), the cost function at time k+1 can be written in terms of the 

optimal cost function and the optimal stage cost at time k. 

 
* * * * *

1 1

* *

( 1) ( 1 | 1) ( | ) ( 1 | 1) ( 1| )

( ) ( 1| )

p pH H

P

i i

V k L k i k L k i k L k H k L k k

V k L k k

= =

+ = + + + = + + + + + − +

= − +

∑ ∑
  (2.8) 

Thus, the monotonic characteristic of the cost function is obtained by rewriting Eq. (2.8) 

because the stage cost is *( 1| ) 0L k k+ ≥ : 

 * * *( 1) ( ) ( 1| )V k V k L k k+ − < − +  (2.9) 

This approach, which is quite simple and intuitive, guarantees the stability by 

steering the state to the equilibrium point, or the set point at the end of the prediction 

horizon.  However, this terminal constraint can cause the optimal solution to be infeasible 

because it is an equality constraint which may be difficult to satisfy.  Moreover, a large 

computation load may not be solvable in a finite time for real-time implementation.  

Thus, infeasibility is the main problem of this approach.  

Terminal cost and/or terminal constraint based on maximal output admissible sets:  

To address the infeasibility problem of the terminal equality constraint, various 

alternative approaches are proposed and implemented by relaxing the terminal constraints 

given in Eq. (2.6) with the terminal cost and/or terminal constraint given in Eq. (2.10).  

These alternative approaches are designed to drive the state into a specified terminal 

constraint set X0, which contains the origin, and then switch to some other control law, 

which can be guaranteed to stabilize the system for initial conditions within X0. 

 0 0
ˆ( | ) ( , ) 0x k N k X and L x u if x X+ ∈ = ∈  (2.10) 
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This method using terminal cost and/or terminal constraint includes various 

approaches: sub-optimal nonlinear MPC, dual-mode predictive control scheme, sliding 

mode control based MPC.  However, the computation of the admissible set X0 is not easy 

from the practical viewpoints and won't be considered further in this work.   

Infinite horizon 

The cost function with an infinite horizon consists of two parts; one is the 

summation of the stage cost up to a finite control horizon similar to Eq.(2.5), and the 

other is the cost to stabilize the terminal state at the end of the control horizon up to the 

infinite horizon. The cost with the infinite horizon can be written mathematically as: 

  
{

}

2

1

2 2

ˆ ˆ ˆ( ) ( | ) ( | ) ( 1| )

ˆ ˆ( 1| ) ( 1| )

uH
T

u u Q
i

R S

V k x k H k Qx k H k z k i k

u k i k u k i k

=

= + + + + −

+ Δ + − + + −

∑
  (2.11) 

2

1

ˆ( 1| )
u

T T

z z Q
i H

where F QF Q C QC z k i k
∞

= +

= − = + −∑  

Here, ẑ  is the output tracking error, zC is the output matrix of a discrete state-space 

equation, F is an appropriate sequential matrix, and Q  is the penalty matrix for the 

infinite horizon, which can be obtained off-line by solving the algebraic Riccati equation 

for stable linear systems.  For unstable linear systems, the plant should (i) be stabilized 

using state feedback control plus prediction control, or (ii) be decomposed into its stable 

part and unstable part.  For the decomposed plant, the unstable part should be constrained 

to reach the terminal conditions given in Eqs. (2.6) or (2.10) at the end of control 

prediction horizon.  However, the implementation of this approach is limited for linear 

time invariant systems, and hence is not applicable to nonlinear vehicle control 

considered here. 

Contracting constraint 

The final approach considered here for MPC stability analysis, a contracting 

constraint is imposed upon the predicted states to provide the monotonic decrease in their 
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magnitude along the prediction horizon.  The advantage of this approach is that it avoids 

excessively complicated calculation of the terminal set.  The monotonic decrease of states 

magnitude can be achieved by defining a contracting ratio based on the contracting time 

interval.  This contracting time interval can be a flexible value or a fixed value depending 

on the optimization formula.   

Polak and Yang (Polak and Yang, 1993a; Polak and Yang, 1993b; Yang and 

Polak, 1993) considered the contracting time interval as a variable with control sequence 

in the optimization problem. Thus, the nonlinear optimization problem given in Eq. 

(2.12) determines an optimal control sequence u and an optimal horizon N
o
(x), which is 

corresponding to the contracting time interval with contracting constraint.  The 

contracting constraint is defined as a weight norm of the state, and is applied only to the 

states at the contracting time interval.  

 0 *

max
( , )

( ) : ( ) min{ ( ,( , )) | ( ), {1,..., }ctr

N
u N

P x V x V x N u x N N= ∈ ∈u u  (2.12) 

0Contracting constraint : ( ( ; )) ( ( ))

( ) is theplant stateat time and ( ) (1 / 2)

x

T

M x k N x M x k

where x k k M x x x

α+ ≤

= P
 

Morari and De Oliveira(1998) proposed a contracting constraint based on two 

time intervals as shown in Fig. 2.7:  One is the sample time interval (j) and the other is 

( | )x k j k+

( 1 | 1)x k j k+ + +

( 2 | 2)x k j k+ + +

( 3 | 3)x k j k+ + +

( )x k
P

( )x kα
P

2 ( )x kα
P

3 ( )x kα
P

4 ( )x kα
P

 

Fig. 2.7 Exponential decay of the state trajectory (de Oliveira Kothare and Morari, 2000)
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the contracting time interval (k).  The Contracting constraint remains constant during the 

contracting time interval.  

Contracting constraint: ( 1| ) ( | ) , [0,1), 0x k k j x k kα α+ + ≤ ∈ >
P P

P   

and 1 1[ , ] , [1,..., ]j k k k k P Pt t t or t t H j H+ +∈ = + ∈  

However, the drawback of this approach is the slow convergence of the 

contracting condition because the exponential convergence is guaranteed only the time 

interval, PH , which is equal to the prediction horizon.  On the other hand, the contracting 

constraint can allow transient responses during the contacting time interval to be a little 

larger than the exact monotonic decrease.  This means that the contracting constraint can 

be less strong compared to other stability constraints (e.g., Terminal constraints, Terminal 

cost, and Infinite horizon) which are sufficient conditions to guarantee stability and in 

some cases may cause the control to be too severe.  This characteristic of the contracting 

constraint allowing transient motions can be more preferable for vehicle control systems 

because too severe control inputs can lead to quick tire force saturation.  Some issues to 

implement the contracting constraint to vehicle control systems are discussed in Section 

3.3.  

 

2.6 SUMMARY 

The general topic of vehicle control architecture has been briefly reviewed based 

in part on the approach given by Gordon et al., (2003).  The trend of the integrated 

control architecture is to pursue a multi-layer design which consists of integrated layers 

that specify reference vehicle motions, nonintegrated layers that control lower level 

actuator systems, and the intermediate layers for actuator apportionment.  

Actuator apportionment plays a key role in the control design in terms of actuator 

modularity and flexibility.  Apportionment has been simply classified according to 

whether it is rule-based or flexible.  To demonstrate the benefits of flexible actuator 
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apportionment, the apportionment of four wheel individual braking control was 

investigated by the simulation of an 8 DoF nonlinear vehicle model.  The simulation 

studies showed that the appropriate combination of the braking control at each wheel can 

reduce the actuator load in terms of smaller applied maximum wheel slip, unlike single-

wheel rule-based braking control which does not use the potential for the yaw moment 

generation at other wheels.  The key point to recognize is that flexible actuator 

apportionment has potential for significantly greater control authority compared to the 

simple rule-based method.  In other words, the flexible approach has much greater scope 

for satisfying multiple objectives, such as combine path and speed tracking, while 

maintaining overall lateral stability for the vehicle, as will be developed in this 

dissertation. 

As a solution to realize flexible actuator apportionment, MPC was reviewed 

briefly with respect to the principle of the MPC, the overview of MPC approaches, model 

formulation, computational approaches, and MPC stability theory. 

The following chapter describes the details of our proposed integrated chassis 

controller which is based on a model-based hierarchical structure to realize flexible 

actuator apportionment in a vehicle control system. 
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CHAPTER 3  

INTEGRATED CHASSIS CONTROL DESIGN 

The main purpose of the proposed controller is to provide a total vehicle control 

solution in an active safety system.  In other words, the proposed controller aims to 

satisfy the multiple objective demands of evolutional active safety systems based on 

integrated chassis control rather than individual stand-alone control, as is the case with 

ABS, ACC, VSC or other chassis controls.  In this thesis, the proposed controller is 

referred as flexible integrated chassis control (FICC) because chassis control systems are 

mainly used as actuator systems.  The FICC consists of three layers: (1) vehicle motion 

control as an upper layer, (2) an intermediate layer for the actuator apportionment using 

Model Predictive Control (MPC) and (3) a lower layer for individual actuator control.  

For the actuator systems in the lower layer, the brake system and active front steering 

system are assumed to be high-band width actuators for future X-by-wire actuation which 

includes as electro-hydraulic brakes (EHB), electro-mechanical brakes (EMB) or 

electronic power steering (EPS) – see References (Stence, 2004; Huh et al., 2005; Yao, 

2006). 

In this thesis, the proposed control approach is limited because the decision of 

control mode switching or timing of driver’s input overriding(Seiler et al., 1998; Mai et 

al., 2000; Hac and Dickinson, 2006; Zhang et al., 2006) will not be covered.  Further, 

road environmental information such as road boundary and obstacle detection (Prakah-

Asante et al., 2003) is assumed available for simplicity in order to focus on the 

development of control logic.  The road environmental information can be acquired from 

various devices such as camera, radar, vehicle states measurement devices, vehicle 
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infrastructure integration (VII), which is designed for communication between vehicles 

(or with roadside infrastructure) for safety, and other applications.    

The overall controller structure is presented in Section 3.1. Section 3.2 provides 

the vehicle motion control as an upper layer.  In Section 3.3, the actuator apportionment 

in the intermediate layer is described by discussing MPC implementation in vehicle 

stability control systems.  The stand-alone actuator control in a lower layer is presented in 

Section 3.4.  Finally, Section 3.5 summarizes the proposed controller design.   

 

3.1 OVERALL CONTROLLER STRUCTURE 

In this section, a model-based hierarchical control strategy is presented.  The 

overall FICC consists of the following three control layers:  

(a) upper layer: a vehicle motion controller calculates desired vehicle motions by 

tracking the driver’s intention or collision avoidance commands in terms of 

desired longitudinal speed, sideslip and yaw rate 

 
 

Fig. 3.1  Hierarchical control architecture of flexible integrated chassis control 
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(b) intermediate layer: this tracks desired vehicle states by apportioning desired tire 

forces in appropriate forms of intermediate control commands, for example, 

reference slip ratios at the four wheels for braking control or steering angle for 

active front steering control  

(c) lower layer: actuator control tracks the desired intermediate control commands 

These three layers represent the basic modularity of the controller.  When the control 

objectives are subdivided, a top level control objective can be adopted at the upper layer 

and any actuator control module can be used at the lower layer.  The intermediate layer 

coordinates the lower layer systematically to achieve the control objectives of the upper 

layer.    

In order to demonstrate the functional adaptation of the FICC in the upper layer, 

three different driving modes are considered in this study: a normal driving model, a VSC 

mode (Case A in Fig. 3.1), and a CAS mode (Case B in Fig. 3.1).  The normal driving 

mode corresponds to moderate driving maneuvers, in which the driver’s commands (e.g.  

braking and steering inputs) go directly into the actuator systems.  The FICC can override 

the normal driving mode depending on driver’s commands and vehicle states.  For 

example, Case A (Fig. 3.1) of the upper layer represents the VSC control which aims to 

track driver commands as interpreted from brake pedal input and handwheel steer input, 

while maintaining vehicle stability simultaneously.  On the other hand, Case B (Fig. 3.1) 

of the upper layer represents an autonomous control mode without direct driver 

commands.  This case represents incorrect driver judgment or unawareness.  In addition 

to the functional adaptation in the upper layer, the inherent flexibility of the control 

system is provided by the intermediate layer, which employs a form of MPC to determine 

actuator apportionment for braking and steering control.  The MPC uses a linearized 

model of a nonlinear vehicle model (with 3DoF motion, longitudinal, yaw and side slip) 

at successive time instants about non-equilibrium operating points to enable on-line 

optimization.  The detailed data flow of the overall FICC control system in terms of 
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inputs and outputs of each layer is fully described in Appendix E.3 along with auxiliary 

modules such as estimation module and other modules. 

 

3.2 VEHICLE MOTION CONTROL  

The goal of vehicle motion control is to provide reference vehicle motions in 

terms of longitudinal speed, sideslip and yaw rate.  These reference vehicle motions are 

determined by control modes, for instance, vehicle stability control and collision 

avoidance control.  For the VSC design, FICC provides more longitudinal motion control 

compared to conventional VSC design consisting of only lateral and yaw motion control.  

This reference longitudinal motion represents the driver’s deceleration intent which can 

be interpreted from the brake pedal position or brake master cylinder pressure.  The 

reference yaw motion is interpreted from the driver’s steering command using a simple 

steady state bicycle model.  The reference sideslip motion aims to provide stability and 

prevent the vehicle from spinning out.  On the other hand, the CAS is designed to provide 

autonomous maneuvers by supposing that driver commands are not available.  Thus the 

longitudinal speed and yaw rate should be calculated by CAS control logic. More details 

on the CAS design are described in Chapter 6.    

 

3.2.1 YAW RATE TRACKING 

Yaw rate tracking significantly provides directional motion control corresponding 

to a driver’s steering command or collision avoidance steering maneuver.  For the VSC, 

the desired yaw rate is defined by the low frequency limit of the transfer function of a 

bicycle model from (front) steering angle input to yaw rate output: 

 *

d rr G δ=  (3.1) 

where 
2

x
r

us x

Vr
G

L K Vδ
= =

+
 and usK  is the target vehicle under-steer gradient.  In this 

study, the reference under-steer gradient has been set to zero; this is for simplicity, and 
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clearly other control references could be achieved, e.g. with 0usK > .  This does not mean 

that neutral steering is to be achieved, but that sufficiently large deviations from neutral 

steering should be corrected.  On the other hand, the desired yaw rate *

dr  for the CAS is 

calculated using Kinematic Policy based on the worst collision threaten which is 

described in Chapter 6.    

The desired yaw rate is limited by a presumed limit on the maximum vehicle 

cornering force as follows: 

 *min( , ) ( )d d s xr r g V signμ δ= ⋅  (3.2) 

This yaw rate tracking control occurs when both the yaw rate error and its percentage 

exceed their respective thresholds, which aims to prevent the controller from being too 

sensitive for sensor noise:  

 _ ,d threshold d d threshold percentIf r r r and r r r r activate Yawcontrol− ≥ − > ⋅  (3.3) 

 

3.2.2 VEHICLE SIDESLIP REGULATION 

A reference sideslip motion aims to provide stability and prevent the vehicle from 

spinning out, where the sideslip is defined by arctan( )y xV Vβ = .  The reference vehicle 

sideslip is based on a tolerance band around 0β = , so that the direction of vehicle travel 

is close to that of the vehicle heading.  The following sideslip condition means that the 

controller is activated only when the current sideslip is greater than the pre-defined 

threshold of sideslip thresholdβ : 

 0,thresholdIf and activate controlβ β β β β≥ ⋅Δ >  (3.4) 

( ) ( )swhere t t Tβ β βΔ = − − and sT  is the sample time for the vehicle motion controller. 

 

3.2.3 LONGITUDINAL SPEED TRACKING 

Longitudinal speed tracking controls a vehicle longitudinal motion, and is an additional 

function of the FICC in contrast conventional VSC based on yaw and sideslip control.  
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The longitudinal speed is calculated by a proportional control using a feed-back current 

acceleration and reference acceleration under the assumption of relatively small lateral 

velocity.    

 ( )( )( ) ( )x ref x ref P accel ref sV V t a K a a t T= + + − ⋅  (3.5) 

Here x refV  is the reference longitudinal speed, and ( )xV t is the current longitudinal speed, 

refa  is the reference acceleration, and ( )a t is the current resultant acceleration of 

longitudinal and lateral accelerations, P accelK is the constant proportional gain, and sT  is 

the sample time.   

The reference acceleration is filtered by a maximum road surface friction, similar 

to the yaw rate case:  

 min( , )ref ref sa a gμ=  (3.6) 

In addition, to prevent the controller from being too sensitive against sensor noise, the 

controller is activated only when the tracking error of the acceleration is greater than the 

pre-defined threshold of acceleration tracking error thresholda : 

 ( ) ,ref threshold xIf a a t a activate V control− ≥  (3.7) 

 

3.3 ACTUATOR APPORTIONMENT      

The intermediate level controller determines the desired tire force vector at each 

wheel using input reference vehicle motions (longitudinal speed, yaw rate and sideslip), 

as well as the control activation signals.   In order to achieve the desired tire force vector, 

this controller combines a predictive performance estimate of the vehicle response under 

the influence of changing intermediate actuator control input using MPC, where the 

intermediate actuator control input provides a reference to the low level controller. 

While this is not the first attempt at implementing MPC in the context of VSC, 

the approach adopted here offers potential advantages over previous efforts.  Carlson and 

Gerdes (2003) developed an optimal VSC using MPC, based on a very simple vehicle 
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model, linearized about an equilibrium point and with imposed constraint conditions.  

While linearization leads to an explicit control solution, the equilibrium point restriction 

appears to be unnecessary.  Tøndel and Johansen (2003) designed a lateral stabilization 

system based on nonlinear constrained predictive control, using a three DoF nonlinear 

vehicle model that incorporates a nonlinear tire; constraints were imposed on slip ratios, 

yaw rate, side slip and longitudinal velocity.  Unfortunately, the solution involved the use 

of propriety optimization tools, and the relative complexity of the formulation makes 

real-time implementation seem challenging at the least. 

The approach presented here is intended to avoid the complexity of full nonlinear 

MPC (avoiding a high computational requirement for real-time implementation), and 

addresses the vehicle nonlinearity by using time-varying linearization at arbitrary (non-

equilibrium) operating points.  The linearization of the nonlinear vehicle model allows 

MPC implementation to follow an efficient linear MPC algorithm (Maciejowski, 2002), 

while taking account of the important tire nonlinear behavior.  This approach is similar to 

recent work, linear time-varying (LTV) MPC, presented by Falcone et al. in (Falcone et 

al., 2007a), which is implemented for active steering control in autonomous vehicle 

systems and their controller was evaluated with a test vehicle in real-time environment as 

well as simulation studies.  Recently, Falcone et al. (2007b) also demonstrated an 

extension of the actuator systems using braking control as well as steering control, and 

compared the performance of the different DoF predictive vehicle models (e.g., a 2 wheel 

model and a 4 wheel model) from the practical implementation viewpoint.     

For LTV-MPC, the cost function given in Eq. (2.1) can be rewritten in a linear 

quadratic form which consists of three components: the tracking errors between desired 

output vector 
dY  and predicted output vector Y up to prediction horizon 

PH , the 

predicted control input vector U and also the changes of the predicted controls ΔU  up to 

control horizon 
UH .  Depending on the weighting parameters (

yQ ,
uQ  and 

uΔQ ), the 
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cost function minimization seeks to balance tracking performance against control input 

magnitude and excursions.  In mathematical form:  

 
1 1 1

min ( ) ( )
2 2 2

T T T

d y d u uJ ΔΔ

⎛ ⎞= − − + + Δ Δ⎜ ⎟
⎝ ⎠U

Y Y Q Y Y U Q U U Q U  (3.8) 

The desired output vector dY comes from the upper vehicle motion control in terms of 

reference longitudinal speed, sideslip and yaw rate.  The predicted output vector Y is 

calculated using a predictive vehicle model, which is described in detail in Section 4.2.  

Moreover, the cost function J  is quadratic and positive definite, and can be 

solved by a standard quadratic programming for the constraint minimization problem 

subjected to the following linear matrix inequality constraint: 

 const constΔ ≤A U b  (3.9) 

Here constA  and constb  are appropriated matrix forms corresponding to the constraint 

conditions including actuator physical limits or performance limit.  Finally, the first value 

of the control sequence is used as the control input to the plant, and this process is 

repeated at each time step.  The detailed method is fully presented in Chapter 4. 

Regarding stability constraints, it does not seem to be appropriate to directly 

implement the existing stability constraints to vehicle control systems for the following 

reasons: 

 The existing stability constraints described in Section 2.5.6 are sufficient 

conditions to guarantee stability on equilibrium problems or set-point tracking 

problems, and are aimed to steer the states or Lyapunov function to an 

equilibrium point by decreasing monotonically.  

 However, the vehicle control during severe transient maneuvers is a time varying 

reference trajectory tracking problem, not a regulation problem.  In other words, a 

particular set-point is not clear because driver’s intension can be only interpreted 

using driver’s operations such as steering wheel angle, brake pedal position and 

accelerator pedal position. 
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 Moreover, aggressive control is not always a desired control action for vehicle 

control systems because of undesirable jerking motion struggling against 

comfortable ride or tire force saturation leading to steerability loss.  

From the practical viewpoint, the strong constraint can be relaxed by allowing 

transient response boundary to be a little larger than the exact monotonic decrease.  

Further the solution infeasibility problem resulting from uncertainty can also be 

addressed by adding a slack variable into the cost function which is similar to a funnel 

cost approach which minimizes the violation of the constraints and steering the state 

inside of the contracting boundary toward a set-point.  In this approach, a funnel-cost 

based contracting constraint, may be less restricted against the weights of the cost 

function because when the slack variable is activated the optimal control tends to 

minimize the cost due to the constraint violation by overriding the pre-defined weights of 

the cost function.  However, for the rapid time varying reference trajectory tracking 

problem including VSC systems this funnel-cost based contracting constraint should be 

more carefully tuned and still have the difficulty to prove its theoretical stability.  

 

3.4 ACTUATOR CONTROL 

In the lower layer, the brake system and active front steering system are assumed 

to be high-band width actuators for future X-by-wire actuation such as a electro-hydraulic 

brake (EHB), electro-mechanical brake (EMB) or electronic power steering (EPS) – see 

References (Stence, 2004; Huh et al., 2005; Yao, 2006).  The wheel slip controllers 

employ Sliding Mode Control (SMC) which is designed based on the general SMC 

method (Slotine and Li, 1991), and the steering system is simplified as a first-order 

system.   

 

3.4.1 WHEEL SLIP CONTROLLER 



 41

The sliding mode controller (SMC) is designed based on the general SMC method 

- see Slotine and Li (1991).  Brake torque 
b iT  is used a control input of the i-th wheel, 

and can be represented by an equivalent control torque 
,b i eqT  plus a switching control 

torque 
,b i swT , 

, ,b i b i eq b i swT T T= + .  For simplicity, the brake torque is derived with 

omission of the subscript i. The equivalent control is derived from the sliding surface 

0x xσ γ≡ + = , where 
x x dx s s= −  and 

x ds  denotes a desired slip ratio and γ  is a positive 

constant.  The switching control is designed to drive the slip ratio to the sliding surface 

( 0σ = ) and is defined as 
, ( )b swT K sat σ= − , where K is a switching control gain and 

( ) min{1, } sgn( )sat σ σ σ≡ ⋅ is the saturation function.  

Following the standard SMC design process, the control torque input can be 

obtained in the following form, with guaranteed stability: 

 ˆ ˆ(1 ) ( ) ( )w xw w
b xw w x xw x xd

w w

I u I
T F R s u s s K sat

R R

σγ= + + − − −
Φ

 (3.10) 

where 

 1 22 2

(1 )x xw w
w x xd

w w

s u I
K D I D s s

R R
γ+

= + + − ,  1 1
ˆ ˆ

xw xw xwD d F F F= ≥ − ,  2 2
ˆ ˆ

xw xw xwD d u u u= ≥ −  

and 1, , dγ Φ and 2d  are design parameters.  The switching control gain K is obtained 

analytically by using the stability condition of a Lyapunov function.  The candidate 

Lyapunov function is defined as 2 2V x= , and uses an estimated longitudinal tire 

force ˆ
xwF  and a longitudinal acceleration ˆ

xwu of each wheel center.  This represents a 

general form of the controller design, with error bounds on state and force estimation.  

The approximate longitudinal tire force and acceleration are to be bounded within 1D  and 

2D , respectively, and are proportional to the maximum error percentage ( 1d , 2d ) of their 

estimation values.  In addition, to avoid the chattering problem due to the imperfect 

switching control under physical limits of the actuator or model uncertainty, the 

saturation function is used with the boundary layer thickness Φ  around the sliding 

surface.  A more detailed derivation of the wheel slip controller is presented in Appendix 
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B.  The investigation of the effects of different sliding surface designs on the wheel slip 

controller can be found in (Shim et al., 2007).  

 

3.4.2 ACTIVE FRONT STEERING CONTROLLER 

The steering system is simplified as a first-order system.  In other words, the 

intermediate steering control provided by the MPC is imported into the vehicle model 

through a first order transfer function with time constant sτ =0.05s and steering ratio 1/16.  

More complicated steer-by-wire model and control approaches can be found in (Wu et 

al., 1998; Amberkar et al., 2004; Verschuren and Duringhof, 2004; Park et al., 2005) 

 

3.5 SUMMARY 

Flexible integrated chassis control (FICC) is proposed as a means to provide a 

total vehicle control solution in an active safety system, particularly in terms of two 

control modes: vehicle stability control and collision avoidance control.  The FICC 

consists of three layers: (1) vehicle motion control as an upper layer, (2) an intermediate 

layer for the actuator apportionment using Model Predictive Control (MPC) and (3) a 

lower layer for individual actuator control.  In this chapter, the upper layer and 

intermediate layer design were described in detail as the main control logic of our 

proposed controller.  The upper layer determines reference vehicle motions 

corresponding to vehicle stability control or collision avoidance control in terms of 

longitudinal speed, yaw rate, and side slip.  In the intermediate layer, the MPC design is 

based on the linear time-varying MPC in order to avoid the complexity of full nonlinear 

MPC and to address the vehicle nonlinearity by using time-varying linearization at 

arbitrary (non-equilibrium) operating points.  In the lower layer, the brake system and 

active front steering system are assumed to be high-band width actuators for future X-by-



 43

wire actuation.  For the braking control, SMC is used for wheel slip ratio tracking by 

providing a fast switch control around sliding surface. 

The following chapter provides more detailed MPC design, and several strategies 

for VSC system implementation are presented with respect to predictive vehicle models 

in MPC.  
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CHAPTER 4  

MODEL PREDICTIVE CONTROL 

This chapter provides more detailed linear time-varying (LTV) MPC design 

which plays a key role of the actuator apportionment of the FICC.  Several strategies for 

MPC predictive model were presented according to the vehicle model freedom of degree 

and various chassis actuators.  Moreover, MPC design parameter tuning is discussed with 

respect to the weights of the cost function and actuator constrains.  

The basic idea of the LTV-MPC can be found in several early process control 

studies (Prett and García, 1988; Maciejowski, 2002), and it has been recently 

implemented to chassis control systems for path following (Falcone et al., 2007a; Falcone 

et al., 2007b).  However, MPC problem formulation depends on target systems, for 

example, states, outputs, disturbance, cost function, and the matrix form of predictive 

output sequence.  Thus the proposed MPC design is formulized to be suitable for vehicle 

control systems.   

The proposed MPC design is described in detail in Section 4.1.  Then Section 4.2 

discusses the implementation of MPC on vehicle control systems.  Finally, Section 4.3 

summarizes findings and presents overall conclusions from the study. 

  

4.1 LINEAR TIME-VARYING MPC DESIGN  

The proposed MPC is designed based on LTV-MPC in order to avoid the 

complexity of full nonlinear MPC and to address the vehicle nonlinearity by using time-

varying linearization at arbitrary (non-equilibrium) operating points.  In this section, the 
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MPC design starts from the derivation of the difference predictive model equation for the 

prediction output sequence, and a linear quadratic cost function will be formulated as an 

optimization problem. 

 

4.1.1 DIFFERENCE EQUATIONS AT NON-EQUILIBRIUM POINTS 

Consider the following continuous nonlinear dynamical systems ( )x t  and output 

variables ( )y t .  

 ( ) ( ( ), ( ), ( ))x t f x t u t w t=   (4.1) 

 ( )( ) ( )y t g x t=  (4.2) 

Here ( ) Nxx t R∈  is the vector of states at time t, : Nx Nxf R R→  is the nonlinear vector-

valued function, ( ) Nuu t R∈  is the input control input, ( ) Nww t R∈  is the input disturbance 

vector, ( ) Nyy t R∈  is the output vector and : Ny Nyg R R→  is the nonlinear vector-valued 

function.  The initial operating points 0 0 0( , , )x u w  are not required to be equilibria.  At 0t  

the following differential equation and initial conditions are presumed known: 

 0 0 0 0 0 0 0 0 0 0( , , ), ( ), ( ), ( )x f x u w x x t u u t w w t= = = =  (4.3) 

The linearized differential equation at a point ( , , )x u w  located near the initial point 

0 0 0( , , )x u w  can be approximated by the first two terms in a Taylor series expansion: 

 0 0 0 0 0 0( , , ) ( ) ( ) ( )c c cx f x u w x x u u w w≈ + − + − + −A B E  (4.4) 

 k ky x=C  (4.5) 

where 

 0 0 0 0 0 0 0( , , ), ( , , ), ( )c cf x u w f x u w g x
x u x

∂ ∂ ∂
= = =
∂ ∂ ∂

A B C  and 0 0 0( , , )c f x u w
w

∂
=
∂

E   

are the Jacobian matrices.  The difference equation in terms of time step k can be derived 

from the continuous Eq. (4.4) using the Euler approximation for the time derivative: 

 1 1
0 0 0 0 0 0( , , ) ( ) ( ) ( )k k k

k c k c k c k

s s

x x x
x f x u w x x u u w w

T T

+ +− Δ
≈ = = + − + − + −A B E  (4.6) 

where 1 1k k kx x x+ +Δ = − .  Rearranging this equation: 
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 1 0 0 0 0 0 0( , , ) ( ) ( ) ( )k s s c k s c k s c kx T f x u w T x x T u u T w w+Δ = + − + − + −A B E  (4.7) 

In order to express the above difference equation in a more useful form, the 

constant term 0 0 0( , , )f x u w  is to be eliminated.  Using the same notation, consider a 

second (time-shifted) difference equation, at time 1kt − : 

 0 0 0 1 0 1 0 1 0( , , ) ( ) ( ) ( )k s s c k s c k s c kx T f x u w T x x T u u T w w− − −Δ = + − + − + −A B E  (4.8) 

Subtracting Eqs. (4.7) and (4.8) we obtain the linear form 

 1k k k kx x u w+Δ = Δ + Δ + ΔA B E  (4.9) 

where 

 
1 1 1

(1 ), ,

, ,

s c s c s c

k k k k k k k k k

T T T

x x x u u u w w w− − −

= + = =
Δ = − Δ = − Δ = −
A A B B E E

 (4.10)  

The initial conditions for the difference Eq. (4.9) are then given by 

 0 0 1 0 0 1 0 0 1, , ,x x x u u u w w w− − −Δ = − Δ = − Δ = −  (4.11) 

Variables 1 1 1 0 0 0, , , , ,x u w x u w− − − are then all to be prescribed at time 0t . 

 

4.1.2 PREDICTIVE CONTROL DESIGN 

In MPC, at each control instant, the future behaviors of the plant are predicted to 

determine a desired sequence of control inputs within the prediction horizon.  This 

sequence is designed to match system performance to the desired motions by minimizing 

a cost function.  Once the full prediction has been obtained, the first value of the control 

sequence, 0( )u t  is used as the control input to the plant, and this process is repeated at 

each time step.  The states, control inputs and disturbances are represented up to their 

horizons, denoted , andp u wH H H , respectively.  From the output Eq. (4.5) and the 

notation ( )∧  indicating a predicted value at time 0t k+ , the predicted output in the 

discrete form can be expressed as follows with: 

 ˆ ˆ
k ky x=C  (4.12) 

From the Eq. (4.9), the sequence of state vectors is predicted as follows 
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 1 0 0 0 0 1 0 0 0
ˆ ˆx x x u w and x x u w= + Δ + Δ + Δ Δ = Δ + Δ + ΔA B E A B E  (4.13) 

 
2 1 1 1 1

2

0 0 0 1 0 1

ˆ ˆ ˆ ˆ ˆ

ˆ ˆ( ) ( ) ( )

x x x u w

x x u u w w

= + Δ + Δ + Δ

= + + Δ + + Δ + Δ + + Δ + Δ

A B E

A A B AB B E AE E
 

 … 

 

1 2

0 0 0 1 1

1 0 0 0

1 2

0 1 1

0 0 0

ˆ ˆ ˆ...

ˆ ˆ...

P UP P P

p U

P WP P

W

i H Hi H i H i H
i i i i

H H

i i i i

i H Hi H i H
i i i

H

i i i

x x x u u u

w w w

= −= = − = −

−
= = = =

= −= − = −

−
= = =

= + Δ + ⋅Δ + Δ + + Δ

+ ⋅Δ + Δ + + Δ

∑ ∑ ∑ ∑

∑ ∑ ∑

A A B A B A B

A E A E A

 

( 1) ( 1)P U P Wwhere H H and H H> − > −  

 

The above may be reformulated in compact matrix form, in terms of a predictive 

output vector Y , defined as the difference between predicted outputs (up to the prediction 

horizon) and the initial output:  

 0 1 2x= Δ + Δ + ΔY G F U F W  (4.14) 

where 

0 1 0 11 0 2

1 0 1 02 0

1 2 1 20

1

ˆ

ˆ ˆˆ
, , , ...

... ......

ˆ ˆ ˆ ˆˆ
P

U U W WP

H
i

H H H HH

i

u u w wy y

u u w wy y

u u w wy y

− −

− − − −
=

⎡ ⎤− −− ⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎢ ⎥+⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −− ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥= Δ = Δ = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎢ ⎥⎣ ⎦

∑

CA

CA CA

Y U W G

CA

 

 

1 2

1 2 1 2

0 0 0 0 0 0

... ...

... ...

,

.... ....
P U P WP P P PH H H HH H H H

i i i i i i

i i i i i i

− −− − − −

= = = = = =

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥+ +⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
∑ ∑ ∑ ∑ ∑ ∑

CB 0 0 CE 0 0

CB CAB CB 0 CE CAE CE 0

F F... ...

CA B CA B CA B CA E CA E CA E

  

 

As described in Section 3.3, the cost function is defined with three components: 

the errors between desired outputs ( )dy t  and predicted outputs ˆ ( )y t , the predicted control 

inputs and also the changes of the predicted controls.  Depending on the weighting 
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parameters, the cost function minimization seeks to balance tracking performance against 

control input excursions.  In mathematical form:  

 

0 0 0 0

1

1 1 1 1

1 1

1
ˆ ˆ[ ( ) ( )] ( )[ ( ) ( )]

2

1 1
ˆ ˆ ˆ ˆ( ) ( )

2 2

P

U U

H
T

d y d

j

H H
T T

j u j j u j

j j

J y t j y t j j y t j y t j

u j u u j u

=

− − − Δ −
= =

= + − + + − +

+ + Δ Δ

∑

∑ ∑

Q

Q Q

 (4.15) 

or using a more compact notation 

 
1 1 1

( ) ( )
2 2 2

T T T

d y d u uJ Δ= − − + + Δ ΔY Y Q Y Y U Q U U Q U  (4.16) 

where 

 

{ (1),...., ( )} 0 ( ) 1,,,,

{ (1),...., ( )} 0 ( ) 1,,,,

{ (1),...., ( )} 0 ( ) 1,,,,

Ny Ny

y y y P y P

Nu Nu

u u u U u U

Nu Nu

u u u U u U

diag H and i R i H

diag H and i R i H

diag H and i R i H

×

×

×
Δ Δ Δ Δ

= ≥ ∈ =

= ≥ ∈ =

= ≥ ∈ =

Q Q Q Q

Q Q Q Q

Q Q Q Q

 (4.17) 

 
11 0 2 0 0[ , ,..., ]T

d d d d py y y y y y= − − −Y  

The control input vector can be rewritten in terms of the change of control inputs as 

follows: 

 0 1 1 1 0 1 1 1

0

ˆ ˆ, ,..., ,...,
U

U

T
H

T

H i w

i

u u u u u u u− − − − −
=

⎡ ⎤
⎡ ⎤= = + Δ + Δ = + Δ⎢ ⎥⎣ ⎦

⎣ ⎦
∑U U L U  (4.18) 

where 
[ ]

1 1[ , ,..., ]
u

T

Nu Nu Nu
Nu Nu H

I I I u− −
× ⋅

=U , NuI  is an Nu Nu× identity matrix and 

 

[ ] [ ]

0 .... 0

.... 0

.....

.....
U U

Nu

Nu Nu

w

Nu Nu Nu

Nu H Nu H

I

I I

I I I
⋅ × ⋅

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

L  

By substituting the predictive output Eq. (4.14) and the control input vector Eq. (4.18) 

into the cost function Eq. (4.16), the following form is obtained: 

 
0 1 2 0 1 2

1 1

1
( ) ( )

2

1 1
( ) ( )

2 2

T

d y d

T T

w u w u

J x x

− − Δ

= − Δ − Δ − Δ − Δ − Δ − Δ

+ + Δ + Δ + Δ Δ

Y G F U F W Q Y G F U F W

U L U Q U L U U Q U

 (4.19) 
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This cost function (4.19) can be reduced to the standard quadratic form by 

eliminating the irrelevant constant term: 

 
1

min
2

TJ
Δ

⎛ ⎞= Δ Δ + Δ⎜ ⎟
⎝ ⎠U

U H U f U  (4.20) 

where 

 
1 1

0 2 1 1( )

T T

u y w u w

T T

d y u wx

Δ

−

= + +

= − − Δ − Δ +

H Q F Q F L Q L

f Y G F W Q F U Q L
 

Since J is quadratic and positive definite, in the absence of constraints, the optimization is 

simply implemented via the equation 0J∂ ∂Δ =U .  Then the control input at time 0t is  

 1 ( )−Δ = −U H f  (4.21) 

The proposed MPC approach can be extended to include control constraints.  The 

problem becomes a standard quadratic programming form for the constraint optimization 

problem:  

 
1

min
2

TJ
Δ

⎛ ⎞= Δ Δ + Δ⎜ ⎟
⎝ ⎠U

U H U f U  (4.22) 

 subject to const constΔ ≤A U b  

Here 
constA  and 

constb  are appropriated matrix forms corresponding to the constraint 

conditions such as actuator physical limits or performance limit.  Even though the 

optimal solution without constraint can be calculated by simple matrix inverse, the 

weight of the cost function should be tuned carefully to prevent actuator saturation or 

infeasible actuator command.  On the other hand, the optimal approach with constraint 

provides lots of flexibility to handle actuator saturation limit or failure at the sacrifice of 

the computational burden increase.    

Finally the control input 
0u  at time k  is determined by (4.23) where ΔU is the 

solution of the quadratic optimization problem without constraint given in (4.21) or the 

quadratic optimization problem with constraints given in (4.22): 

 0 1 0u u u−= + Δ  (4.23) 
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where [ ]0 and , ( , )m m Nu Uu I zeros Nu Nu HΔ = Δ = ⋅I U I  

  

4.2 IMPLEMENTATION OF MPC ON VEHICLE CONTROL SYSTEMS 

The actuator apportionment on chassis control systems is achieved by the MPC 

with a predictive vehicle model, which estimates a predictive performance of the vehicle 

response under the influence of changing actuator control input.  This section describes 

several different predictive vehicle models and the MPC tuning parameters. 

 

4.2.1 DEGREE OF FREEDOM OF VEHICLE MODEL 

For a predictive model, more accurate vehicle response is fundamentally expected 

with a high order degree of freedom model.  However, due to computational burden or 

hardware limitations, a simple model is preferred from a practical implementation 

viewpoint.  For example, a 2 DoF nonlinear vehicle model (lateral and yaw dynamics) 

can be used for a conventional VSC design based on yaw and sideslip control and a 3 

DoF nonlinear vehicle model (longitudinal, lateral and yaw dynamics) can be used for 

more longitudinal control compared to the conventional VSC design.  Moreover, the 

predictive vehicle model can be expanded flexible depending on control purpose, i.e., roll 

dynamics for roll-over prevention. 

The predictive model can be constructed by the following procedure.  First, 

consider a 3 DoF nonlinear vehicle model with four wheels where the vehicle dynamics 

equations in terms of longitudinal speed xV , lateral speed yV  and yaw rate r  can be 

written as  

 
4

1

1
x y xi

i

V rV F
m =

⎡ ⎤
= +⎢ ⎥

⎣ ⎦
∑  (4.24) 

 
4

1

1
y x yi

i

V V r F
m =

⎡ ⎤
= − +⎢ ⎥

⎣ ⎦
∑  (4.25) 

 [ ]1 2 3 4 1 2 3 4

1
( ) ( ) ( ) ( )f x x r x x y y y y

zz

r c F F c F F a F F b F F
I

= − + − + + − +   (4.26) 
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Here m is a vehicle sprung mass, Izz is the yaw moment of inertia w.r.t. z-axis, a and b are 

the distance of c.g to front and rear axles, and cf and cr are the half track of front and rear 

axles, respectively.  xiF  and y iF  are tire forces in vehicle x and y directions at i-th tire 

contact patch.  The nonlinear tire force generation is represented by the combined slip tire 

model based on Pacejka’s Magic formula, a similarity model, as functions of tire 

longitudinal slip ratio, tire lateral slip ratio, a vertical load and surface friction coefficient 

(Pacejka, 2002; Milliken and Milliken, 2003; Gordon and Best, 2006).  

The linearized first-order state-space equation at non-equilibrium points can be 

written as follows in terms of Jacobian matrices, which are calculated numerically by 

considering small perturbations of each variable: 

 0 0 0 0 0 0( , , ) ( ) ( ) ( )c c cx f x u w x x u u w w= + − + − + −A B E  (4.27) 

Each state, output, input and disturbance can be established depending on control 

strategies as shown in Table 4.1.   

Here, slip ratios 
1 2 3 4[ , , , ]T

x x x x xs s s s s= and front steering input 
fδ  correspond to the 

individual four wheel braking control and active front steering control, respectively.  The 

outputs mean performance variables.  For a disturbance model, the bandwidth of the 

Table 4.1  State space components of a predictive vehicle model   
 

 2 DoF 3 DoF Remark 

State 
[ , ]T

yx V r= or 

[ , ]Tx rβ=  
[ , , ]T

x yx V V r=  

In a 2DoF vehicle model, a 

longitudinal speed is assumed as 

constant.  

Output [ , ]Ty rβ=  [ , , ]T

xy V rβ=  Desired vehicle motions 

Intermediate 

actuator input 

[ ]T

xu s=  or 

[ ]fu δ=  or 

[ , ]T

x fu s δ=  

[ ]T

xu s=  or 

[ ]fu δ=  or 

[ , ]T

x fu s δ=  

Depending on the combination 

of available actuators 

Disturbance 
No w  model or 

( )f fw if uδ δ= ⊄
No w  model or 

( )f fw if uδ δ= ⊄
Depending on a disturbance 

model 
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steering input is assumed sufficiently small that a constant steering rate can be used, i.e. 

the disturbance model takes the form constantδ = .  However, when the controller uses 

the steering input as an actuator, then the disturbance terms is ignored.  The Jacobian 

matrices for the linearized vehicle model are calculated numerically by considering small 

perturbations of each variable, based on a nonlinear tire model.   

The most flexible actuator apportionment can be realized by considering the 

largest DoF vehicle predictive model with all available actuators.  Then this predictive 

model can cover all possible MPC predictive models by combining the modification of 

the weight of cost function and the constraints of actuator control.  For example, if 

reference motions focus on the 2 DoF vehicle motions of yaw and sideslip, then the 

longitudinal term of the cost function can be ignored by no penalty on the longitudinal 

weight.  Regarding different actuator options, any actuator can be easily decoupled from 

control systems by constraint its operation range as the zero change of control input.  This 

flexible control structure can provide a solution to adopt various demands of customers 

and different hardware suppliers without major change of control logic.    

 

4.2.2 WEIGHTING PARAMETERS IN THE COST FUNCTION 

For simplicity, the weighting parameters in the cost function (4.17) is reduced to a 

series of constant diagonal matrices as follows 

 1( ) ( ,.., ) , ( 1,,,, 1,.., )Ny Ny

y y y y Ny y j Pi diag Q Q R Q R i H and j Ny×= = ∈ ∈ = =Q Q  (4.28) 

 1( ) ( ,.., ) , ( 1,.., 1,.., )Nu Nu

u u u u Nu u j Ui diag Q Q R Q R i H and j Nu×= = ∈ ∈ = =Q Q   

 1( ) ( ,.., ) , ( 1,.., 1,.., )Nu Nu

u u u u Nu u j Ui diag Q Q R Q R i H and j Nu×
Δ Δ Δ Δ Δ= = ∈ ∈ = =Q Q  

 Here the weight for actuator control change was set to equal that of actuator control 

magnitude, u uQ QΔ = .  The value of output tracking weight y jQ  in Eq. (4.28) can be 

assigned zero penalty by setting 0y jQ →  when the activation signal of the output iy  

tracking control from the upper layer is turned off.  For example, if no driver’s 
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longitudinal demand is specified, we can set 0
xVQ → .  Regarding vehicle stability, the 

vehicle sideslip regulation is designed to have higher priority than yaw rate tracking; thus 

during any excursion which leads to excessive side-slipping of the vehicle, the priority is 

to orient the vehicle to the motion path, rather than respond directly to the drivers steering 

input, as would be the case with prioritizing the yaw rate tracking control.  Of course 

other possibilities exist, and while the present choice appears effective, no claim is made 

for its optimality.  The chosen prioritization is achieved via the following rule: 

  ( control is activated) 0, 0rIf then Q else Qββ → →  

 

4.2.3 PREDICTION HORIZON AND SAMPLE TIME OF MPC 

Regarding the prediction horizons PH , UH  and WH , there is a trade-off between 

the computational load implied by a large prediction horizon, and available 

improvements in control performance.  Based on an earlier study (Chang and Gordon, 

2007a), we chose 10PH = , 1UH =  and 10WH = ; here 1UH =  means that the chosen 

control is assumed constant throughout the state prediction interval.  The most likely 

reason for this is that the control model does not include a delay in the buildup of tire 

forces, nor in actuator actuation – for larger values of UH , the control sequence increases 

its bandwidth, while the actual plant model reduces its effect through low-pass filtering.  

Moreover, the disturbance horizon WH  is only considered when the controller does not 

use steering input as an actuator.  We should mention that the larger number of the 

prediction horizon does not mean better vehicle motion prediction because this LTV-

MPC is based on the linearization at operating points, in other words, when the system 

nonlinearity is severe then the linearized model can not predict as accurate as in linear 

systems.  However, the prediction horizon should be able to capture appropriately the 

change of vehicle motions resulting from the activation of each actuator.   
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The sample time of MPC sT  need not be the same as that of the measurement and 

can be considered as a design parameter because it is related to the choice of prediction 

horizon.  The prediction horizon itself is to be large enough to be capable of capturing the 

control effects on future vehicle motion. Thus, for the any give prediction horizon (in 

seconds) a smaller sample time implies the need for more data in the control sequence 

and leads to an increased computational burden.  While it is difficult to define optimal 

values for the sample time, the value 0.02sT =  was chosen here as “reasonable”.   

The accuracy of the LTV-model for prediction horizon is investigated by 

comparing the predicted response to the response of the nonlinear model at an arbitrary 

time instant.  The nonlinear model consists of 8DoF vehicle dynamics with the nonlinear 

time model (see Appendix A).  The responses of the LTV-model are obtained using the 

linearization of the 3 DoF nonlinear vehicle model at time 1.4s and Eq. (4.29) to predict 

the future vehicle motions during the prediction interval 0.2predictionT s=  (
prediction S PT T H= ⋅ , 

10PH =  and 0.02sT s= ).    

 

 0 1 2 0prediction x y= Δ + Δ + Δ +Y G F U F W  (4.29) 

Here predictionY  is the predicted output sequence, and 0y represents the output at time 1.4s. 

1 2, , andG F F are given in Eqs. (4.14) .   

Fig. 4.1 shows the comparison of yaw and sideslip responses between the 

nonlinear model and the LTV-model from time 1.4s to time 1.6s during a sine with dwell 

test without braking ( 0 80 / 0.9HU km h and μ= = ).  The response of the LTV-model 

shows small deviation from those of the nonlinear vehicle model at the end of the 

prediction interval, i.e., yaw rate error (5.9%) and sideslip error (1.8%).  These deviations 

obviously become larger as the prediction interval increases.  
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4.2.4 ACTUATOR CONSTRAINTS  

The braking control constraint is intended to avoid excessive actuator demands (to 

protect system hardware from failure) and also to prevent wheel lock ( 1)xs = − ; this was 

translated into the form 0.2 0x xs s− ≤ + Δ ≤  in order to prevent the large slip ratio from 

causing a severe loss of steering controllability.  Moreover, the steering control has a 

wheel steer angle limit, 30 degrees, and a wheel steering angle rate limit, 

1.636rad/s ( 1500 deg/ s=  measured at the steering wheel). 

 

4.3 SUMMARY 

For actuator apportionment in the FICC, the proposed MPC is based on linear 

time-varying (LTV) MPC in order to avoid the complexity of full nonlinear MPC and to 

address the vehicle nonlinearity by using time-varying linearization at arbitrary (non-

equilibrium) operating points.  The vehicle predictive model can be constructed using a 

simple nonlinear vehicle dynamics including control performance states representing 
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Fig. 4.1 Comparison of a nonlinear model and a LTV-model at instant 1.4s during a sine 

with dwell test (8DoF nonlinear vehicle model and no braking) 
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longitudinal, lateral and yaw motions and available actuator systems.  The most flexible 

actuator apportionment can be realized by considering the largest DoF vehicle predictive 

model with all available actuators.  Then this predictive model can cover all possible 

MPC predictive models by combining the modification of the weight of the cost function 

and the constraint of actuator control.  Thus, this flexible control structure can provide a 

solution to adopt various demands of customers and different hardware suppliers without 

major change of control logic.    

Regarding MPC design parameters, there is a trade-off between the computational 

burden implied by a large prediction horizon, and the available improvements in control 

performance.  For example, the prediction horizon should be able to capture appropriately 

the change of vehicle motions resulting from the activation of each actuator.   

In the following chapter, we will investigate the performance benefits of optimal 

actuator apportionment based on the proposed MPC approach in vehicle stability control 

through simulation studies for various driving maneuvers. 
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CHAPTER 5  

PERFORMANCE BENEFITS OF OPTIMAL ACTUATOR APPORTIONMENT 

This chapter investigates the performance benefits of vehicle stability control 

(VSC) using the proposed optimal actuator apportionment, where the purpose of VSC is  

to achieve desired motion tracking performance (handling responsiveness) while 

maintaining vehicle stability (handling stability).  The vehicle stability control is designed 

first based on the general framework for flexible integrated chassis control (FICC) 

described in Chapter 3 using four wheel individual braking control, brake-based VSC.  

The chassis control systems of the controller is then expanded by adding active front 

steering control (AFS) to address the actuator failure to control braking.  The braking 

control is commonly used for VSC because ABS can be reused without major mechanical 

change and yaw moment generation using braking control is effective overall operation 

ranges including limit driving situations, e.g. severe transient maneuvers or ice road 

(Koehn et al., 2006; Hac et al., 2007).  AFS can directly influence on handling 

responsiveness during normal driving, however, its capability to control handling 

responsiveness becomes small during severe maneuvers due to the limit of lateral tire 

forces (Hac et al., 2007).    

In order to investigate the robustness of the controller, the exact model-plant 

match of MPC is relaxed by introducing model-plant mismatch, i.e., various road surface 

friction, vehicle state and tire force estimation, and road surface friction estimation.  In 

this study, an Extended Kalman Filter (EKF) is used to estimate vehicle states and tire 

forces.  Although the estimation performance using EKF is quite dependent on system 

model accuracy as well as sensor accuracy, this drawback can be addressed using vehicle 
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parameter identification (Kiencke and Nielsen, 2005) or integrating inertial sensors and 

GPS (Global Positioning System) with compensating sensor noise and bias (Bevly, 

2004).  Moreover, the roughly designed EKF used in this study seems to be suitably 

simple and effective for the relative comparison of the exact known state case.  Similar to 

the vehicle states and tire force estimation, a road surface friction estimation is designed 

based on a simple logic that uses longitudinal and lateral accelerations by following the 

design concept presented in (Eckert, 1998), even though several sophisticated road 

surface friction estimation approaches such as (Liu and Peng, 1996; Gustafsson, 1997; 

Ray, 1997; Canudas-de-Wit and Horowitz, 1999) are available. 

The performance evaluation procedure is described in detail in Section 5.1. 

Section 5.2 then discusses the performance of the brake-based VSC by comparing 

different control scenarios.  Proposed controller robustness issue is covered in Section 5.3 

and addressed model-plant mismatch, actuator time constants, vehicle state estimation, 

and road surface friction estimation.  The performance of more complex maneuvers is 

presented in Section 5.4 and the actuator failure mitigation is given in Section 5.5.  The 

feasibility of real-timed implementation is discussed in Section 5.6.  Section 5.7 finally 

summarizes findings and presents overall conclusions from the study. 

 

5.1 BRAKE-BASED VSC IMPLEMENTATION 

5.1.1 TEST MANEUVER 

Vehicle stability control can be defined in terms of handling stability and handling 

responsiveness (Hac et al., 2007).  Handling stability represents stable vehicle motions by 

interpreting vehicle sideslip against spin-out or roll angle against roll-over.  The handling 

responsiveness, on the other hand, refers to the sensitivity to the driver’s inputs which can 

be interpreted using the driver’s steering input, yaw rate and lateral acceleration response. 
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To evaluate vehicle handling characteristics, several different tests are chosen.  

An overview of test maneuvers is presented by Hac et al. (2007).  Hac et al highlights 

such tests as (1) steady-state test maneuver (constant radius test), (2) transient test 

maneuver (single or double lane change), and (3) combined steady-state and transient test 

maneuvers (step steer or J-turn, and Brake-in-turn).  Recently, a 0.7Hz Sine-With-Dwell 

maneuver proposed by NHTSA has been included among the transient test maneuvers as 

an open-loop steering maneuver.  This Sine-With-Dwell maneuver is intended to provide 

a repeatable objective test to demonstrate vehicle response qualities of different VSC 

equipped vehicles, as compared to non-VSC vehicles (NHTSA, 2007).  In addition to 

these pre-defined tests, the worst-case vehicle evaluation methodology is used to define 

the test maneuver by optimization based on comprehensive and rich test maneuvers.  This 

was done through a simulation study in which all possible steer maneuvers are considered 

to identify the worst roll-over performance case (Ma and Peng, 1999; Kou et al., 2007) .    

Among the above test maneuvers, the Sine-With-Dwell maneuver causes a 

vehicle to be over-steer due to severe transient maneuvers along with abrupt steering 

direction change as shown in Fig. 5.1.  This over-steer vehicle behavior is useful to 

identify the benefits of the VSC equipped vehicles compared to no VSC equipped 

vehicles.    

 
 

Fig. 5.1 Over-steer vehicle response during emergency lane change maneuver on high 
friction road - Arrow represents a conceptual lateral tire force at a front axle (Hac and 

Bodie, 2002) 
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To identify the benefits of VSC equipped vehicles, the simulation studies are 

mainly performed with a 0.7Hz Sine-With-Dwell maneuver described in Fig. 5.2.  

In the evaluation of the controller performance, vehicle motions satisfy the following 

lateral stability and responsiveness criteria proposed by NHTSA, as given in (5.1) and 

(5.2): 

Lateral stability criteria: 
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( 1.00)

( 1.75)

100 35% (Criterion #1), and

100 20% (Criterion #2)

T

Peak

T

Peak

ψ
ψ

ψ
ψ

+

+

⎧
× ≤⎪

⎪
⎨
⎪ × ≤⎪⎩

 (5.1) 

Responsiveness Criterion: 

 

Lateral Displacement ( ) at t=1.07

 1.83 , when GVWR 1587.6 kg (3,500 )

 1.22 , when GVWR 1587.6 kg (3,500 )

Y

m lb

m lb

≥ ≥⎧
⎨ ≥ <⎩

 (5.2) 

Here 0T  is the time to the completion of the steering input, and Peakψ  is the first local peak 

yaw rate generated by the 0.7 Hz Sine-With-Dwell maneuver.  The value 0 1.92T =  was 

estimated from (NHTSA, 2007). 

δ

δ−

Peakψ

0T 0 1T + 0 1.73T +
 

Fig. 5.2 Sine-With-Dwell maneuver steering wheel position and yaw velocity 
information (NHTSA, 2007) 

 



61 

In order to satisfy these criteria, the maximum allowable peak handwheel steer 

HW peak
δ  is first investigated with a handwheel steer limit of 270 degrees.  If necessary, a 

reduced peak handwheel steering angle is used to satisfy the stability criteria compared to 

the handwheel steer limit.  Vehicle responses are then evaluated in terms of the RMS 

(root mean square) yaw rate error r RMS
e  representing yaw rate tracking,  peak sideslip 

peak
β  and control effort (for applied braking torque).  The yaw rate error re  is defined as 

the difference between the yaw rate deviation from the desired yaw rate and a threshold 

of yaw rate deviation given in equations (3.2) and (3.3).  This yaw rate error is only 

considered when the yaw rate deviation exceeds the threshold of yaw rate deviation, 

while the yaw rate deviation is not considered when it is less than the threshold of the 

yaw rate deviation.  For brake control input, the RMS braking torque 
bT  of four wheels is 

assessed using the sum of the individual RMS braking torques at each wheel.  This RMS 

braking torque can be interpreted loosely as the energy or control effort expended in 

controlling the vehicle motion.  

The Sine-With-Dwell maneuver is performed with an initial vehicle speed 80km/h 

on a dry road (road surface friction 0.9), and the gear ratio of the handwheel steer is 1/16.  

It is assumed that all vehicle variables, braking torques, tire forces and the surface friction 

coefficient are available to the controller from direct measurements or appropriate 

estimations (Satria and Best, 2002; Wilkin et al., 2005) if there is no mention about 

practical measurements or estimation approaches. 

 

5.1.2 CONTROL SCENARIOS AND DESIGN PARAMETER TUNING 

(i) Control scenarios 

Performance benefits for vehicle stability control based on yaw and sideslip 

motion control were evaluated for four different control scenarios with a 0.7Hz Sine-

With-Dwell maneuver: 
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Case 1 (No braking control): No VSC control is implemented to show free responses by 

an open loop steer input   

Case 2 (Rule-based): VSC is implemented to address over-steer motions by applying or 

releasing braking force at the right or left wheel, and more details can be found 

in Appendix C 

Case 3 (LTI-MPC): VSC is implemented using a pre-defined 3 DoF linear vehicle model 

with four wheel individual braking control 

Case 4 (LTV-MPC): VSC is implemented using a 3 DoF nonlinear vehicle model with 

four wheel individual braking control (see Chapter 4). 

Here Case 4 (LTV-MPC) covers the proposed controllers, FICC, the rule-based controller 

and the LTI-MPC controller are chosen as the bases for a comparison with the proposed 

controller.  The rule-based controller is a simple design, even though the related control 

design rules can be developed or refined with a level of sophistication.  More 

sophisticated design procedures can be expected with various intensive work loads.  The 

LTV-MPC controller and the LTI-MPC controller use the same standard quadratic 

optimization solver (FSQP, details in Section 5.6.1.) to determine control inputs, except 

for the predictive model used for the intermediate layer of the VSC.  In other words, the 

LTI-MPC controller uses a fixed linear predictive model for the MPC, whereas the LTV-

MPC controller uses a revised linearization model at each time step.  As noted in Chapter 

3, the LTI-MPC has a benefit from the computational load viewpoint in that it uses a pre-

set linear model, but the LTI-MPC has difficulty reflecting the vehicle nonlinearity 

during severe transient maneuvers.  On the other hand, the LTV-MPC can reflect the 

vehicle nonlinearity but this requires on-line numerical linearization.   

(ii) Control design parameter tuning 

Controller performance depends on the tuning objectives, and needs to balance 

between multiple objectives.  Multiple objectives must be considered that the emphasis 

on one objective can cause other objectives to degrade.  For example, aggressive 
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handling responsiveness tracking can lead to handling stability problems in terms of 

vehicle spin-out.   

In this study, the goal of controller tuning is to maintain the vehicle sideslip less 

than 5 degrees to meet the priority of handling stability, and then to minimize the yaw 

rate tracking error to address handling responsiveness.  To achieve these controller tuning 

goals, controller tuning is achieved off-line using commercial optimization software, 

iSIGHT (iSight, 2004).  A Sequential Quadratic Programming (NLPQL) algorithm in 

iSIGHT was used in order to minimize the cost function, where the cost function is 

defined as the RMS yaw rate tracking error with the sideslip constraint such as 

( ) 5 degtβ ≤ .  The controller tuning results are given in Table  E.2 and Table  E.3.  

 

5.2 PERFORMANCE EVALUATION 

In this section, controller performance is evaluated for an exact model-plant 

match, where the model represents a nominal vehicle model which is used for the control 

design and the plant is an actual vehicle system.  The responses of the exact model-plant 

match is used as reference responses for more realistic situation such as model-plant 

mismatch due to uncertainty of the real plant.  The controller performance assessment 

follows the SAE coordinate system (Gillespie, 1992).  

In order to satisfy the criteria of a Sine-With-Dwell maneuver given in Eqs. (5.1) 

and (5.2), the maximum allowable peak handwheel steer HW peak
δ  is first investigated 

with a handwheel steer limit of 270 degrees.  In other words, if necessary, a reduced peak 

handwheel steering angle is used to satisfy the stability criteria rather than using the 

handwheel steer limit proposed on the original Sine-With-Dwell maneuver.  Vehicle 

responses are then evaluated in terms of the RMS (root mean square) yaw rate 

error
r RMS

e  to represent yaw rate tracking, peak sideslip 
peak

β  and braking control effort 

(RMS braking torque bT ).   
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Fig. 5.3 shows peak handwheel steer, RMS yaw rate error, peak side slip, RMS 

braking torque, and yaw rate percent and lateral displacement defined by NHTSA criteria 

given in Eqs. (5.1) and (5.2).  Figs. 5.4 and 5.5 present vehicle responses - yaw rate and 

sideslip, and wheel slip ratio and braking torque, respectively. 

As shown in Fig. 5.4 (a) and (b), even though the peak handwheel steer of the no 

VSC vehicle is 173 degrees to satisfy NHTSA stability criteria, the no braking control  

responses show relatively large motions in terms of increased sideslip compared to those 

of VSC equipped vehicles with a limit handwheel steer of 270 degrees.  The LTI-MPC 
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Fig. 5.4 Yaw rate and sideslip responses during Sine-With-Dwell maneuver (8DoF, 

0 80 / , 0.9HU km h μ= = ) 
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controller shows the worst performance.  The tuning procedure presented in Section 5.1.2 

did not satisfy the sideslip constraint ( 5 deg
peak

β > ) as shown in shows Fig. 5.3.   
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Fig. 5.5 Slip ratio responses (a-c) and braking torque responses (d-f) according to 

different controllers during Sine-With-Dwell maneuver (8DoF, 0 80 / , 0.9HU km h μ= = ) 
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This failure likely occurred because the LTI-MPC based VSC overacted during 

the transient motions.  This overact was due to the system’s inability to consider the 

transient motions such as load transfer.  Moreover, as shown in Fig. 5.5, the slip 

responses of front and rear wheels are almost identical to the compensation for the 

tracking error using the linear predictive model at the equilibrium points, while the slip 

responses of the LTV MPC-based VSC are different on the basis of the transient vehicle 

responses.   

Figs. 5.5 (a) and (d) demonstrate that the rule-based VSC uses only front wheels 

to correct vehicle motions due to the pre-defined rule.  In this condition, the peak braking 

torque is relatively larger than that of any other controller.  The LTV-MPC controller , on 

the other hand, distributes braking torque progressively over four wheels on the basis of 

vehicle transient motions.  Therefore, the maximum slip ratio and braking torque are 

significantly smaller than they are for other controllers.  

With respect to moving distance during the simulation time 4 seconds, the larger 

braking force of the LTI-MPC controller leads to a shorter distance (63.02m) traveled 

than that resulting from the LTV-MPC controller (74.07m), as shown in Fig. 5.6.    

 

5.3 VSC ROBUSTNESS  

As mentioned above, the LTV-MPC VSC requires state and model parameter 

information in order to function.  The question arises as to whether the LTV-MPC VSC is 

reasonably robust to errors, especially in terms of model-plant mismatch.  Thus the 

brake-based VSC controller designed for an exact model-plant match is first investigated.  

Further investigation of controller robustness is performed by relaxing the following 

assumptions: various road and speed conditions, a model-plant mismatch, different 

actuator time constraints, vehicle state and tire force estimation, and road surface friction 

estimation. 
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5.3.1 MODEL-PLANT MISMATCH  

The exact model-plant match is simulated using an 8 DoF vehicle model along 

with a brake-based LTV-MPC controller.  The proposed controller uses a 3 DoF 

nonlinear vehicle model having the same vehicle parameters and nonlinear tire model 

which are used for the plant, an 8 DoF vehicle model described in Appendix A.  In 

contrast to the exact model-plant match, the model-plant mismatch consists of a CarSim 

vehicle model and the brake-based LTV-MPC controller based on the 8 DoF vehicle 

model.  

(i) Controller design parameter tuning 

The metrics of Sine-With-Dwell maneuver conditions consist of 9 different 

driving conditions including 3 different road surface frictions (0.7, 0.9, 1.0) and 3 

different vehicle initial speeds(60 km/h, 80 km/h, 100 km/h).  

Fig. 5.7 shows the retuned weights of the cost function for each driving condition.  

The weights of sideslip show nearly the highest value under the fixed maximum limit of 

the sideslip weight, which is aimed to investigate the relative scale between the sideslip 

weight and yaw rate weight.  This means that in order to minimize yaw rate tracking error 

the controller tends to minimize the sideslip regulation activation because the control 

priority is imposed on the sideslip regulation.  The magnitude of the retuned yaw rate 

 
Fig. 5.7 Retuned weighs of cost function for different driving conditions w.r.t. road 

surface friction and initial vehicle speed (8 DoF) 
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weight is proportional to the vehicle motion severity.  For example, the highest yaw rate 

weight occurs under the high road fiction and high speed.  

 

(ii) Performance comparison between Retuned-weight LTV-MPC vs. Fixed-
weight LTV-MPC  

The purpose of this section is to investigate the effect of the pre-fixed weight of 

the cost function on the MPC design because the retuned weights do not mean the best 

tuning practically due to the model-plant mismatch even though the retuned weight on 

the model-plant match can be scheduled using a look-up table form.  

The fixed-weight LTV MPC-based VSC uses control design parameters which are 

tuned at 0.9Hμ =  and 
0 80 /U km h= . 

 

(a)  

 

(b) 
 

Fig. 5.8 Performance metrics of (a) retuned weights of cost function and (b) fixed 
weights of cost function for the exact model-plant match (8DoF) 

 



69 

Fig. 5.8 shows a slight increase in the fixed-weight LTV-MPC for yaw rate 

tracking error and maximum sideslip in terms of maximum value, mean value and 

standard deviation of 9 cases.  This slight degradation of the LTV-MPC control 

performance likely occurs due to the reduced braking torque compared to the retuned-

weight LTV-MPC. 

(iii) Model-plant mismatch  

A CarSim vehicle model was used to examine the effect of mismatch between the 

actual vehicle and the control model used for MPC.  Vehicle and tire modeling errors 

result from the implementation of the exact same controller within the CarSim model, 

which has a different structure and in particular has quite different tire characteristics- see 

Fig. 5.9.   

Even though the control design parameters tuned for the 8 DoF vehicle model is 

implemented without retuning for the CarSim model, the results of the CarSim model 

follow trends similar to those of the 8 DoF vehicle model for different driving 

maneuvers.  Fig. 5.10 shows that the results for the CarSim model parallel those of the 8 

DoF results presented in Fig. 5.8.  Vehicle yaw and sideslip responses are only very 

slightly changed in the CarSim model, though braking torque actuation is of larger 

amplitude.  The existence of slight different responses is hardly surprising – the CarSim 

 

Fig. 5.9 Comparison between CarSim and 8 DoF tire models  
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model has very different suspension characteristics compared to the simpler 8 DoF 

model, as well as very different tire characteristics.  

As shown in Fig. 5.10, the retuned-weight controller does not guarantee better 

performance over the fixed-weight controller in the model-plant mismatch.  However, the 

performance of each controller is still similar to that of the exact model-plant mismatch 

except for the increased braking torque usage that seems to result from the tire model 

difference.   

 

5.3.2 ACTUATOR TIME CONSTANT   

The effects of the actuator time constants are investigated for the braking control 

as a stand-alone low level controller and the brake-based vehicle stability control as an 

integrated controller. 

(a) 
 

(b) 
 

Fig. 5.10 Performance metrics of (a) retuned weights of cost function and (b) fixed 
weights of cost function for the model-plant mismatch (CarSim) 
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(i) Wheel slip control 

In order to assess the effects of the actuator time constants on controller 

performance, the wheel slip controller is investigated through simulation.  The wheel slip 

is well suited for this analysis because the wheel slip control is the lowest level control.  

The design parameters of the wheel slip controller are tuned off-line using commercial 

optimization software, iSIGHT (iSight, 2004), with a Sequential Quadratic Programming 

(NLPQL) algorithm.  The cost function is defined as total tracking error which is the 

summation of the absolute error between the target slip ratio and actual slip ratio at four 

wheels during simulation.  The smaller cost function can be interpreted as less chatter 

(oscillation) around the target slip ratio, where less chatter reduces the brake load as well 

as increases the durability of brake hardware.  Among the design parameters needed for 

robust wheel slip controller design, a sliding surface design parameter γ  and a switching 

gain design parameter η  are optimized to minimize the slip ratio tracking error with pre-

selected values for the rest of the design parameters.  The design parameter optimization 

and simulation analysis are performed by using the ideal full state feedback model shown 

in Fig. 5.11.  Pure braking tests in an open-loop straight-line maneuver are performed at 

the initial velocities, 120 km/h ( 0.9Hμ = ).   

The actuator dynamics generally affects the performance of the SMC by delaying 

responses or increasing the oscillation in transient responses due to the physical limits of 

 

Fig. 5.11  Block diagram of actuator time constant test using wheel slip controller 
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the actuators.  The brake actuator modeled is a first-order system, whose time constant 

affects the target slip ratio tracking performance.  This effect is investigated with off-line 

tuned optimal design parameters.  

 As shown in Figs. 5.12 and 5.13, increasing the brake time constant causes the 

wheel slip tracking error and the oscillation around target slip ratio to be large due to 

actuator delay.  

 
Fig. 5.12 Comparisons of total tracking error for target slip ratio with varying brake time 

constants ( , ,0.12, 0.1d f d rλ λ= − = − , 0.9Hμ = , 8DoF) 
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(ii) Brake-based VSC 

At the integrated control level, the effect of the brake time constant is 

investigated.  The simulation is achieved using the 8 DoF model and the fixed-weight 

LTV-MPC VSC for different brake time constants during the Sine-With-Dwell 

maneuver.  The performance is summarized in terms of mean and standard deviation of 9 

different driving conditions including 3 different road surface frictions (0.7, 0.9, 1.0) and 

3 different vehicle initial speeds(60 km/h, 80 km/h, 100 km/h).  In Fig. 5.14, mean value 

corresponds to the center point of the vertical bar, and standard deviation is the distance 

from the center point to the end point of the vertical bar. 

As shown in Fig. 5.14, the fast actuator (small time constant) provides more 

sophisticated control performance by providing smaller RMS yaw rate tracking error and 

maximum sideslip compared to other braking control with relatively large brake time 

constants. Because of this effect, actuator should be chosen by considering its 

performance and hardware cost because the actuator hardware cost is proportional to its 

performance.  

 

5.3.3 VEHICLE STATE ESTIMATION 
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Fig. 5.14 Performance summary of the fixed-weight LTV-MPC VSC for different brake 
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during Sine-With-Dwell maneuver(8DoF model)  
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In this section, the effects of estimation are investigated by relaxing the 

assumptions that all vehicle variables, braking torques, tire forces and the surface friction 

coefficient are available.  The estimation of vehicle states and tire forces is based on the 

Extended Kalman Filter (EKF) in this study.  The EKF is designed by following the 

procedure presented in (Ray, 1997), and a brief summary of its procedures for the 8 DoF 

nonlinear vehicle model is shown below.  The state and measurement equations are 

 ( , )
A A

x f x u=  and ( , )
A

y h x u=  (5.3)  

The augmented nonlinear state equation consists of the tire force term 

, , ,
( 0)

x y x y x y
F F and F= =  and the 8 DoF vehicle dynamics given in Appendix A.  The 

augmented state vector with approximation symbol “∧ ” is constituted by nine vehicle 

states, six estimated tire forces and six first derivatives of estimated forces. 

 
1 2 3 4

ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ(1: 9) , , , , , , , ,
T

A
x U V ϕ ϕ ω ω ω ω= Ω⎡ ⎤⎣ ⎦  (5.4) 

 ( ) ( )1 2 3 4 1 2 3 4
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ(10 :15) , , , ,

T

A x x x x y y y y
x F F F F F F F F= + +⎡ ⎤⎣ ⎦  

 ( ) ( )1 2 3 4 1 2 3 4

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
(16 : 21) , , , ,

T

A x x x x y y y y
x F F F F F F F F= + +⎡ ⎤

⎣ ⎦   

Input vectors are composed of the steering angles and brake torques at each wheel shown 

in (5.5).  

 
1 2

[ , ]u u u=  (5.5) 

where [ ]1 1 2 3 4
, , ,

T

u δ δ δ δ= and [ ]2 1 2 3 4
, , ,

T

b b b b
u T T T T=  

For the output equation, the measurements of longitudinal and lateral acceleration, yaw 

rate, and roll angle at the c.g, and each wheel angular velocity are used.  

Table 5.1 Sensor noise characteristics in terms of standard deviation, σ  
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1 2 3 4

, , , , , , , .
T

x y
y a a ϕ ω ω ω ω= Ω⎡ ⎤⎣ ⎦  (5.6) 

The system noise Q was chosen accordingly by comparing the relative magnitude 

order of Q with corresponding noise covariance in order to obtain estimation accuracy 

and robustness under model uncertainty.  Particularly, the covariance for tire force term 

was set at large values to consider fast tire force change during transient motion (Ray, 

1997; Wilkin et al., 2005).  Noise covariance in Table 2 was determined by assuming 

uniform noise distribution with standard deviation given in the reference (Ryu et al., 

2000; Bevly, 2004; Kiencke and Nielsen, 2005).  

Using the estimated states, vertical tire force and slip ratio at each wheels are 

interpreted using the static equilibrium equation and kinematics in Eqs. (A.6) and (A.7), 

respectively.  The longitudinal acceleration at each wheel ( 1 ~ 4)xwiu i =  for wheel slip 

control is approximated using following kinematic equations based on the vehicle states 

and geometry. 

 ˆ ˆ ˆcos sin ( 1 ~ 4)
wi i i i i

u u v iδ δ= + =   (5.7) 

2 2

, , ,

2 2

, , ,

ˆ ( ) , [ , , , ]

ˆ ( ) , [ , , , ].
2 2 2 2

i u i x u i u i a a b b

f f r r

i v i y v i v i

where

u U l a V l l L L L L

t t t t
v V l a U l l

= + ⋅Ω = + ⋅Ω + ⋅Ω ∈ − −

= + ⋅Ω = − ⋅Ω + ⋅Ω ∈ − −

  

For simplicity, the estimation of other terms in the vehicle dynamics equation such as 

vehicle geometry data was considered as constant.  

(i) Vehicle state estimation results 

The purpose of this section is to investigate the effect of the state estimation, 

rather than achieve accurate state estimation, even though the EKF can be tuned to reduce 

the estimation error by increasing the accuracy of the nonlinear model or adding more 

measurements such as longitudinal and lateral speeds.  In this study, the longitudinal and 

lateral speeds were estimated as shown in Fig. 5.15, and were used to calculate wheel 

slip, vehicle sideslip and other required states for the controller.  Fig. 5.15 gives constant 
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steady state estimation errors of longitudinal and lateral speeds.  These errors are due to 

insufficient persistent excitation after the maneuver; in other words, there is no steer input 

and braking control after the maneuver because the constant sideslip estimation error is 

less than its threshold (approximated steady state value 2deg 3deg< in this study).   
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Fig. 5.15 Vehicle longitudinal and lateral speed estimation using EKF during Sine-With-

Dwell maneuver of LTV-MPC VSC (CarSim, 0 80 / , 0.9HU km h μ= = ) 
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Fig. 5.16 Longitudinal tire force estimation using EKF during Sine-With-Dwell 

maneuver of LTV-MPC VSC (CarSim, 0 80 / , 0.9HU km h μ= = ) 
 



77 

In this situation, the controller does not work after the maneuver.  One solution to address 

this steady state estimation error is using additional longitudinal or lateral speed 

measurement using the integration of inertial sensors with GPS (Bevly, 2004).   

In Fig. 5.16, the estimated longitudinal tire force, which is used for the wheel slip 

control, is compared to the exact known values from the vehicle plant model.  At the 

beginning of the maneuver, the estimation seems to work well but during severe transient 

maneuvers the estimation shows slightly a large deviation from the exact value.  

 

(ii) Performance comparison of the VSC between exact measurement vs. EKF  

In order to prevent the reference vehicle motion from being too sensitive against 

measurement noise, the reference yaw rate dr given in (3.2) is modified by a first order 

transfer function filter with 0.05fτ =  

 
(a) exact measurement (no noise) and known state assumption (CarSim) 

 

(b) state estimation and nosed measurement (CarSim) 
 

Fig. 5.17 Performance metrics of (a) the fixed-weight LTV-MPC with no noise and 
known state assumption and (b) the fixed-weight LTV-MPC with EKF estimation during 

Sine-With-Dwell maneuver 
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d filtered dd

f

r rdr

dt τ
−

≈  (5.8) 

Here d filteredr  is a filtered reference yaw rate.  The other values for the controller such as 

wheel slip or vehicle sideslip are calculated using the estimated states by EKF. 

Fig. 5.17 shows the performance metrics for the Sine-With-Dwell maneuver 

consisting of 9 different driving conditions such as 3 different road surface frictions (0.7, 

0.9, 1.0) and 3 different vehicle initial speeds (60 km/h, 80 km/h, 100 km/h).  The 

controller performance with state estimation is similar to that of the exact known state 

case, even though the sideslip and braking torque are slightly increased.  

 

5.3.4 ROAD SURFACE FRICTION COEFFICIENT ADAPTATION 

This section investigates the effect of the road surface friction mismatch on the 

controller and a vehicle plant.  This investigation is important because the road surface 

friction plays a key role determining reference vehicle motions in terms of the saturation 

of the desired motions based on a simple bicycle model.  Therefore, road surface friction 

is used to represent the physical limits of the desired motions of the vehicle stability 

controller such as yaw rate and deceleration, as shown in Fig. 5.18.   

(i) VSC performance without road surface friction adaptation 

Hμ

 

Fig. 5.18 Overall procedure of road surface friction estimation 
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The road surface friction model-plant mismatch assumes a controller design based 

on a high road surface friction (0.9) for all simulation cases, even though the actual road 

surface friction varies from 0.3 to 1.0.  In particular, the performance evaluation is 

achieved using the Sine-With-Dwell maneuver consisting of 9 different driving 

conditions including 3 different road surface frictions (0.3, 0.6, 1.0) and 3 different 

vehicle initial speeds(60 km/h, 80 km/h, 100 km/h).  

Fig. 5.19 shows that under low road surface friction the performance is more 

degraded than in high road surface friction cases, compared to the known road surface 

friction case.  This degradation is due to the overestimation of the reference vehicle 

motions based on the feedback states.  Overestimation leads to low control input which is 

insufficient to control vehicle motions. 

 
(a) Exact known road surface friction (CarSim and EKF estimation) 

 

 
(b) Model-plant mismatch for road surface friction (CarSim and EKF estimation) 

 
Fig. 5.19 Performance metrics of (a) exact known road surface friction for the controller 

and (b) model-plant mismatch (Controller: 0.9Hμ = , Plant: various Hμ ) during Sine-
With-Dwell maneuver 
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(ii) VSC performance with road surface friction adaptation 

In this section, a road surface friction estimation is designed based on a simple 

logic that uses longitudinal and lateral accelerations by following the design concept 

presented in (Eckert, 1998). 

  

2 2

x ya a

g
μ

+
=  (5.9) 

The resultant acceleration of the longitudinal and lateral accelerations can 

represent a pick-value under a limit driving maneuver.  The road surface friction 

estimation algorithm in Fig. 5.20 allows the estimated road surface friction to be greater 

than the nominal road surface friction which starts with a high road surface friction (ex. 

1Hμ = ) and updates the nominal road surface friction using Eq. (5.9) only when the 

stδ{ xa

ya

xV

r
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xdesa

desr{

2 2

int

x y
a a

g
μ

+
=

intμ
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Fig. 5.20 Flow chart of road surface friction estimation algorithm 
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driving maneuver belongs to limit maneuvers.  In other words, the algorithm does not 

update the estimated road surface friction when a driving maneuver is not severe because 

the controller can handle the tracking of desired vehicle motions.  The detailed algorithm 

of the road surface friction estimation is as follows: 

Data initialization: 

Minimum steering input rate: 
min

δ ,  

Maximum counting number for the case 0VSCI = : 
MaxNμ   

Step 0:  

Set up initial nominal road surface friction ˆ 1Hμ = , updating count number 0Nμ = , 

controller activation index at previous sample time 
_ 0VSC oldIndex =  

Step 1:  

(a) Measure accelerations ,x ya a , yaw rate, and steering input δ  

(b) Set a controller activation index 
VSCIndex , i.e., ( 0VSCIndex = : controller off and 

1VSCIndex = : controller on) and update the counting number Nμ  

  

_

_

_

1 & 1, 0

0 & 1, 1

0 & 0, 1

VSC old VSC

VSC old VSC

VSC old VSC

If Index Index N

If Index Index N

If Index Index N N

μ

μ

μ μ

= = =

= = =

= = = +

 

(c) estimated the internal road surface friction 2 2

int /x ya a gμ = +   

Step 2:  

(a) If 1VSCI = or 
MaxI Iμ μ≤ , go to Step 2(b). Otherwise, go to Step 3.  

(b) Calculate the derivatives of internal road surface friction, desired yaw rate, desired 

acceleration, and measured acceleration (ex. int
int

ˆ
H

ST

μ μ
μ

−
= ) to detect vehicle motion 

saturation. 

(c) If 
int 0μ < and 

min
r r> ,  go to Step 3. 

(d) Otherwise, update the road surface friction 
int

ˆ
Hμ μ= . 

Step 3:  

Reset 
oldδ δ=  and 

_VSC old VSCIndex Index=  and go back to Step 1. 
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(iii) Road surface friction estimation: 

Road surface friction estimation is performed using a CarSim vehicle model.  The 

controller uses the estimated values using EKF given in Section 5.3.3 with the same noise 

condition on the measurement.  This assumes the acceleration measurements are free of 

extraneous noise or coupling of body roll to acceleration bias - we assume that suitable 

filtering and compensation has been carried out.  

In Fig. 5.21, the road surface friction adaptation algorithm shows that the 

estimated value is only close to the true road surface friction when the vehicle motion 

corresponds to peak transient motions.  In other words, when the vehicle motions are not 

so severe as to lead to maximum acceleration, the road surface friction tends to be a 

somewhat lower estimated value than the actual value, even though the controller is 

activated because the logic is based on the measured combined longitudinal and lateral 
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Fig. 5.21 Examples of road surface friction estimation during Sine-With-Dwell 
maneuver under three different driving conditions (CarSim and EKF estimation) 

 

 

Fig. 5.22 Performance metrics of the road surface friction adaptation using the fixed-
weight LTV MPC during Sine-With-Dwell maneuver (CarSim and EKF estimation)  
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accelerations.  The estimated road fiction is updated and sometimes held during transient 

motion in Fig. 5.21.   

As shown in Fig. 5.22, the controller with the road surface friction adaptation can 

control vehicle motions similar to the exact model-plant match case in Fig. 5.19 (a).  This 

controller also addressed the undesirable vehicle motions compared to the controller 

without road surface friction adaptation. 

 

5.4 MORE COMPLEX DRIVING MANEUVERS 

This section aims to demonstrate that the FICC can be employed for more 

complex maneuvers by tracking an additional longitudinal motion tracking objective as 

well as the lateral and yaw motion control which can be found in the conventional vehicle 

stability control.  This situation is realized by an open-loop brake-in-turn maneuver under 

various road surface friction conditions and a closed-loop lane change maneuver under 

low road surface friction where a driver is supposed to apply full braking during both 

maneuvers.  In particular, the brake-in-turn maneuver causes the left and right-hand side 

braking forces to be unbalanced due to a load transfer which then triggers undesirable 

yaw motion.   

In this study, the vehicle responses of the FICC are compared to those of the pure 

braking control using a simply designed ABS to maximize braking force by tracking pre-

defined peak slip ratio, even though commercial ABS controllers include the 

functionality with more sophisticated rules to compensate for undesirable yaw motions 

resulting from the unbalance right and left braking forces. (Bosch, 2004)   

 

5.4.1 OPEN-LOOP BRAKE-IN-TURN MANEUVER 

First, the controller is tested for the open-loop step-steer maneuver during brake-

in-turn under 9 different driving conditions- 3 different road surface friction (0.3, 0.6, 
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1.0) and 3 different initial speeds (60 km/h, 80km/h, 100km/h) with the step steer 

handwheel angle 180 degrees.   

Figs. 5.23 and 5.24 show a direct comparison of two controllers in terms of 

vehicle responses and trajectories including moving distance for 4 seconds under low 
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Fig. 5.23 Vehicle responses during the open-loop brake-in-turn maneuver (CarSim and 
EKF estimation. 0 60 /U km h= , 0.3Hμ = , HWδ =180deg) 
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Fig. 5.24 Vehicle trajectories during the open-loop brake-in-turn maneuver (CarSim and 
EKF estimation. 0 60 /U km h= , 0.3Hμ = , HWδ =180deg) 
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road surface friction.  As shown in Fig. 5.23, there is a balance between longitudinal and 

lateral acceleration clear from 0 second to 2 second to prevent sideslip increase.  

Moreover, Fig. 5.24 shows that the large sideslip of the ABC controller leads to a large 

cornering radius due to drift-out.  However, the proposed VSC achieves smaller 

cornering radius, but sacrifices the longitudinal deceleration in terms of moving distance, 

VSC (d=51.92) and ABS (d=47.15).  

Fig. 5.25 shows the vehicle performance in terms of RMS yaw rate tracking error, 

maximum sideslip and RMS braking torque.  The pure ABS controller shows the drift-out 

phenomena with a large sideslip angle particularly under low road surface friction.  

However, as shown in Fig. 5.26, the FICC controller can maintain vehicle stability for 

 
Fig. 5.25 Performance metrics of the ABS controller during an open-loop brake-in-turn 

maneuver HWδ =180deg (CarSim and EKF estimation) 

 

 
Fig. 5.26 Performance metrics of the FICC controller during an open-loop brake-in-turn 

maneuver HWδ =180deg (CarSim and EKF estimation) 
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overall driving conditions by preventing sideslip increase and sacrificing the longitudinal 

deceleration. 

 

5.4.2 CLOSED-LOOP LANE CHANGE MANEUVER 

For the lane change maneuver with full braking, the close-loop steer maneuver is 

performed with using the MacAdam driver model built in the CarSim.  The MacAdam 
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Fig. 5.27 Performance comparison during the closed-loop lane change maneuver with 

an ideal driver (CarSim and EKF estimation, 0 60 /U km h= , 0.3Hμ = ) 
 

 
Fig. 5.28 Vehicle trajectories and handwheel steer inputs during the closed-loop lane 

change maneuver with an ideal driver (CarSim and EKF estimation. 

0 60 /U km h= , 0.3Hμ = ) 
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driver model is an optimal preview driver model designed to minimize the deviation 

between a target trajectory and the predicted trajectory using a linear vehicle model up to 

the preview time.  The characteristics of the MacAdam driver model can be specified 

using the preview time and delay time.  In this study, the preview time and the delay time 

are 1.1 second and 0.2 seconds respectively (Macadam, 2003).  The handwheel steer and 

handwheel steering rate are limited to 360 degrees and 1200degree/s, respectively.  

Fig. 5.27 shows the performance comparison (maximum handwheel steer, RMS 

yaw rate tracking error, peak sideslip and RMS braking torque) of the ABS controller and 

the FICC controller during the lane change maneuver with an ideal driver (driver model, 

DM) under the low road surface friction.  The benefits of the FICC are less max 

handwheel input, smaller yaw rate tracking error and sideslip, compared to the ABS 

controller with the driver model.  In Fig. 5.28, the vehicle trajectory of the ABS 

controller shows greater lateral displacement and large driver steering input when the 

vehicle moved into the second lane around the X-coordinate 45m.  This seems to cause a 

loss of steerability due to spin-out.  This spin-out leads to a driver counter steer too 

severe to reach the handwheel steer limit.   

 

5.5 ACTUATOR FAILURE MITIGATION 

In this section, actuator failure mitigation is investigated using the integrated 

chassis control to show the flexibility of the FICC to handle various vehicle conditions.  

The FICC is designed with additional active front steering control along with the 

individual controllable braking control at four wheels.  The reason for this additional 

steering control is to enhance handling responsiveness by directly steering vehicle 

motions, especially, during braking failure situations.    

Braking system failure can occur under ordinary driving conditions due to 

defective parts, severely worn parts, degraded parts or mechanical damaged parts (i.e. a 
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bleeder valve fracture or brake hose leakage caused by road debris) (Limpert, 1999).  

Some of these causes of brake failure can be detected by an ABS module that includes an 

electrical signal check such as a short or operational range of a circuit, wiring harness, 

pressure sensor, wheel speed sensor or other electric components.  A model-based fault 

detection for a brake actuator can be found in (Rajamani et al., 2001) and (Song et al., 

2003).  With respect to the fault tolerant control for brake failure with the VSC, Hac et al 

(Hac, 2006; Hac and Dickinson, 2006) presented two approaches: rule-based control and  

optimal-based coordinated control.  They considered the Brake- and Steer-by-Wire 

Systems and assumed known faults where Fault Detection Isolation (FDI) was available 

and no braking force was generated at the failed actuator.  The rule-based control applied 

different rules depending on the amount of braking force loss due to actuator failure.  On 

the other hand, the coordinated control was designed by optimization techniques using 

linear programming for dynamic inversion with inequality constraints.   

In this study, brake failure is assumed to be detectable by the FDI technique, 

which can be found in brake health monitor systems of conventional ABS systems.  

Further, no braking force is assumed at the wheel with brake failure, for simplicity.  Four 

different control scenarios are investigated under the assumption of front left wheel brake 

-5 0 5 10 15 20 -5 0 5 10 15 20 -5 0 5 10 15 20 -5 0 5 10 15 20

0

10

20

30

40

50

60

70

 Y (m)

 X
 (

m
) 

ABS
d =38.89m

at 2.67s (t
s
)

LTV-MPC(Brake only)
d =50.84m

at 4.41s (t
s
)

LTV-MPC(Brake+AFS)
d =47.74m

at 4.18s (t
s
)

LTV-MPC(Brake+AFS)
d =49.97m

at 4.34s (t
s
)
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failure: (1) a simple ABS control without yaw moment compensation, (2) brake-based 

LTV-MPC with known failure information, (3) integrated LTV MPC using brake and 

AFS with known failure information, and (4) integrated LTV MPC using brake and AFS 

with unknown failure information.  When failure information is known, the MPC 

controller treats the failure as a constraint.  When failure information is unknown, the 

MPC controller calculates its control output based on nominal constraints such as wheel 

slip ratio limit.  The simulation is performed using CarSim vehicle model for the open-

loop straight lane driving with full braking on a dry road ( 0.9sμ = ) with an initial speed 

80km/h.  The MPC design parameters of the integrated control are given in Table  E.2. 

Fig. 5.29 shows the vehicle trajectory until the vehicle stops at 
st after braking, 

except for the ABS case where 
st  represents the time at which the vehicle spins out with 

a sideslip angle of 90 degrees.  All LTV-MPC controllers enable the vehicle to stop 

without spin-out.  In particular, the integrated LTV-MPC controller with known failure 

information shows the best performance in terms of the small deviation from the straight 

lane and short stopping moving distance.  The integrated controller without failure 

information shows better performance than the ABS controller, but worse performance 

than the integrated LTV-MPC controller with known failure information.   

Fig. 5.30 shows vehicle responses in terms of yaw rate, side slip, longitudinal and 

lateral accelerations for four different control scenarios. As can be seen in Fig. 5.30, the 

ABS control causes the vehicle to spin out due to brake failure; however, all LTV-MPC 

controllers maintain vehicle stability in terms of the yaw and sideslip responses. 

The counter steer of the integrated controllers is presented in Fig. 5.31.  As the 

vehicle tends to turn to the left-hand side at the beginning, the counter-steer to the right-

hand side is applied by the AFS to correct vehicle motion.  When the failure information 

is not available, the magnitude of the active front steer is larger than that resulting from 

the known failure information.  This seems to occur because of an unbalance in braking 

force.  This unbalance occurs in response to inappropriate control commands by the 
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MPC, which relies on braking apportionment at all wheels, even though one of wheels is 

not available.  Thus, this unbalanced braking force leads to a larger steering control to 

compensate for the undesirable yaw motion.  

 

5.6 FEASIBILITY OF REAL-TIME IMPLEMENTATION 

5.6.1 PC-BASED REAL-TIME SIMULATON 
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The feasibility of real-time implementation is demonstrated using Matlab toolbox 

Real-Time Windows Target, which includes C Mex S-function block in Simulink, on a 

Pentium PC platform (Intel Centrino 1.6GHz Processor).  The Real-Time Windows 

Target provides a PC solution, Software-in-the-loop simulation, for the design and testing 

of real-time systems similar to Hardware-in-the-loop simulation (HILS) except that it 

uses a single PC as a host and target, while HILS consists of actual hardware and a 

computer that provide virtual plant or controller.  The various application of the HILS in 

chassis control systems can be found in (Sorniotti, 2004; Park et al., 2005; Schuette and 

Waeltermann, 2005; Sorniotti et al., 2006)  
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Matlab QP solver during Sine-With-Dwell maneuver (8 DoF) 
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The LTV-MPC approach is one possible approach to real-time implementation in 

terms of a fast and reliable solver that is based on convex optimization, a subfield of 

mathematical optimization.  The LTV-MPC properties can be described as follows: (a) 

the optimal solution is a global minimum when a local minimum exists, (b) the global 

minimum solution is convex, and (c) there exists at most one minimum if the 

optimization problem function is strictly convex. 

In this study, the real-time quadratic (RT-QP) solver used in C Mex S-function is 

FSQP (Feasible Sequential Quadratic Programming), which can solve nonlinear 

constrained optimization as well as quadratic linear constrained optimization. FSQP was 

originally developed by Andre Tits' research group at the Institute for Systems Research 

(ISR), University of Maryland, College Park.  Two versions of FSQP are available - 

CFSQP Version 2.5d (C version) and FFSQP Version 3.7b (Fortran version).  The 

detailed procedures of the PC-based real-time simulation is provided in Appendix D.   

Using Matlab toolbox Real-Time Windows Target, the proposed vehicle stability 

controller was successfully performed in Software-in-the-loop simulation as real-time 

development environments for the typical MPC design parameters of this thesis, i.e., 

sample time 0.002 , 10, 1s P UT s H and H= = = .  In the next section, more quantitative 

approaches are presented to investigate the effect of control design parameter to the real-

time controller development in terms of computational loads. 

 

5.6.2 EVALUATION OF REAL-TIME SIMULATION PERFORMANCE  

(i) Comparison of controller performance between the real-time QP solver and  
off-line QP solver 

First, this section evaluates the accuracy of the controller design using the RT 

solver and compares the latter to a controller based on popular commercial software, 

Matlab QP solver-quadprog (The MathWorks, 2006a).  The difference between each 

VSC controller is compared by investigating controller performance.  The simulation is 
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performed under the same simulation environment such as the brake-based LTV-MPC 

controller, an 8 DoF nonlinear vehicle model for a Sine-With-Dwell maneuver on a dry 

road with an initial speed of 80 km/h, and the same control design parameters.  

As shown in Figs. 5.32 and 5.33, the vehicle responses are almost identical to 

each other, except that the VSC using RT-QP solver shows a little less peak yaw rate and 

sideslip.  This difference resulting from the VSC seems to be due to the difference in the 

programming development environment.  For example, the VSC using RT-QP solver was 

developed using C-programming language and the VSC using Matlab tool box QP solver 

was developed using Matlab/Simulink, but both QP solvers provide the same optimal 

solution for a simple optimization problem.  

(ii) Computational load of the real-time QP solver 

This section focuses on the quantitative evaluation of the feasibility of real-time 

implementation by running the real-time QP solver-based controller on a Pentium PC 

platform (Intel Centrino 1.6GHz Processor).  The feasibility of real-time implementation 

is measured by the mean value of real-time ratio, which is defined by the computational 

time on the PC platform versus nominal simulation time on Matlab/Simulink 

environment.  This mean value of real-time ratio represents the average computational 
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Fig. 5.34 Simulink block for the evaluation of real-time simulation performance 
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load during the controller operation.  As shown in Fig. 5.34, the Simulink block is 

simplified by loading vehicle information which is used for the controller instead of using 

a vehicle model.  Unlike the mean value of real-time ratio, the peak value of real-time 

ratio defined based on each instant, although the entire simulation time can be used 

directly to assess the feasibility of the real-time implementation.  In other words, when 

the peak real-time ratio is less than one, this mean that the direct implementation of the 

control signal from the PC to real systems is theoretically possible.  However, an 

appropriate interface between the PC and real systems is necessary and this can be 

achieved with additional interfacing software and hardware such as LabVIEW, dSPACE 

AutoBox system and Opal-RT, and can be found in HILS implementation or a real car 

test (Borrelli et al., 2005; Park et al., 2005; Sorniotti et al., 2006; Falcone et al., 2007a).   

In this study, the computational load in terms of the mean value of real-time ratio 

is first evaluated for different sample times where the computational time on the PC 

platform is inversely proportion to the sample time by assuming that the controller 

performs its computation procedure once at each sample time.  The reason to consider the 

sample time is that this is one way to reduce the computational capacity necessary to find 

a solution within a limited time interval.  The smaller sample time (high sample rate) 

represents a fast controller which can perform the computation procedure many times 

over at each sample instance for a certain controller operation time interval.  Regarding 

other design parameters, such as output prediction horizon, control prediction horizon 

and stopping criterion of the MPC solver, these factors can be critical issues for real-time 

implementation in large plant systems such as chemical plants (Findeisen, 2005) and 

nonlinear MPC problems.  However, the development of efficient computational 

hardware in recent years helps the controller to address the computational capacity 

including computer memory size.  Moreover, the vehicle control systems based on the 

convex linear quadratic optimization is more suitable for the real-time implementation 

than nonlinear MPC solver-based controller because an optimal solution of the convex 
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linear quadratic optimization always exists, whereas the nonlinear optimization does not 

guarantee this.   

Fig. 5.35 shows the mean value of real-time ratio with respect to sample time, 

output prediction horizon and control prediction horizon using the LTV MPC-based VSC 

controller with fixed weights of MPC cost function during the brake-in-turn step steer 

maneuver ( HWδ =180deg, 0 60 /U km h= , 0.3Hμ = ).  Fig. 5.35(a) shows the mean value of 

real-time ratio with respect to several sample times from 0.002 to 0.05 second and 

different prediction horizon PH .  The effect of the prediction horizon PH  and control 

horizon UH is shown in Figs. 5.35(b) and (c) for fixed sample time 0.01s and 0.002s, 

respectively.  The mean value real-time ratio varies inversely with respect to sample time 

ST , output prediction horizon PH , and control prediction horizon UH .  Most notable is 

that the effect of the control prediction horizon is more dominant than other factors.   

Fig. 5.36 shows the number of iterations required for the QP solver to converge at 

each instant, and can be considered as a surrogate for real-time ratio when the 

computational load is proportional to the number of iterations the QP solver needs to find 

optimal solutions.  This iteration number depends on particular driving conditions, for 

example, the iteration number during initial transient motions is higher than it is for the 

later vehicle motions, as shown in Fig. 5.36.  The maximum iteration number of the QP 

solver is proportional to the control prediction horizon, however, less sensitive to the 

2 4 6 8 10
0

5

10

15

20

25

Real time(RT) ratio: H
P
 vs. H

U

H
P

R
T

 r
a
ti

o

H
U
(1)

H
U
(4)

H
U
(7)

2 4 6 8 10
0

5

10

15

20

25

Real time(RT) ratio: H
P
 vs. H

U

H
P

R
T

 r
a
ti

o

H
U
(1)

H
U
(4)

H
U
(7)

0 0.01 0.02 0.03 0.04 0.05
0

1

2

3

Real time(RT) ratio: Ts vs. H
P

Ts (s)

R
T

 r
a
ti

o

H
P
(2)

H
P
(5)

H
P
(10)

H
P
(20)

Fig. 5.35 Mean value of real-time ratio with respect to (a) sample time and PH  (fixed 
1UH = ), (b) PH  and UH of the LTV MPC-based VSC (fixed 0.01sT s= ), and PH  and 

UH of the LTV MPC-based VSC (fixed 0.002sT s= ) 
 



96 

sample time.  The minimum number of QP solver iterations is exactly proportional to the 

control prediction horizon.   

According to the quantitative evaluation in terms of real-time ratio and the 

number of iterations required for the QP solver, the smaller values of sample time, output 

prediction horizon and control prediction horizon are preferable for lower computational 

load; however degradation of controller performance is expected.  Thus, the appropriate 

trade-off between controller performance and hardware cost should be considered 

because a high level of computer performance is usually more costly to implement.   

 

5.7 SUMMARY 

The benefits of VSC are first evaluated using as a guideline controller tuning that 

maintains vehicle sideslip at less than 5 degree from a handling stability viewpoint as first 

priority, and then minimizes the yaw rate tracking error from a handling responsiveness 

viewpoint.  The off-line tuning using commercial optimization software was performed 

by minimizing the cost function defined as the RMS yaw rate tracking error with a 

sideslip constraint of ( ) 5 degtβ ≤ .  

For the exact model-plant match, the proposed LTV MPC-based controller 

achieves stable vehicle motion more efficiently than both the rule-based reference 
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controller and the LTI MPC-based controller during a Sine-With-Dwell maneuver.  The 

LTV MPC-based controller also uses significantly less brake torque, while providing a 

vehicle response very similar to the rule-based controller.  Regarding the rule-based 

controller, a more sophisticated design may improve its performance, but developing 

appropriate control rules for this would require considerable time and effort.  By keeping 

overall vehicle motions similar to those of other control scenarios, the simulation results 

confirm the benefits of the flexible actuator apportionment as a result of updating the 

nonlinearity of the MPC model compared to simple reference controllers.   

The robustness of the controller is investigated for various driving conditions, 

model-plant mismatch, actuator time constants, vehicle state and road surface friction 

estimation.  Through numerous simulation studies, the dominant factors of the proposed 

control design parameters are the choice of the weights of the cost function and the 

reference vehicle motions which is saturated by road surface friction.   

The effectiveness of the proposed controller was successfully demonstrated 

during more complex drive maneuvers by adding longitudinal full braking demand as 

well as lateral and yaw motion tracking.  The flexibility of the controller in terms of 

actuator extension was shown to mitigate actuator failure using AFS and braking control.  

The feasibility study of real-time implementation was performed through the PC-based 

real-time simulation using Matlab toolbox Real Time Simulation Target. 

The next chapter will consider an added level of functionality based on the same 

control structure, an autonomous control for collision avoidance systems (CAS); here the 

main control architecture is left intact, and reference vehicle motions are adapted in the 

upper layer.  

 



 

98 

 

CHAPTER 6  

CONTROL METHODOLOGY FOR COLLISION AVOIDANCE SYSTEMS 

This chapter considers an autonomous driving functionality for the collision 

avoidance systems (CAS) using the FICC, as described in 3.1.  The proposed control 

methodology includes both lateral and longitudinal control, extending the functionality of 

the vehicle stability controller by adapting the reference vehicle motions at the upper 

level of the controller.  The reference vehicle motions of CAS in the upper layer are 

obtained by simple and real-time implementable control logic, a kinematic policy (KP) 

for collision avoidance. The KP determines reference yaw rate and two-dimensional mass 

center accelerations using simple information about range and azimuth angles for 

multiple points that bound the available vehicle trajectory, and prioritizes yaw motion 

response based on the worst case collision threat.  This KP approach for CAS is more 

practical than trajectory tracking approaches which can be found in conventional optimal 

driver model or collision avoidance control because the KP does not need a pre-defined a 

reference path and does not need any computationally intensive optimization of the 

vehicle motion control.  The decision or timing of driver’s input overriding will not be 

covered.  Further for simplicity road circumstance information such as road boundary and 

obstacle detection (Prakah-Asante et al., 2003) is assumed available.  

The background of the collision avoidance systems is summarized in Section 6.1. 

The overall control architecture and the KP are briefly described in Section 6.2 and in 

Section 6.3, respectively.  The controller implementation is given in Section 6.4. Then 

Section 6.5 presents simulation results.  Finally, Section 6.6 summarizes findings and 

presents overall conclusions from the study.    
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6.1 REVIEW OF COLLISION AVOIDANCE SYSTEMS 

Vehicle safety devices have been developed to avoid car crashes and minimize 

harmful effects of accidents.  These vehicle safety devices include both passive and 

active safety systems: the passive safety systems such as airbags or seatbelts are aimed to 

reduce injury after an accident, and the active safety systems such as ABS (Anti-locking 

Braking System) or VSC (Vehicle Stability Control) are primarily designed to prevent car 

accidents from occurring at first.  Recently, the evolution of the vehicle safety systems 

are aimed to provide solutions such as collision avoidance systems (CAS) by providing 

warnings to the driver, or even control commands to the vehicle to avoid or minimize the 

harmful effects of an accident (Takahashi and Asanuma, 2000; Beutnagel-Buchner et al., 

2004; Knoll, 2006; Ohue et al., 2006). 

The CAS can be achieved by maximizing braking forces to minimize stopping 

distance or by conducting evasive maneuver to avoid an obstacle.  For minimum stopping 

distance control, methods to obtain activation timing may be found in (Seiler et al., 1998; 

Zhang et al., 2006).  For evasive maneuvers, path-following methods have been proposed 

where the target trajectory is obtained using optimization technique (Macadam, 2003; 

Gordon and Best, 2006; Hattori et al., 2006)  or string theory (Sledge Jr. and Marshek, 

1998; Hilgert et al., 2003).  In (Hattori et al., 2006), a nonlinear optimization method was 

used to calculate optimal target trajectory and optimal chassis control was implemented 

to achieve the target trajectory.  

The path following approach to collision avoidance is however complex and 

requires two stages of optimization (first define the intended path, then apply steering 

and/or brakes to follow that path) that may need to be repeated at high frequency in the 

rapidly changing conditions prior to a crash or near crash.  In order to provide a driver 

model without a target trajectory generation, Gordon and Magnuski proposed a simple 
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kinematic policy which determines reference inputs using simple information about range 

and azimuth angles for multiple points that bound the available vehicle trajectory 

(Gordon and Best, 2006).  In that paper, it was shown that normal driving – lateral and 

longitudinal vehicle control using road boundaries to constrain the trajectory – is possible 

without the need to pre-define a reference path, and without need for computationally 

intensive optimization.  Indeed, for collision avoidance applications, this reference may 

be obtained from commercially available radar systems, so the method appears attractive 

from the practical perspective.  

 

6.2 OVERALL CONTROLLER STRUCTURE 

Flexible Integrated Chassis Control for CAS shares the same hierarchical 

architecture as the VSC, consisting of three layers: (1) vehicle motion control as an upper 

layer, (2) an intermediate layer for the actuator apportionment using Model Predictive 

Control (MPC) and (3) a lower layer for individual actuator control.  Compared to the 

upper layer design of the FICC for VSC, the FICC for CAS uses a kinematic policy 

instead of a driver’s braking command through brake pedal and the steady state bicycle 

model for a reference yaw motion in the VSC to determine longitudinal and yaw 

reference vehicle motions respectively.  More detail of the kinematic policy is presented 

in Section 6.3, and the details of the upper layer design are described in Chapter 3. 

For actuator apportionment, the MPC of the FICC for CAS also is designed using 

a 3DoF nonlinear vehicle model (longitudinal, yaw and side slip) as a predictive model 

with Active Front Steer in addition to the brake actuators.  

For simplicity, it is assumed that all vehicle variables, brake torques, tire forces 

and the surface friction coefficient are available to the controller by direct measurements 

or appropriate estimations (Ray, 1997; Bevly, 2004).  
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6.3 KINEMATIC POLICY  

6.3.1 KINEMATIC POLICY PRINCIPLE  

The vehicle motions, in the form of reference yaw rate and two-dimensional mass 

center accelerations, are determined using a kinematic policy for collision avoidance 

previously proposed in the context of a driver model (Gordon and Magnuski, 2006).  The 

kinematic policy uses simple information about range and azimuth angles for multiple 

points that bound the available vehicle trajectory, and prioritizes yaw motion response 

based on the worst case collision threat.  For simplicity, road information is supposed to 

be available by radar, vision systems or other devices with appropriate signal processing 

(Prakah-Asante et al., 2003).   

In Fig. 6.1 (a), the motion of the right front corner of the vehicle Q is viewed 

relative to the motion of a static right-hand boundary point of the road, P.  The 

combination of vehicle mass center velocity Gv  and vehicle yaw rate r , if perceived as 

constant, projects an arcing motion of Q relative to P.  The figure illustrates the critical 

case where forward motion would intersect with the boundary point.  The same geometry 

is redrawn more simply in Fig. 6.1 (b) where id is the relative distance from the front 

corner and iφ  is an azimuth angle at the i th  boundary point.  

From this, the arc radius iR  is found to be 
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and for scalar vehicle speed GU = v , the critical yaw rate ir  is given by  
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This is results in a simple multi-point geometric criterion for avoidance on both 

boundaries simultaneously: 

 ( ) ( ( ) ) 0i i ie t r t rσ= ⋅ − ≤  (6.4) 

Here ( )r t  is the current vehicle yaw rate and ir  is given in Eq. (6-2).  Yaw velocity 

correction is then based on the star point - if any reference point conflicts with condition 

in Eq. (6.4), *i  denotes the ‘worst offender’: 

 * arg(max )i
i

i e≡  (6.5) 

and the yaw velocity reference is given by the corresponding yaw rate 

 *ref i
r r=  (6.6) 

If on the other hand condition in Eq. (6.4) is satisfied by all points within the horizon, no 

steering correction is assumed to be required, and this is implemented via 

 ( )refr r t=  (6.7) 

For a normal driving speed control as a simple autonomous driver model, the normal 

driving target speed is defined in terms of a conservative deceleration requirement to the 

horizon point in (Gordon and Magnuski, 2006):  

 2ref ref HU a d=  (6.8) 

where ( ) ( ) ( )H H Dd t t t= −x x  is the instantaneous distance from the driver to the horizon 

point, and 
refa is a given fixed reference acceleration.  However, unlike the normal 

driving speed control, the reference speed to achieve full braking is determined by a 

proportional control using a feed-back current acceleration as given in Chapter 3.  

 ( )( )( ) ( )ref ref P accel ref s refU U t a K a a t T if a full braking= + + − ⋅ ∈  (6.9) 
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6.3.2 KP DESIGN PARAMETER 

The critical yaw rate given in Eq. (6-2) is a function of an azimuth angle and 

relative distance of lane boundary points.  Thus the modification of the critical yaw rate 

change can be obtained by introducing two design parameters: a compensation time lag 

compτ and a safety margin radius SFρ , as shown in Fig. 6.2.  The compensation time lag 

compτ  is aimed to model driver anticipation used to offset actuator time delay or phase lag 

in a yaw motion.  The safety margin radius SFρ  is intended to make the control a little 

aggressive by modifying the azimuth, i.e., decreasing the azimuth for the right-hand 

boundary point and increasing the azimuth of the left-hand boundary point, inversely.  

The modified azimuth ,comp iφ at the i th  boundary point is as follows: 

 , , ,comp i orginal i SF iφ φ φ= −  (6.10) 

Here the original azimuth angle and the safety margin angle are 1

,
ˆcos ( )orginal i V iφ −= e di , 

,
ˆ/SF i SF iφ ρ= d , respectively.  Ve is a unit vector coinciding with a vehicle heading angle, 

and ˆ
id  represents the compensated relative distance with anticipated vehicle motions in 

terms of  a compensated coordinate ˆ ˆ( , )CGX Y  and yaw angle ψ̂ , which is evaluated using 

current longitudinal an lateral velocities ( xV and 
yV ), yaw rate r and the compensation 

time lag 
compτ :  

 ˆ ˆ( cos sin ) , ( sin cos )x y comp x y compX X X X V V Y Y Y V Vψ ψ τ ψ ψ τ= + Δ = + − = + Δ = + (6.11) 

 and ˆ
comprψ ψ τ= +   

YΔ

ψ

,orginal iφ

,comp iφ

,SF iφ
SFρ

r
XΔ

id

Ve

ψ̂

( , )CGX Y

ˆ ˆ( , )CGX Y

Gv
Ve

 
 

Fig. 6.2 Concepts of compensation time compτ  and safety margin radius SFρ  
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Moreover, the minimum preview distance 
0 mind is used to prevent the critical yaw rate 

from becoming too large when the relative distance id  is too small: 

 0 min max(5, )G compd τ= ⋅v  (6.12) 

The compensation time 0.2 seccompτ = and the safety margin radius is 0.5SF mρ =  

except the corner point ‘
cP ’, which is assumed as a known position, as show in Fig. 6.4. 

At the corner point, the adaptive safety margin radius is used as follows. 

 corner 0 min( ) ( ( ) )  SF corner SF SFRt K d t dρ ρ= + −  (6.13) 

Here SFRK is constant (0.18), corner ( )d t is the relative distance between the vehicle and the 

corner point of the boundary, and 0 mind is given in Eq. (6.12).  The purpose of Eq. (6.13) 

is to generate more aggressive steering input by increasing its azimuth angle to move fast 

toward the target lane when the distance of the corner point is large.   

Regarding the reference speed control, the reference acceleration and the 

proportional gain in Eq. (6.13) are 1refa g= − ⋅  and 3P accelK =  respectively where g is a 

gravitational acceleration 9.8 2/m s , ( )a t  is a current resultant acceleration of 

longitudinal and lateral accelerations,  and sT  is a sample time.  Then the reference speed 

refU  is used as a reference longitudinal velocity for the intermediate layer under the 

assumption of relatively small lateral velocity. 

 

6.4 CONTROLLER IMPLEMENTATION 

The proposed controller was investigated under an emergency lane change 

maneuver with full braking where vehicle motions correspond to severe transient 

maneuvers.  Simulations were performed in the CarSim (Mechanical Simulation, 2004) 

and Matlab/Simulink simulation environment(The MathWorks, 2005).  A standard ‘big 

sedan’ model in the CarSim is used as well as the MacAdam driver model built in the 

CarSim used to run a closed-loop steering maneuver as an idealized driver that may be 

compared with the proposed controller.  The characteristics of the MacAdam driver 
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model is specified using the preview time 1.1 second and delay time 0.2 seconds, 

respectively (Macadam, 2003).  The CarSim plant model is simulated with a fixed time 

step 0.002s on a dry road ( 0.89Hμ = ).  

 

6.4.1 COURSE LAYOUT AND VEHICLE OUTLINE 

Fig. 6.3 shows the course layout for emergency lane change maneuver as well as 

the basic vehicle outline.  The center line of the road is used as a normal target trajectory 

for the driver model and its curvature is smoothed by corners of radii 1R  and 2R .  We 

should mention that this trajectory is very important for the driver model performance but 

the trajectory used in this paper seems to be suitably simple and effective for the relative 

comparison with the proposed controller.  The geometry data of the vehicle outline 

corresponds to a mid-size passenger car.  The clearance between the vehicle outline and 

the lane boundary is important to assess the vehicle motion after lane change because a 

large clearance allows greater lateral displacement or yaw motion. 

 

6.4.2 VEHICLE MOTION CRITERA AFTER LANE CHANGE 

The vehicle motion criterion after lane change is defined using the vehicle outline 

and lane boundaries.  Any point on the vehicle outline with x-coordinate inside the 

Lane Width (3.5 )m

Lane offset(3.5 )m

1 obsR d=

2 1.5 obsR d= ×

obsd

WF

X

Y

ACL

C AC BCL L L= +

BCL

WF

CL

L

rt

rt

( 1.81 , 2.99 )AC BCL m L m= =

L

 
Fig. 6.3 Course layout for emergency lane change and vehicle outline 
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shaded area of Fig. 6.4 should stay within the lane boundaries.  In other words, the 

vehicle motion criteria can be written 

 
where

{ ( , ) : ( , ) ( ( ), ( )) , 0}

and 0

right hand boundary left hand boundary

vehicle obs outline of vehicle

right hand boundary left hand boundary

Y Y Y

P X Y X d and X Y x t y t t

Y Y

− −

− −

< <

= > ⊂ >

< <

 (6.14) 

Here, vehicleP  represents a set of the vehicle outline points which x-coordinate is greater 

than the obstacle distance for all time t.   

 

6.4.3 MPC DESIGN 

Regarding actuator apportionment, the reference vehicle model for the MPC is a 3 

DoF nonlinear vehicle model which consists of longitudinal, lateral and yaw motions 

with four wheels.  The linearized first-order state-space equation at non-equilibrium 

points consists of the state vector [ , , ]T

x yx V V r= , the vector input of slip ratios and front 

steering input, 1 2 3 4[ , ] [ , , , , ]T T

x f x x x x fu s s s s sδ δ= = , corresponding to the individual four 

wheel braking control and active front steering control, respectively.  Disturbance model 

was not considered.  The outputs corresponding to vehicle performance variables are 

longitudinal speed, side slip, and yaw rate, [ , , ]T

xy V rβ= .      

For simplicity, the weighting parameters in the cost function are reduced to a 

series of constant diagonal matrices by applying constant values up to the prediction 

horizon.  The following weights were chosen in this study: the weight of outputs is 

obsd
( ( ), ( ))outline of vehiclex t y t

left hand boudaryY −

righ hand booudaryY −

ccorner point 'P '  
 

Fig. 6.4 Vehicle motion criteria after lane change 
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[ , , ] [1, 150, 50]
xy V rQ Q Q Qβ= =  for longitudinal, lateral and yaw motions, the weight of 

control inputs is [ , ] [200, 200]U sxQ Q Qδ= =  for braking and steering control, and the 

weight of the change of control input is [ , ] [200, 200]U sxQ Q Q δΔ Δ Δ= = , respectively.  Of 

course there is considerable freedom to choose these weights, and the values selected 

here were chosen based on informal tuning of responses from multiple simulations.  Once 

determined however, they were not tuned further based on particular test conditions. 

Regarding the prediction horizons PH  and UH , there is a trade-off between the 

computational load implied by a large prediction horizon, and the available 

improvements in control performance.  Based on an earlier study (Chang and Gordon, 

2007a), we chose 10PH =  and 1UH = ; here 0UH =  means that the chosen control is 

assumed constant throughout the  state prediction interval.  The sample time of MPC, 
sT , 

need not be the same as that of the measurement and can be considered as a design 

parameter because it is related to the choice of prediction horizon; the value 0.02sT = s 

was chosen here, again based on earlier studies.  The constrained optimal solution was 

solved by using Matlab’s optimization toolbox function, quadprog (The MathWorks, 

2006a). 

 

6.4.4 ACTUATOR CONTROL 

The braking control constraint is intended to avoid excessive actuator demands (to 

protect system hardware from failure) and also to prevent wheel lock ( 1)xs = − ; this was 

translated into the form 0.2 0x xs s− ≤ + Δ ≤  in order to prevent the large slip ratio from 

causing a severe loss of steering controllability.  Moreover, the steering control has a 

wheel steer angle limit, 30 degrees, and a wheel steering angle rate limit, 

1.636rad/s ( 1500 deg/ s=  measured at the steering wheel). 

For braking control, the control brake torque by the SMC is treated as an external 

input variable and acts on the CarSim vehicle model through a first order filter, with time 
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constant 0.05s.  Brake actuation is limited to a maximum torque of 2000Nm at each 

wheel. Similar to braking control, the steering control provided by the MPC is imported 

into the CarSim vehicle model through a first order transfer function with time constant 

0.05s and steering ratio 1/16. 

 

6.5 SIMULATION RESULTS 

For the emergency lane change maneuver, five different control situations were 

simulated for comparison with the (Case 5) FICC controller: 

Case 1 (No steer + ABS full braking) represents the straight maneuver with full braking 

by the ABS control to stop the vehicle before hitting an obstacle 

Case 2 (Driver model (DM) + no braking) is to show the pure evasive maneuverability by 

an ideal driver without braking  

Case 3 (DM + ABS full braking) and Case 4 (DM + VSC full braking) are for the evasive 

maneuver by an idealized driver with full braking by the ABS control and the 

VSC control, respectively.  The VSC uses the same control logic and design 

parameters as that of the proposed FICC for CAS except tracking driver’s 

intention in the upper layer and only using braking control 

Case 5 (FICC including full braking), the proposed controller is implemented to perform 

autonomous collision avoidance maneuver.     

With respect to five control situations, the simulations are performed for an obstacle 

distances obsd =30m, and terminated when the vehicle speed is less than 1 km/h except the 

case 2 due to no braking.     

 

6.5.1 CONTROL PERFORMANCE BY AN IDEALIZED DRIVER  

As the initial speed is increased while friction and vehicle limits are fixed, 

eventually the vehicle must collide with one of the boundaries.  As show in Fig. 6.5-a, the 
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Case 3 control, evading an obstacle by an idealized driver model supported by only ABS 

control, shows that the vehicle tends towards hitting the corner point of the lane boundary 

as the initial vehicle speed increases.  This phenomenon seems to occur because the 

longitudinal motion control by the ABS full braking is compromised by the lateral 

motion control – there is a tendency towards a straight path. On the other hand, Case 4 

using VSC in Fig. 6.5-b shows the lateral motion is emphasized, giving a kind of “path 

over-steer” and the left lateral boundary is hit.   While the details are affected by the VSC 

tuning parameters, the difference is qualitatively clear.  

  

6.5.2 CONTROLLER EVALUATION FOR COLLISION AVOIDANCE  

Fig. 6.6 shows the overall performance comparisons.  The performance was 

summarized in terms of the maximum initial speed 0U  for which all constraints are met, 

as well as the sum of the individual RMS brake torques at each wheel, which can be 

interpreted loosely as the control effort expended in the vehicle motion.  Fig. 6.7 then 

shows the vehicle trajectory and moving distance d  at the simulation terminal time st  

during emergency lane change maneuver. 

 
 

Fig. 6.5 Animation frames during emergency lane change - animation time (~2.9s) and 
time step (0.3s) 
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Compared to the maximum initial speed of the Case 2 (pure evading by an ideal 

driver without braking), the other control cases by braking show a higher initial speed.  In 

other words, reducing the vehicle speed by braking is better stratagem to avoid collision 

than the pure evasive maneuver without braking.  Moreover, the VSC control with an 

ideal driver provides better maneuverability ( 0U =94km/h) for collision avoidance than 

the ABS control with an ideal driver ( 0U =88km/h) by sacrificing increased moving 

distance ( d =47.53m) compared to that of the ABS control ( d =36.61m) as a result of the 

balance between the steerability and the longitudinal motion control.  The FICC control 

gives performance that is quite similar to Cases 3 and 4, even though it represents the 
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Fig. 6.6 Performance comparison for emergency lane change (dobs=30m) 
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Fig. 6.7 Vehicle trajectories and moving distances ( d ) for emergency lane change 
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automated response of the vehicle, rather than an optimized steering control by an alert 

and planning driver, supported by ABS or VSC.  To make comparisons more meaningful 

however, a uniform initial speed is now chosen. 

Fig. 6.8, Fig. 6.9 and Fig. 6.10 show the performance comparison, trajectory 

response and vehicle responses for the emergency lane change against the obstacle 

distance 30m with the same initial speed 87km/h, respectively. Case 1 (No steer + ABS) 

hits the obstacle and Case 2 (DM + no braking) becomes unstable due to spinning-out.  
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Fig. 6.8 Performance comparison for emergency lane change (dobs=30m) with a fixed 

initial speed 0U =87km/h 
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Fig. 6.9 Vehicle trajectories and moving distances ( d ) for emergency lane change 
(dobs = 30m, Initial vehicle speed = 87km/h) 
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On the other hand, other case 3, 4 and 5 by braking control show stable motions and no 

collision with obstacles, so comparisons may be made.  Between Cases 3 and 4 (idealized 

driver) the maximum handwheel steer input can be interpreted as driver’s effort to 

perform the lane change, and the VSC control shows smaller maximum handwheel steer 

and larger marginY (the clearance between the vehicle outline and the lane boundary) than 

the ABS control.  This shows that the VSC control performs better steerability by 

sacrificing its deceleration ability compared to the ABS control.  The proposed FICC still 

performs successfully in the emergency lane change, uses less steering authority than the 

driver model cases, and its vehicle dynamic responses are very similar to those of the 

ABS control as shown in Fig. 6.10. 

 

6.6 SUMMARY 

As an extension of the vehicle stability control, a hierarchical control scheme for 

integrated chassis control has been applied to the problem of collision avoidance system 

(CAS) design.  This includes both lateral and longitudinal control, using Active Front 
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Fig. 6.10 Vehicle responses comparison for emergency lane change (dobs = 30m, Initial 

vehicle speed = 87km/h) 
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Steer (AFS) in addition to brake actuators.  The extension is realized by extending the 

functionality of an upper layer motion controller, and the reference model of the 

intermediate MPC, which is a 3DoF nonlinear vehicle model.  The vehicle motions, in 

the form of reference yaw rate and two-dimension mass center accelerations, are 

determined using a kinematic policy for collision avoidance previously proposed in the 

context of a driver model.  The kinematic policy uses simple information about range and 

azimuth angles for multiple points that bound the available vehicle trajectory, and 

prioritizes yaw motion response based on the worst case collision threat.  This makes the 

CAS implementation both simple and computationally inexpensive, certainly compared 

to a controller that must repeatedly make path planning and optimization decisions.  The 

fact that collision avoidance is nearly as effective as the combination of an optimizing 

driver supported by the MPC-based stability controller suggests that this approach could 

be used in future high performance collision avoidance systems. 
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CHAPTER 7  

CONCLUSIONS AND FUTURE RESEARCH SUGGESTIONS 

7.1 CONCLUSIONS 

Integrated vehicle control for active safety systems is currently given a great deal 

of attention by the automotive industry in terms of performance improvement and cost 

reduction.  Performance is dependent on control objectives such as safety, comfort, 

flexibility, modularity and reliability.  These multiple objectives can be effectively 

achieved by avoiding functional conflicts between each chassis control system.  Cost 

reduction can be simply obtained by integrating or sharing hardware such as ECUs or 

sensors.  Costs can also be lowered by saving development time and resources.  This can 

be achieved through a flexible control structure that covers various customer demands, 

subsystems suppliers, and driving conditions.     

The proposed controller offers a total vehicle motion control solution in an active 

safety system.  This control is achieved by addressing several issues of the integrated 

vehicle control systems design in terms of modularity, flexibility, and robustness.  In this 

thesis, modularity is realized by the model-based hierarchical control structure that 

consists of three layers: an upper layer for reference vehicle motions, an intermediate 

layer for actuator apportionment, and a lower layer for stand-alone actuator control.  

Reference vehicle motions can be determined by means of any type of reference model 

such as steady-state bicycle model for vehicle stability control or Kinematic policy for 

collision avoidance control.  In the intermediate layer, the actuator apportionment uses 

MPC to provide the inherent flexibility of the controller.  Flexibility is achieved by 
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simultaneously balancing tire forces to track target reference vehicle motions and 

considering constraint conditions such as actuator limits.   

The proposed MPC design, LTV-MPC, avoids the complexity of full nonlinear 

MPC for real-time implementation, and addresses the vehicle nonlinearity by using time-

varying linearization at arbitrary (non-equilibrium) operating points for predictive vehicle 

model accuracy.  For the practical implementation of the MPC into vehicle control 

systems, several strategies for MPC predictive model were presented according to the 

vehicle model freedom of degree and various chassis actuators.  

The proposed controller was evaluated through intensive simulation studies.  The 

studies examined the performance of the vehicle stability control to track the reference 

vehicle motions while keeping vehicle stability, controller robustness against model-plant 

mismatch, actuator time constant, vehicle state and road surface friction estimation, and 

the flexibility of the controller to mitigate actuator failure.  Moreover, the effects of the 

MPC design parameter tuning and actuator conditions were discussed, and the feasibility 

study of the real-time implementation was demonstrated through a pc-based real-time 

simulation using Matlab toolbox Real Time Simulation Target.  

The evaluation of the proposed controller also explored possible trade-offs 

between several factors so that multiple control objectives under certain vehicle and road 

surface friction limits can be achieved:  

 Tuning the weights of the cost function to balance multiple objectives 

 Minimizing model-plant mismatch to reduce the error of vehicle motion 

prediction  

 Adapting feasible reference vehicle motions to prevent excessive or too weak 

control  

 Increasing the accuracy of measured signals or estimated states 

 Considering actuator specification in the stand-alone lower level control in terms 

of actuator frequency bandwidth and maximum actuator power capacity  
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Among the above control design factors, the dominant factors were the choice of the 

weights of the cost function and the reference vehicle motions, which are saturated by 

road surface friction.  Thus, these two factors should be considered first in efforts to 

achieve more robust control.  

As an extension of the vehicle stability control, the proposed controller was 

applied to collision avoidance systems (CAS) by adapting the reference vehicle motions 

at the upper level of the controller.  The desired vehicle motions in the upper layer, in the 

form of reference yaw rate and two-dimensional mass center accelerations, are 

determined using a kinematic policy for collision avoidance.  The performance of the 

controller was evaluated under emergency lane change with full braking compared to the 

idealized CAS driven by an optimal-based driver model.  The results of this analysis 

show that the proposed CAS controller is nearly as effective as the combination of an 

optimizing driver supported by the MPC-based stability controller.  This outcome 

suggests that this approach could be used in future high performance collision avoidance 

systems.   

In summary, the specific major contributions of this thesis are as follows; 

 An off-line advanced MPC based control system that deals with vehicle and tire 

nonlinearity has been implemented  in software. 

 Feasibility of the real-time version of the proposed controller was demonstrated. 

 Flexible actuator apportionment was established to improve the efficiency of 

friction utilization under limited vehicle and tire conditions.  

 The proposed control structure was shown to be capable of providing the required 

functionality for collision avoidance systems. 
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7.2 FUTURE RESEARCH SUGGESTIONS 

The framework presented in this thesis offers a framework for systematic 

development to address the following issues in future. 

 Experimental real-time implementation tests:  From the practical implementation 

viewpoint, the experimental tests will likely confirm the effectiveness of the 

proposed controller in terms of the flexible modular design as an active safety 

system.  The appropriate hardware design should be introduced, particularly the 

interface between the electronic controller and vehicle mechanical systems. 

 Improvement in the MPC stability on vehicle control systems:  Even though 

vehicle control tracks time-varying set-points during severe transient maneuvers, 

the existing theory can be applied to the saturated region due to vehicle and road 

limits where the change of the time-varying set-point is not considerable.  In this 

saturated region, stability theory can improve vehicle response from the practical 

viewpoint by overriding pre-defined weights of cost function.  However, several 

challenges remain to be addressed.  Specifically, more work should be done on 

the saturated region identification and appropriate controller tuning to avoid too 

aggressive control due to the direct implementation of control inputs that respect 

theoretical stability constraints.    

 Integration of collision avoidance control with environment information devices 

such as radar and vision systems:  More challenges can be expected in terms of 

robustness of realistic environment information and control design parameter 

tuning when specific environment information techniques are integrated to the 

proposed collision avoidance control.     

 Decision logic of the controller mode switching as a global active vehicle safety 

controller:  The decision for overriding driver input is still a hot issue in the 
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automotive industry because a vehicle is a safe-critical system.  Thus, the 

controller should be designed to combine multiple pre-warning steps and 

minimize the effects of any possible faulty operation 

 Extension of target vehicle motions to develop a fully integrated chassis 

controller: In this thesis, integrated chassis control is limited to application in four 

wheel individual braking control and active front control for longitudinal, lateral 

and yaw motion control.  The extension of chassis actuator systems and controller 

functionality can be achieved by modifying the predictive vehicle model of the 

MPC.   For example, a predictive vehicle model could be constructed by adding 

vertical and/or roll dynamics in addition to the longitudinal, lateral and yaw 

motions and more additional actuators such as rear-steer, drive torque vectoring 

(via controllable differentials) and active or semi-active suspension.  With these 

additions, the degrees of freedom increase for the predictive vehicle model.  

While this will tend to increase the computational burden, it also offers the 

greatest possible benefit for integrated chassis control in the future. 
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APPENDIX A 

8 DOF NONLINEAR VEHICLE MODEL 

The 8 DoF nonlinear vehicle model comprises 4 DoF for rigid body dynamics and 

4 DoF for wheel rotation.  The vehicle body has longitudinal, lateral, yaw and roll 

degrees freedom–Fig.  A.1.  Vertical and pitch degrees of freedom are not considered and 

the road surface is considered flat and horizontal.  The wheel dynamics include brake 

torque and longitudinal tire force at the contact point on the ground -Fig.  A.2. 

Tire rolling resistance and driveline friction are not considered in the model.  

However, longitudinal and lateral force equations do include aerodynamic drag forces, 

which are proportional to the square of the speed, in a direction that opposes the mass 

center velocity vector. The vehicle dynamics equations are formulated as follows.   

 

Longitudinal:     

 
4

1

1

( cos ) cosx y xi aero

i

m V rV rph F Fε β
=

− − = −∑  (A.1) 

Lateral:    

 
4

1

1

( cos ) siny x yi aero

i

m V ph rV F Fε β
=

+ + = −∑  (A.2) 

Roll:     

  

2

1 1

2 4

1 0 0

1 3

[( )cos sin ] ( )

( ) ( ) ( ) ( )

x xx xz xz y x

f r p f p r rf yi rr yi

i i

M I mh I p I r m V rV h

mgh K K K K p h h F h h Fϕ ϕ

ε ε

ϕ
= =

= + − − + +

= − − − + − − − −

∑

∑ ∑
  (A.3) 

Yaw: 

  
1 2 3 4 1 2 3 4

( cos sin )

( ) ( ) ( ) ( )

z xz zz zz

f x x r x x y y y y

M I I p I r

c F F c F F a F F b F F

ε ε= − + +

= − + − + + − +
∑

 (A.4) 

Wheel rotation: 

 ( 1 ~ 4, 0)wi i bi xwi w biI T F R i Tω = − ⋅ = ≤  (A.5) 
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Here arctan( )y xV Vβ =  is vehicle sideslip angle (rad) and δ  is steering angle at the front 

wheel (rad). iω  and biT are respectively angular velocity (rad/s) and brake torque (Nm) at 

the i-th wheel. x iF , y iF and z iF  are tire forces in vehicle x, y and z directions at i-th tire 

contact patch, and xwiF  and ywiF are the longitudinal and lateral tire forces at i-th tire 

contact patch, with directions defined relative to the wheel plane intersection with the 

ground plane. aeroF is the aerodynamic drag force on the vehicle.  Further vehicle 

parameters are given in Appendix E.  

The vertical loads are calculated by considering the static equilibrium of a vehicle 

mass and dynamic load transfers of the sprung mass as follows. 

 
4

1,2 1 2

1

( )
2( ) 2( ) 2 2 2

f p fcg rf

x i y y

i f f f

K Kh hmgb
Fz F p F F

a b a b c c c

ϕ ϕ
=

= − ± +
+ + ∑ ∓ ∓  (A.6) 

 
Fig.  A.1 Geometric definition of the 8 DoF vehicle model in the SAE coordinate system 
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Fig.  A.2 Wheel rotational dynamics 
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4

3,4 3 4

1

( )
2( ) 2( ) 2 2 2

r p rcg rr
x i y y

i r r r

K Kh hmga
Fz F p F F

a b a b c c c

ϕ ϕ
=

= + ± +
+ + ∑ ∓ ∓  

The nonlinear tire force generation is represented by the combined slip tire model 

based on Pacejka’s Magic formula; a similarity model is used (Pacejka, 2002; Milliken 

and Milliken, 2003; Gordon and Best, 2006) with tire forces given as functions of tire 

longitudinal slip ratio x is , tire lateral slip ratio y is , vertical load z iF  and surface friction 

coefficient sμ . The longitudinal and lateral slip ratios, x is  and y is , are defined as  

 ( )x i w i xw i xwis R u uω= −  (A.7) 

 tan( )y i yw i xw is u u= −    (A.8) 

where xwiu and ywiu  represent the longitudinal and lateral velocity of the i-th wheel center.  

Eq. (A.9) shows the longitudinal xF  and lateral yF  tire forces, 

 
2 2 2

( )

( ) tan

x z p R x

x

x R

F R s s
F

s s

μ

η α

⋅ ⋅ ⋅
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+
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R R R
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C

C

μ
η

μ
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xμ and
yμ are the tire longitudinal and lateral friction coefficients, and xC and

yC represent 

the longitudinal and lateral stiffness coefficients.  The peak vertical force
z pF is 

approximated by the following function according to the  vertical load zF . 
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( ) .
1 (1.5 / )

z
z p z
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F
F F

F M g
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+ ⋅
 (A.10) 
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APPENDIX B 

SLIDING MODE CONTROL(SMC) FOR WHEEL SLIP CONTROL 

In SMC, a brake torque 
b iT  as a control input at the i-th wheel is represented by 

an equivalent control torque 
,b i eqT and a switching control torque 

,b i swT , 

, ,b i b i eq b i swT T T= + .  The equivalent control torque can be interpreted as a control that 

makes the system state ( , )x i x is s  move along the desired sliding surface in which a change 

of control law occurs, and is determined by the wheel dynamics Eq. (A.5) and the slip 

ratio Eq. (A.7).  Switching control torque ensures that the trajectory of system state 

reaches at the desired sliding surface, and the magnitude of a switching control torque 

can be analytically obtained by using Lyapunov stability condition.  For simplicity, the 

brake torque is derived by using the omission of the subscript i corresponding to wheel 

position because the brake torque at each wheel is calculated under the same control law 

respectively.  The more investigation of the effects of different sliding surface designs on 

the wheel slip controller can be found (Shim et al., 2007).  

 

B.1 EQUIVALENT CONTROL, ,b eqT  

Regarding the first conventional sliding surface design
x x dx s sσ = = − , 

where
x ds denotes a desired slip ratio, there is no relationship between a slip ratio and its 

derivative such as an exponential convergence of states on the sliding surface 

corresponding to the common SMC characteristic of second order systems.  

For the purpose of improvement of the convergence rate, the sliding surface is 

designed by x xσ γ= + .  The equivalent torque can be calculated by the sliding 

condition 0σ =  because the brake control input appears in this condition.  

 

( )

(1 )
( ) ( ) 0

x x d x x d

w x
b xw w xw x x d

xw w xw

x x s s s s

R s
T F R u s s

u I u

σ γ γ

γ

= + = − + −

+
= − − + − =

 (B.1) 
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 , (1 ) ( )w xw w
b eq xw w x xw x x d

w w

I u I
T F R s u s s

R R
γ= + + − −  (B.2) 

In the above equation, the equivalent brake torque 
,b eqT can be replaced with an 

approximated equivalent control torque
,

ˆ
b eqT by considering the estimation of vehicle states 

and tire forces which are hard to measure directly.  For the simplification of control 

design, tire forces and the longitudinal acceleration of each wheel center are only 

considered as approximated values and the uncertainty including other vehicle states and 

parameters such as , ,w w xw xR I u and s  is not considered.   

The approximated longitudinal tire force ˆ
xwF can be estimated by using Kalman 

Filter (KF) technique or Extended Kalman Filter (EKF) technique depending on the 

measurement data.  Four longitudinal accelerations at each wheel center ( 1 ~ 4)xw iu i =  are 

approximated by using the measured longitudinal/lateral acceleration and steering angle. 

 
1,2 3,4

ˆ ˆcos sinxw x y xw xu a a and u aδ δ= + =  (B.3) 

Then the approximated brake torques according to sliding surface is  

 ˆ ˆ ˆ, (1 ) ( )w xw w
b eq xw w x xw x x d

w w

I u I
T F R s u s s

R R
γ= + + − −  (B.4) 

 

B.2 SWITCHING CONTROL, ,b swT   

The roll of a switching control is to drive the system states to the sliding surface 

( 0σ = ).  Defining the switching control as 
, sgn ( )b swT K σ= −  where K is a switching 

control gain and sgn ( )σ is a sign function, brake control torque is 

 , , ,
ˆ ˆ sgn ( )b b eq b sw b eqT T T T K σ= + = −  (B.5) 

Considering the physical limit of the actuator, the switching gain will be chosen 

with satisfaction of the stability condition rather than choosing the sufficiently increasing 

switching gain K .  

In order to determine the magnitude of switching control gain, Lyapunov method 

is applied on the slip ratio error domain using the candidate of Lyapunov function as 
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 21

2
V x=  (B.6) 

For stability, the time derivative of ( )V x should be less than or equal to zero.  

 0V x x= ≤  (B.7) 

From the sliding surface equation, the above equation can be rewritten as  

 
2 21 1 1 1

0 ( ) 0x V x x x x and xσ σ σ
γ γ γ γ

< = − = − − ≤∵  (B.8) 

From Eqs. (B.4), (B.5) and (B.8), and letting 
2

w

xw w

R
F K

u I
= ,  

( )
2 (1 )ˆ ˆ( ) ( ) sgn ( ) 0w x

xw xw xw xw x x d

xw w xw

R s
x F F u u s s F

u I u
σ σ γ σ

⎡ ⎤+
= − + − − − − ≤⎢ ⎥

⎣ ⎦
 

 ( )
2 (1 )ˆ ˆ( ) ( )w x

xw xw xw xw x x d

xw w xw

R s
F F u u s s F

u I u
σ γ σ
⎡ ⎤+

− + − − − ≤⎢ ⎥
⎣ ⎦

 (B.9) 

Then the boundary F can be obtained by applying the triangle inequality to the above 

equation. 

 
2 (1 )ˆ ˆ 0w x

xw xw xw xw x x d

xw w xw

R s
F F F u u s s

u I u
γ

+
≥ − + − + − ≥  (B.10) 

Then, the switching gain can be written as  

 1 22 2

(1 )x xw w
w x xd

w w

s u I
K D I D s s

R R
γ

+
≥ + + −  (B.11) 

where the approximation errors of xwF and xwu  are assumed that they are bounded within 

1D  and 2D  as follows. 

 1 2
ˆ ˆ,xw xw xw xwF F D u u D− ≤ − ≤  (B.12) 

In general, 1D  and 2D  are considered as design parameters except that xwF , 

and xwu are precisely known, and the smaller boundaries means more expensive 

estimations for the exact values. Thus, in the robust design viewpoint, we suppose that 

these approximation boundaries are proportional to the maximum error percentage of the 

estimation values as follows.   

 1 1 2 2
ˆ ˆ,xw xwD d F D d u= =  (B.13) 
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where 1d and 2d  represent the maximum error percentage of a longitudinal tire force and 

the acceleration of a wheel center, respectively.  

In addition, in order to avoid the chattering problem due to the imperfect 

switching control under the physical limits of actuator or model uncertainty, the sign 

function is substituted to the following saturation function with the boundary layer 

thickness Φ  around the sliding surface. 

 

sgn( )

( )

if

sat
otherwise

σ σ
σ

σ
⎧ ≥ Φ
⎪= ⎨Φ ⎪Φ⎩

 (B.14) 

The control torque input can be summarized as follows: 

 ˆ ˆ(1 ) ( ) ( )w xw w
b xw w x xw x xd

w w

I u I
T F R s u s s K sat

R R

σγ= + + − − −
Φ

 (B.15) 

where 

1 22 2

(1 )x xw w
w x xd

w w

s u I
K D I D s s

R R
γ+

≥ + + −    

1 1
ˆ ˆ

xw xw xwD d F F F= ≥ −  , 2 2
ˆ ˆ

xw xw xwD d u u u= ≥ −  

1, , dγ Φ and 2d  are design parameters. 
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APPENDIX C 

RULE-BASED REFENCE CONTROLLER DESIGN 

A reference rule-based VSC distribution control is designed to correct the over-

steer vehicle response experienced by the uncontrolled vehicle during the sinusoidal steer 

maneuver.  This prescribes the application of brake torque at the front outer wheel of 

turn, or potentially releasing brake torque on the inner wheel.  The controller follows the 

same general hierarchical control strategy as VSC, and again consists of three levels.  The 

lower level is completely unchanged, while the intermediate level brake distribution 

control determines the control action at the front wheels via a proportional control, 

applied according to the heuristic that the magnitude of the yaw moment at each wheel is 

proportional to slip ratio.  The upper level is very similar to that used above, except that a 

desired yaw moment is the output, in place of the reference vehicle motions used 

previously.  The control algorithms for the upper and intermediate levels are now 

presented: 

Upper Level: Vehicle motion control  

a. Calculate the corrective yaw moment for desired yaw rate tracking 

  
_ _

_

( )

0

d threshold d d threshold percent z yaw yaw d

z yaw

If r r r and r r r r then M K r r

else M

− ≥ − > ⋅ = ⋅ −

=
  

b. Calculate the corrective yaw moment for sideslip regulation 

 
_

_

0,

, 0

threshold z p d

z

If and M K K

else M

β β β

β

β β β β β β≥ ⋅Δ > = ⋅ + ⋅Δ

=
 

c. Apply higher priority to the sideslip regulation 

 _ _ _0 ,z z desired z z desired z yawIf M then M M else M Mβ β≠ = =  

 

Intermediate Level: Brake torque distribution control 
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a. Calculate a brake release command: 

 0 , 0b x R R x R x RIf T then s K s else s> Δ = Δ =   ( / 0.01R sK T= ) 

b. Calculate a brake activation command: 

 
( )

( )0 , 0

x A z desired mz x R z desired mz x A x R

x A x A z desired mz x R x A

s M K s where M K s s

If s then s M K s Else s

Δ = − Δ = Δ + Δ

Δ > Δ = − − Δ Δ =
 

c. Saturate the desired slip ratio if necessary: 

 ( ) ( )x A x Limit x A x Limit x x A x x AIf s s then s s s s s s> Δ = − − = + Δ  

The following design parameters are required by the rule-based reference controller: 

_threshold percentr , thresholdβ , 
x Limits , 

yawK , 
pKβ , 

dKβ  and mzK ; the subscript A (for Activate) 

represents the outer wheel of turn to activate brake torque and the subscript R (for 

Release) describes the inner wheel of turn to release brake torque.  The slip ratio limit 

x Limits  is aimed to prevent the desired slip ratio from becoming excessive.  Regarding 

these design parameter values, the reference controller uses the same thresholds of the 

vehicle motion control and the same design parameters of the wheel slip control as those 

of the MPC controller.  The detailed design parameters are given in Table  E.3. 
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APPENDIX D 

PC-BASED REAL-TIME SIMULATON 

This section presents the procedure of the PC-based real-time simulation as a feasibility 

study of the real-time implementation.  This study is achieved under Matlab/Simulink 

environment using Matlab toolbox Real Time Simulation Target. (The MathWorks, 

2006b) 

D.1 CONFIGURATION OF SIMULINK BLOCK, C S-FUNCTION 

In order to use C Mex S-function in Simulink, the controller should be first 

written by C-programming language and compiled successfully into DLL (dynamic link 

library) files.  Then ‘C S-function’ block in Simulink should be set up like Fig.  D.1 

which can be chosen by clicking the right-button of the mouse on the Simulink screen.  

 

 

Fig.  D.1 ‘C S-function’ block set-up  
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Here, the S-function name in the mark 1 corresponds to the DLL file name, and the head 

files of the DLL file should be defined in the S-function modules of the mark 1.  The 

controller design parameters are defined at the S-function parameters in the mark 1, Edit 

Mask in the mark 2, and Look under Mask in the mark 3.  

D.2 PROCEDURE TO RUN REAL-TIME APPLICATION 

After the set-up of the C S-function is ready, the real-time simulation can be 

performed by following the procedures given in the figures from Fig.  D.2 to Fig.  D.5.  

More details can be found in (The MathWorks, 2006b). 

 

 

Fig.  D.2 Configure the parameters of Simulink solver from the ‘Simulation’ popup menu 
in Simulink (Step 1) 

 

 

Fig.  D.3 Configure the parameters of Hardware implementation and Real-time workshop 
from the ‘Simulation’ popup menu in Simulink (Step 2) 
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Fig.  D.4 Configure the parameters of signal monitoring from ‘Tools’ popup menu in 
Simulink (Step 3) 

  

 

 

Fig.  D.5 Build a real-time executable model and run simulation from ‘Tools’ popup 
menu in Simulink (Step 4) 
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APPENDIX E  

LIST OF SIMULATION STUDY PARAMETERS  

E.1 LIST OF VEHICLE MODEL PARAMETERS 

The reference vehicle parameters in the 8 DoF model are based on those of the 

CarSim “big sedan” model as follows. 

Table  E.1 Vehicle parameters 

m  

g 

xxI  

zzI  

xzI  

a  

b  

fc , rc  

cgh  

0h  

1h  

rfh  

rrh  

ε  

fKϕ , rKϕ  

p fK , 
p rK  

wiI  

wR  

sμ  

tτ  

bτ  

vehicle sprung mass 

gravitational acceleration 

roll moment of inertia w.r.t. x-axis 

yaw moment of inertia w.r.t. z-axis 

product of inertia w.r.t. x and z-axis 

distance of c.g to front axle 

distance of c.g to rear axle 

half track of front and rear axle 

c.g height above ground 

ground to roll axis distance below c.g 

distance of
cgh to 0h  

height of front roll center above ground 

height of rear roll center above ground 

inclined angle between roll axis and x-axis 

front and rear roll stiffness 

front and rear damping rate 

i-th wheel rotational inertia 

effective wheel rolling radius 

surface friction coefficient 

tire force build-up time constant 

brake torque build-up time constant 

1527 kg 

9.81 m/s2 

606.1 kg-m2 

2741.9 kg-m2 

0 kg-m2 

1.014 m 

1.676 m 

(0.77, 0.77) m 

0.542 m 

0.085 m 

0.4569 m 

0.07 m 

0.11 m 

0.852 deg 

(5.08
410× , 3.83

410× ) N-m/rad 

(5.76
410× , 5.76

410× ) N-m-s/rad

0.9 kg-m2 

0.301 m 

0.89 

0.01 sec 

0.05 sec 

 

E.2 LIST OF CONTROL DESIGN PARAMETERS 
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Table  E.2 Design parameters of the MPC controller 
 

  

 

Table  E.3 Design parameters of the rule-based controller 
 

 

 

 

 

 

LTI-MPC LTV-MPC

r threshold deg/sec

r threshold_percent %

β threshold deg 

a threshold m/s
2

K P accel

K us rad/(m/s)

T s MPC sample time (s)

H P ,H U ,H W Basic MPC design paramters 

Q Vx , Q β , Q r (1 / 1000/77.6) (1 / 300 /3.11) Output tracking error weight

Q sx , Q∆sx Braking control input weight

Q δ, Q∆δ AFS control input weight

γ (front/rear)

Φ

d 1

d 2

Controller 

2.585

0.5

50/200

50/200

103.4/ 103.1

0.02

Design Parameter

0.1

3

0.5

Remark

I. Vehicle

motion control

III. Wheel slip

control

II. Brake torque

distribution

(10 / 1 /10)

0.5

2

3

0

Design Parameter Unit

r threshold 0.5 deg/sec

r threshold percent 2 %

β threshold 3 deg 

K us 0 rad/(m/sec)

K yaw 2.00 Nm/(rad/sec)

K βp 0.77 Nm/rad

K βd 0 Nm/rad

K mz 1 Nm/slip

slip ratio limit -0.2 slip

γ (front/rear) 103.4/ 103.1

Φ 2.585

d 1 0.5

d 2 0.5

I. Vehicle

motion control

III. Wheel slip

control

II. Brake torque

distribution
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E.3 LIST OF THE FICC DATA FLOW 

Fig.  E.1 shows the data flow of the overall FICC control system in terms of 

inputs and outputs of each module.  This control system covers the full functionality of 

the proposed control structure, including the three layers of the FICC, EKF estimation, 

road surface friction adaptation, kinematic policy for CAS.  The details of data flow are 

given in Table  E.4.  

 

x̂

xda HWδ

xda

ˆ
Hμ

x̂

d CASr

1234bT

HWδ

1234xsΔ

HWδΔ

 
Fig.  E.1 Block diagram of the FICC system 
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Table  E.4 List of the inputs and outputs of each module in the FICC system 
 

 
 

Remark 

Input (measurement/estimation) Port1

(control signal)

Output

Input (measurement/estimation) Port2

(control signal)

Output

Input (measurement/estimation) Port3

(control signal)

Output

Input (measurement/estimation) Port4

(control signal)

Output

Input (measurement/estimation) Port7 

Output

Input (measurement/estimation) Port8

(control signal)

Output

Input (measurement/estimation) Port9

Output

Auxiliary modules

Upper layer (CAS)

Intermediate layer (MPC)

Lower layer (SMC)

EKF module

Road surface friction adaptation module

KP module

Upper layer (VSC)

FICC module

1 2 3 4 1 2 3 4, , , , , , , ,x y xw yw fro n t yw rea rV V r F F Fφ φ ω

1234 1234, , , , , ,x y HW br p a a Tω δ

, , ,x y HWr a a δ

/ /xV rController OnOff flagβ

, , , ,i i x yd V V rφ

d CASr

ˆ
Hμ

, , , , , ,x y HW x y Hr a a V Vδ μ

x da

,dr

, , ,d d x dr Vβ

, , ,d d x dr Vβ

, , , , ,x y x y Hr a a V V μ

,x d d CASa r

, , ,d d x dr Vβ
1234 1234, , , , , ,x y HW z Hr V V Fδ μ ω

1234 ,x HWs δΔ Δ

1234 1234 1234 1234 1234, , , ,x w b xw xw xa T F u s

1234xsΔ

1234bT

/ /xV rController OnOff flagβ

/ /xV rController OnOff flagβ

/ /xV rController OnOff flagβ
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