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Abstract. In this paper, we propose new non-monotonic attribute-based
encryption schemes with compact parameters. The first three schemes are
key-policy attribute-based encryption (KP-ABE) and the fourth scheme
is ciphertext-policy attribute-based encryption (CP-ABE) scheme.
– Our first scheme achieves the shortest ciphertext overhead in the lit-

erature. Compared to the scheme by Attrapadung et al. (PKC2011),
which is the best scheme in terms of the ciphertext overhead, our
scheme shortens ciphertext overhead by 33%. The scheme also re-
duces the size of the master public key to about half.

– Our second scheme is proven secure under the decisional bilin-
ear Diffie-Hellman (DBDH) assumption, which is one of the most
standard assumptions in bilinear groups. Compared to the non-
monotonic KP-ABE scheme from the same assumption by Ostrovsky
et al. (ACM-CCS’07), our scheme reduces the size of the master pub-
lic key and the ciphertext to about half.

– Our third scheme is the first non-monotonic KP-ABE scheme that
can deal with unbounded size of set and access policies. That is,
there is no restriction on the size of attribute sets and the number of
allowed repetition of the same attributes which appear in an access
policy. The master public key of our scheme consists of only constant
number of group elements.

– Our fourth scheme is the first non-monotonic CP-ABE scheme that
can deal with unbounded size of set and access policies. The master
public key of the scheme consists of only constant number of group
elements.

We construct our KP-ABE schemes in a modular manner. We first
introduce special type of predicate encryption that we call two-mode
identity based broadcast encryption (TIBBE). Then, we show that any
TIBBE scheme that satisfies certain condition can be generically con-
verted into non-monotonic KP-ABE scheme. Finally, we construct effi-
cient TIBBE schemes and apply this conversion to obtain the above new
non-monotonic KP-ABE schemes.
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1 Introduction

In many systems, a server monitors access to sensitive data so that only certain
users can access it. If the server is not fully trusted, the data must be encrypted.
However, a standard public key encryption scheme is not appropriate, because
it severely limits the users who can access the contents.

To solve this problem, Sahai and Waters [31] were the first to study attribute-
based encryption (ABE). In ABE, one can encrypt data for a set of receivers that
satisfy certain condition. In Sahai and Waters’ scheme, a ciphertext and a private
key are associated with a set of attributes, and the key can decrypt the ciphertext
if and only if these sets overlap more than certain threshold. Goyal, Pandey,
Sahai, and Waters [16] further extended their result and proposed schemes that
support finer-grained access control. In their scheme, a ciphertext is associated
with a set of attributes, and a private key is associated with an access structure
that is specified by a Boolean formula. Decryption is possible when the set
satisfies this Boolean formula. Their schemes are called key-policy ABE (KP-
ABE), because the key specifies the access structure. Ciphertext-policy ABE
(CP-ABE) is complementary form to KP-ABE in the sense that a ciphertext
specifies an access structure while a key is associated with a set of attributes.
The first studies of CP-ABE appear in [5,12].

The above schemes can express a wide class of access structures, but they
are still limited because they only support a monotonic access structure. In
particular, they cannot deal with an access structure that is associated with a
Boolean formula that includes the negation of attributes. This is not convenient
for real world applications. One possible solution to this problem is to explicitly
include attributes that express absence of attributes in the attribute space, as
suggested in [16]. For example, in the CP-ABE case, to generate a key for an
attribute x1, one should generate the key for a set that includes x1 and attributes
“Not xj” for all attribute xj such that xj �= x1, using the underlying monotonic
CP-ABE system. Then, a ciphertext for “Not x2” can be decrypted by the key
as desired, because “Not x2” ∈ {x1, “Not x2”, “Not x3”, . . . , }. This solution
works well in the settings where attribute space is small, but does not work if
the attribute space is exponentially large.

Ostrovsky, Sahai, and Waters [28] addressed this problem and constructed
the first KP-ABE scheme that supports a non-monotonic access structure by
using an idea from the Naor-Pinkas revocation scheme [25]. Following their work,
several non-monotonic KP/CP-ABE schemes have been proposed [21,26,3,27].

OurContributions. In this paper,we propose newnon-monotonicABE schemes.
Our new schemes either improve efficiency or achieve a new functionality that was
previously not possible. We propose the following four schemes. The first three
schemes are KP-ABE schemes and the last one is CP-ABE scheme.
– The first scheme has very compact ciphertexts. The ciphertext overhead of
our scheme consists of only two group elements, which is even shorter than
the currently shortest scheme of [3]. Furthermore, the scheme also reduces
the size of master public key to about half while the private key size is
slightly larger.
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– The second scheme is proven secure under the decisional bilinear Diffie-
Hellman (DBDH) assumption, which is one of the weakest number theoretic
assumptions in bilinear groups. The public key and the ciphertext size of our
scheme are about half the size of the scheme in [28], which is secure under
the same assumption. The encryption algorithm of our scheme is at least
two times faster than the existing scheme, but our decryption algorithm is
somewhat slower.

– The third scheme is the first non-monotonic KP-ABE scheme in the standard
model that supports fully unbounded attribute sets and access policies. That
is, there is no restriction on the size of the attribute set, or on the number of
times the same attributes can appear in an access policy. The master public
key of the scheme is very compact: it consists of only constant number of
group elements. Such a construction has previously only been possible in the
random oracle model [21].

– The fourth scheme is the first non-monotonic CP-ABE scheme that supports
fully unbounded size of attribute sets and access policies. The master public
key of our scheme consists of only constant number of group elements.

We construct the above KP-ABE schemes in a modular way. First, we define a
new predicate encryption that we call two mode identity based broadcast en-
cryption (TIBBE). In TIBBE, a ciphertext is associated with a set of identities.
A private key is associated with an identity and certain “type”. There are two
types of keys in the system. First type keys can decrypt the ciphertext iff the
identity is included in the set, while the second type keys can iff the identity
is not included. The notion of TIBBE is an extension of identity based broad-
cast encryption (IBBE) and identity based revocation (IBR). We show that
any TIBBE scheme with a certain property can be generically converted into a
non-monotonic KP-ABE scheme. This can be seen as an extension of the pre-
vious result in [3] that converts any IBBE scheme with certain properties into
a (monotonic) KP-ABE scheme. Finally, we construct efficient TIBBE schemes.
By applying our conversion to these schemes, we obtain our new non-monotonic
KP-ABE schemes.

While we construct KP-ABE schemes in a modular way, our construction of
the above non-monotonic CP-ABE scheme is more direct. Our construction is
based on the (monotonic) CP-ABE scheme recently proposed by [30]. We extend
their scheme to support a non-monotonic access structure by applying an idea
from the IBR scheme in [21] to the CP-ABE setting.

Finally, we remark that all our schemes are selectively secure. Constructing
adaptively secure schemes with similar property is left open for future research.

Other Related Works. After the work of Sahai andWaters [31], many CP/KP-
ABE schemes have been proposed [16,15,32,17]. The first adaptively secure ABE
schemes were proposed in [20] using composite order groups. Later, schemes
on prime order groups were proposed [26,27,19,24]. The settings with multiple-
authorities are investigated in several works [10,1,11,22]. To construct a scheme
with even more general access structure is an important direction of research.
Recently, there are significant progress toward this direction [33,13,14].
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2 Preliminaries

2.1 Notation

We will treat a vector as a row vector, unless stated otherwise. For any vector
a = (a1, . . . , an) ∈ Z

n
p , g

a = (ga1 , . . . , gan). For a, z ∈ Z
n
p , we denote their inner

product as 〈a, z〉 = a·z� =
∑n

i=1 aizi.We denote by ei the i-th unit vector: its i-th
component is one, all others are zero. We also denote by [n] a set {1, . . . , n} for an
integer n > 0 and [n1, . . . , nm] = [n1]×· · ·× [nm] for integers n1, . . . , nm > 0. For
a set U , we define 2U = {S|S ⊆ U} and

(
U
<k

)
= {S|S ⊆ U, |S| < k} for k ≤ |U |.

2.2 Definition of Predicate Encryption

Here, we define the syntax of predicate encryption. We emphasize that we do
not consider attribute hiding in this paper.1

Syntax. Let R = {RN : AN × BN → {0, 1} | N ∈ N
c} be a relation family

where AN and BN denote “key attribute” and “ciphertext attribute” spaces
and c is some fixed constant. The index N = (n1, n2, . . . , nc) of RN denotes the
numbers of bounds for corresponding parameters. If an index N is not required,
we say that R is an unbounded relation. A predicate encryption (PE) scheme
for R consists of the following algorithms:
Setup(λ,N) → (mpk,msk): The setup algorithm takes as input a security pa-

rameter λ and a index N of the relation RN and outputs a master public
key mpk and a master secret key msk.

KeyGen(msk,mpk, X) → skX : The key generation algorithm takes as input the
master secret key msk, the master public key mpk, and a key attribute X ∈
AN . It outputs a private key skX . We assume X is included in skX implicitly.

Encrypt(mpk,M, Y ) → C: The encryption algorithm takes as input a master
public key mpk, the message M, and a ciphertext attribute Y ∈ BN . It
will output a ciphertext C.

Decrypt(mpk, C, Y, skX) → M or ⊥: We assume that the decryption algorithm is
deterministic. The decryption algorithm takes as input the public parameters
mpk, a ciphertext C, ciphertext attribute Y ∈ BN and a private key skX . It
outputs the message M or ⊥ which represents that the ciphertext is not in
a valid form.

We require correctness of decryption: that is, for all λ, N , all (mpk,msk) pro-
duced by Setup(λ,N), all X ∈ AN , Y ∈ BN such that R(X,Y ) = 1, and all skX
returned by KeyGen(msk,mpk, X), Decrypt(mpk,Encrypt(mpk,M, Y ), Y, skX) =
M holds.

Security. We now define the security for an PE scheme Π . This security notion
is defined by the following game between a challenger and an attacker A.

At first, the challenger runs the setup algorithm and gives mpk to A. Then
A may adaptively make key-extraction queries. We denote this phase Phase1.
In this phase, if A submits X to the challenger, the challenger returns skX ←
KeyGen(msk,mpk, X). At some point, A outputs two equal length messages

1 This is called “public-index” predicate encryption, categorized in [9].
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M0 and M1 and challenge ciphertext attribute Y � ∈ BN . Y � cannot satisfy
R(X,Y �) = 1 for any attribute X such that A already queried private key for X .
Then the challenger flips a random coin β ∈ {0, 1}, runs Encrypt(mpk,Mβ , Y

�) →
C� and gives challenge ciphertext C� to A. In Phase2, A may adaptively make
queries as in Phase1 with following added restriction: A cannot make a key-
extraction query for X such that R(X,Y �) = 1. At last, A outputs a guess β′ for
β. We say that A succeeds if β′ = β and denote the probability of this event by
PrPE

A,Π . The advantage of an attacker A is defined as AdvPE
A,Π = |PrPE

A,Π − 1
2 |. We

say that Π is fully secure if AdvPE
A,Π is negligible for all probabilistic polynomial

time (PPT) adversary A.
A weaker notion called selective security can be defined as in the above game

with the exception that the adversary A has to choose the challenge ciphertext
index Y � before the setup phase but private key queries X1, . . . , Xq can still be
adaptive. All schemes proposed in this paper are selectively secure.

2.3 Linear Secret Sharing Scheme and Attribute-Based Encryption

Here, we first define linear secret sharing scheme (LSSS) following [4] and then
define key/ciphertext-policy atrribute based encryption scheme as an instance
of PE.

Definition 1 (Access Structure). Let P = {P1, . . . ,Pn} be a set of parties.
A collection A ⊂ 2P is said to be monotone if, for all B,C, if B ∈ A and B ⊂ C,
then C ∈ A holds. An access structure (resp., monotonic access structure) is a
collection (resp., monotone collection) A ⊂ 2P\{∅}. The sets in A are called the
authorized sets, and the sets not in A are called the unauthorized sets.

Definition 2 (Linear Secret Sharing Scheme). Let P be a set of parties.
Let L be an � × m matrix. Let π : {1, . . . , �} → P be a function that maps a
row to a party for labeling. A secret sharing scheme π for access structure A

over a set of parties P is a linear secret-sharing scheme (LSSS) in Zp and is
represented by (L, π) if it consists of two efficient algorithms:
ShareL,π. There exists an efficient algorithm which takes as input s ∈ Zp which

is to be shared. It chooses s2, . . . , sm
$← Zp and let s = (s, s2, . . . , sm). It

outputs L ·s as the vector of � shares. The share λi = 〈Li, s〉 belongs to party
π(i), where Li denotes the i-th row of L.

ReconL,π. The algorithm takes as input an access set S ∈ A. Let I = {i|π(i) ∈
S}. It outputs a set of constants {(i, μi)}i∈I which has a linear reconstruction
property:

∑
i∈I μi · λi = s.

Terminology for Non-monotonic Access Structure. We recall a
technique by Ostrovsky Sahai, and Waters [28] to move from monotonic access
structures to non-monotonic access structure. They assume a family {ΠA}A∈AS
of linear secret sharing schemes for a set of monotonic access structures A. For
each such access structure A ∈ AS, the set P of underlying parties has the fol-
lowing properties: The names of the parties in P may be of two types: either
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the name is normal (like x) or it is primed (like x′), and if x ∈ P then x′ ∈ P
and vice versa. Conceptually, prime attributes are associated with negation of
unprimed attributes.

A family AS of non-monotone access structures can be defined as follows. For
each access structure A ∈ AS over a set of parties P , one defines a possibly
non-monotonic access structure NM(A) over the set P̃ of all unprimed parties
in P . For every set S̃ ⊂ P̃ , N(S̃) is defined as N(S̃) = S̃ ∪ {x′|x ∈ P̃\S̃}. Then,
NM(A) is defined by saying that S̃ is authorized in NM(A) if and only if N(S̃)
is authorized in A. For each access setX ∈ NM(A), there is a set in A containing
the elements in X and primed elements for each party not in X .

Key-(Ciphertext) Policy Attribute-Based Encrypion. Let U = {0, 1}∗
be an attribute space and N = (n, ϕ) specify the corresponding bounds (the
maximum numbers) on the size of attribute sets, the number of allowed repetition
of same attributes which appear in a policy, respectively. Let ASϕ be a collection
of access structures over U such that every access structure in ASϕ is specified
by an access formula in which same attributes do not appear more than ϕ times.
A bounded key (resp. ciphertext)-policy attribute-based encryption for ASϕ is

a predicate encryption for RKP
(n,ϕ) : ASϕ × ( U

<n

) → {0, 1} (resp. RCP
(n,ϕ) :

( U
<n

) ×
ASϕ → {0, 1}) defined by RKP

(n,ϕ)(A, ω) = 1 (resp. RCP
(n,ϕ)(ω,A) = 1) iff ω ∈ A

(for ω ⊆ U such that |ω| < n and A ∈ ASϕ). Let AS be a collection of access
structure over U . An unbounded key (resp., ciphertext)-policy attribute-based
encryption scheme is a predicate encryption for RKP : AS × 2U → {0, 1} (resp.,
RCP : 2U × AS → {0, 1}) defined by RKP(A, ω) = 1 (resp. RCP(ω,A) = 1 ) iff
ω ∈ A (for ω ⊆ U and A ∈ AS).

We note that the scheme of [27] (which was called unbounded ABE) can
achieve the unbounded attribute set size, but it is still limited to the number of
allowed repetition. Currently, only few KP-ABE schemes that are unbounded in
full sence are known [21,23,30]. Note that the scheme in [21] uses random oracle
model. In the CP-ABE setting, only scheme that is unbounded in full sense is
recently proposed [30].

2.4 Number Theoretic Assumptions

We use groups (G,GT ) of prime order p with an efficiently computable mapping
e : G × G → GT s.t. e(ga, hb) = e(g, h)ab for any (g, h) ∈ G × G, a, b ∈ Z and
e(g, h) �= 1GT whenever g, h �= 1G.

Decisional Bilinear Diffie-Hellman (DBDH) Assumption.We say that an
adversary A breaks the DBDH assumption on (G,GT ) if A runs in polynomial
time and 1

2 |Pr[A(g, ga, gb, gs, e(g, g)abs) → 0] − Pr[A(g, ga, gb, gs, T ) → 0]| is
negligible where g

$← G, T
$← GT , a, b, s

$← Zp.

n-Decisional Bilinear Diffie-Hellman Exponent (n-DBDHE) Assump-
tion [7]. We say that an adversary A breaks the n-DBDHE assumption on

(G,GT ) if A runs in polynomial time and 1
2 |Pr[A(g, {gai}i∈[2n]\{n+1}, gs,

e(g, g)s·a
n+1

) → 0]− 1
2 |Pr[A(g, {gai}i∈[2n]\{n+1}, gs, T ) → 0]| is negligible where

g
$← G, T

$← GT , a, s
$← Zp.
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3 Linear Two-Mode Identity Based Broadcast Encryption
and Conversion to Non-monotonic KP-ABE

In this section, we first introduce the two mode inner product encryption scheme
(TIPE) and two mode identity based broadcast encryption schemes (TIBBE)
and explain how the latter can be derived from the former. Then, we propose
a general transformation that transforms any TIBBE scheme that satisfies a
certain condition into a non-monotonic KP-ABE scheme. Our transformation is
an extension of the generic transformation proposed in [3], which converts any
IBBE scheme with certain conditions into (monotonic) KP-ABE scheme.

3.1 Definition of TIPE and TIBBE

In a TIPE scheme, a ciphertext is associated with a vector y. A private key
is associated with type ∈ {ZIPE,NIPE} and a vector x. Decryption is possible
iff type = ZIPE and 〈x,y〉 = 0, or type = NIPE and 〈x,y〉 �= 0. In a TIBBE
scheme, a ciphertext is associated with a set of identities S. A private key is
associated with type ∈ {IBBE, IBR} and an identity ID. Decryption is possible iff
type = IBBE and ID ∈ S, or type = IBR and ID �∈ S.

Here, we formally define TIPE and TIBBE as instances of PE as follows.

Two-Mode InnerProductEncryption scheme.TIPE is a predicate encryp-
tion for RTIPE

(n,p) : (Zn
p × {ZIPE,NIPE}) × Z

n
p → {0, 1} defined by RTIPE

(n,p)((x, type),

y) = 1 iff (〈x,y〉 = 0 ∧ type = ZIPE) ∨ (〈x,y〉 �= 0 ∧ type = NIPE).

Two-Mode Identity Based Broadcast Encryption scheme. TIBBE is a
predicate encryption for RTIBBE

n : (I × {IBBE, IBR})× ( I
<n

) → {0, 1} defined by

RTIBBE
n ((ID, type), S) = 1 iff (ID ∈ S ∧ type = IBBE) ∨ (ID �∈ S ∧ type = IBR).

In later sections, we construct TIPE schemes instead of TIBBE schemes when
it is simpler to describe. TIBBE scheme can be derived from TIPE scheme by the
following technique due to [18]. The setup algorithm of the TIBBE scheme is the
same as TIPE scheme. To generate a private key for (ID, IBBE) (resp. (ID, IBR)),
one runs key generation algorithm of TIPE scheme to obtain a private key for
(x,ZIPE) (resp. (x,NIPE)) where x = (1, ID, . . . , IDn−1). To encrypt a message
M for a set S = (ID1, . . . , IDk), one defines y = (y1, . . . , yn) as a coefficient

vector from PS [Z] =
∑k+1

i=1 yiZ
i−1 =

∏
IDj∈S(Z − IDj) where, if k + 1 < n, the

coordinates yk+1, . . . , yn are all set to 0. Then, one runs encryption algorithm
of TIPE scheme to encrypt M for a vector y. To decrypt a ciphertext, one
first defines x and y as above and runs the decryption algorithm of the TIPE
scheme. Since ID ∈ S ⇔ PS(ID) = 0 ⇔ 〈x,y〉 = 0, the correctness of the
resulting TIBBE scheme follows from the correctness of the underlying TIPE
scheme. Furthermore, by the embedding lemma [8], the resulting TIBBE scheme
is selectively secure if the underlying TIPE scheme is selectively secure.

3.2 Linear Two-Mode Identity Based Broadcast Encryption
Template

We define a template for two-mode IBBE schemes that ensures that they give
rise to selective secure non-monotonic KP-ABE schemes. We call this a linear
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TIBBE template. Let G,GT be underlying bilinear groups of order p. The iden-
tity space of the scheme is I = Zp. A linear TIBBE scheme is determined by
parameters n, n1, n2, n̄1,∈ N, a distribution G on vectors of functions, and func-
tions DIBBE, DIBR. G’s output is tuple of functions (f IBBE

1 , f IBBE
2 , f IBR

1 , f IBR
2 , F )

where f IBBE
1 : I → G, f IBBE

2 : I → G
n1 , f IBR

1 : I → G, f IBR
2 : I → G

n̄1 , F :
(I)≤n−1 × Zp → G

≤n2 . Here, we allow F to be probabilistic whereas all other
functions are assumed to be deterministic. DIBBE and DIBR are functions such
that DIBBE : Gn1+1×I×G

n2×( I
<n

) → GT , DIBR : Gn̄1+1×I×G
n2×( I

<n

) → GT .

Setup(λ, n) : Given a security parameter λ ∈ N and a bound n ∈ Z on the
number of identities per ciphertext, the algorithm selects bilinear groups
(G,GT ) of prime order p > 2λ and a generator g

$← G. It computes e(g, g)α

for a random α
$← Zp and chooses functions (f IBBE

1 , f IBBE
2 , f IBR

1 , f IBR
2 , F )

$← G.
The master secret key consists of msk = α while the master public key is
mpk = (g, e(g, g)α, {f type

1 , f type
2 }type∈{IBBE,IBR}, F, n, n1, n2, n̄1).

KeyGen(msk,mpk, (ID, type)) : To generate a private key for ID of type type ∈
{IBBE, IBR}, it chooses r $← Zp. Then, it computes the private key as

sk(ID,type) = (d1, d2) =
(
gα · f type

1 (ID)r, f type
2 (ID)r

)
.

Encrypt(mpk,M, S) : To encryptM ∈ GT for a set of identities S = (ID1, . . . , IDk)

where k < n, it chooses s
$← Zp and computes the ciphertext as

C = (C0, C1) = (M · e(g, g)αs, F (ID1, . . . , IDk, s)).

Decrypt(mpk, C, S, sk(ID,type)) : It parses sk(ID,type) = (d1, d2) and C = (C0, C1)
then runs

Dtype
(
(d1, d2), ID, C1, S

) → e(g, g)α·s,

and obtains M = C0/e(g, g)
α.

We also require that for all (f IBBE
1 , f IBBE

2 , f IBR
1 , f IBR

2 , F )
$← G, the following prop-

erty must hold. 2

Correctness.For allα, r, s ∈ Zp, randomness forF , (ID, type) ∈ I×{IBBE, IBR},
S = {ID1, . . . , IDk} ∈ ( I

<n

)
such that (type = IBBE∧ ID ∈ S)∨ (type = IBR∧ ID �∈

S) and randomness for F , we have

Dtype
((

gα · f type
1 (ID)r, f type

2 (ID)r
)
, ID, F (ID1, . . . , IDk, s), S

)
= e(g, g)α·s.

3.3 Generic Conversion from Linear TIBBE to Non-monotonic
KP-ABE

Let ΠTIBBE = (Setup′,Keygen′,Encrypt′,Decrypt′) be a linear TIBBE system. We
construct a non-monotonic KP-ABE scheme from ΠTIBBE as follows.

Setup(λ, n) : It simply outputs Setup′(λ, n) → (mpk,msk).

2 In [3], the authors also assume a property called linearity. However, we do not need
this property.
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KeyGen(msk,mpk, Ã) : The input to the algorithm is the master secret key msk,
the master public key mpk, and a non-monotonic access structure Ã such
that we have Ã = NM(A) for some monotonic access structure A over a set
P of attributes and associated with a linear secret sharing scheme (L, π). Let
L be an �×m matrix. First, it generates shares of α with (L, π). Namely, it

chooses a vector s = (s1, . . . , sm) such that s1 = α and s2, . . . , sm
$← Zp and

calculates λi = 〈Li, s〉 for each i = 1, . . . , �. The party corresponds to share
λi is π(i) = x̆i, where xi is underlying attribute, and can be primed (i.e.,
negated) or unprimed (non-negated). Then for each i = 1, . . . , �, it picks

ri
$← Zp and sets Di for each i = 1, . . . , � as follows.

Di =

{ (
d′i,1 = gλi · f IBBE

1 (xi)
ri , d′i,2 = f IBBE

2 (xi)
ri
)

if π(i) = xi
(
d′i,1 = gλi · f IBR

1 (xi)
ri , d′i,2 = f IBR

2 (xi)
ri
)

if π(i) = x′
i.

It then outputs the private key as sk
Ã
= {Di}	i=1

Encrypt(mpk,M, ω) : It simply outputs Encrypt′(mpk,M, ω).
Decrypt(mpk, C, ω, sk

Ã
) : Assume first that the policy Ã is satisfied by the at-

tribute set ω, so that decryption is possible. Since Ã = NM(A) for some
access structure A associated with a linear secret sharing scheme (L, π),
we have ω′ = N(ω) ∈ A and we let I = {i|π(i) ∈ ω′}. Since ω′ is au-
thorized in A, the receiver can efficiently compute reconstruction coefficients
{(i, μi)}i∈I = ReconL,π(ω

′) such that
∑

i∈I μiλi = α. It parses C = (C0, C1),

sk
Ã
= {Di}	i=1 where Di = (d′i,1, d

′
i,2) and computes e(g, g)s·λi for each i ∈ I

as follows. (The correctness is shown later.)

{
DIBBE

(
(d′i,1, d

′
i,2), xi, C1, ω

) → e(g, g)s·λi if π(i) = xi (1a)

DIBR
(
(d′i,1, d

′
i,2), xi, C1, ω

) → e(g, g)s·λi if π(i) = x′
i. (1b)

Finally, it recovers message by C0 ·
∏

i∈I

(
e(g, g)s·λi

)−μi
= M.

Correctness. We now verify that equations (1a) and (1b) are correct. (1a) and
(1b) follow from the correctness of the underlying TIBBE scheme by seeing Di

as a private key for
(
ID = xi, type ∈ {IBBE, IBR}) that is derived from msk = λi

using randomness ri. The security of the resulting scheme is established by the

following Theorem. The proof is similar to that of Theorem 1 in [3] and can be
found in full version of this paper.

Theorem 1. If the underlying TIBBE scheme is selectively secure, then the
resulting KP-ABE system above is also selectively secure.

Remark.We have described the conversion for TIBBE scheme with a restriction
that the number of identities per ciphertext is bounded by n. However, the
same conversion also applies to a TIBBE scheme without such a restriction. In
particular, we can apply the above conversion to our TIBBE scheme in Sec. 6.
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4 TIPE Scheme with Compact Ciphertexts

In this section, we propose a TIPE scheme with compact ciphertext size. As we
explained in Sec. 3.1, we can obtain a TIBBE scheme from the TIPE scheme.
By applying the conversion in Sec. 3 to this TIBBE scheme, we obtain a new
non-monotonic KP-ABE scheme with very short ciphertexts. The ciphertext
overhead is 33% shorter than the non-monotonic KP-ABE ciphertext in [3] (the
shortest in the literature). It also reduces the number of pairing operations in
the decryption algorithm from 3 to 2. The public key size of our scheme is about
half that of the existing scheme, but the private key of our scheme is slightly
longer.

Setup(λ, n) : It chooses bilinear groups (G,GT ) of prime order p > 2λ with

g
$← G. It also picks v, α

$← Zp and u = (u1, . . . , un)
$← Z

n
p . Then it sets

V = gv and U = (U1, . . . , Un) = gu. It finally outputs the master public key
mpk = (g, U1, . . . , Un, V, e(g, g)

α) and the master secret key msk = α.
KeyGen(msk,mpk, (x, type)) : To generate a private key for

(
x = (x1 �= 0, . . . , xn)

∈ Z
∗
p × Z

n−1
p , type ∈ {ZIPE,NIPE}), it chooses r $← Zp and computes

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

sk(x,ZIPE) =

(
D1 = gαV r, D2 = gr,

{Ki = (U
− xi

x1
1 Ui)

r}ni=2

)

if type = ZIPE

sk(x,NIPE) =

(
D1 = gαU r

1 , D2 = gr, D3 = V r,

{Ki = (U
− xi

x1
1 Ui)

r}ni=2

)

if type = NIPE.

Encrypt(mpk,M,y) : To encrypt M ∈ GT for the vector y = (y1, . . . , yn) ∈ Z
n
p ,

it picks s
$← Zp and computes the ciphertext as

C =
(
C0 = M · e(g, g)αs, C1 = gs, C2 = (V Uy1

1 · · ·Uyn
n )−s

)
.

Decrypt(mpk, C,y, sk(x,type)): It computes
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

e(C1, D1 ·
n∏

i=2

Kyi
i ) · e(C2, D2) = e(g, g)sα if type = ZIPE

e(C1, D1) ·
(
e(C1, D3

n∏

i=2

Kyi
i ) · e(C2, D2)

) x1
〈x,y〉

= e(g, g)sα if type = NIPE

and recovers the message by C0/e(g, g)
sα = M.

We construct the above scheme by combining the IPE scheme derived from the
spatial encryption scheme in [8,2] and a variant of the NIPE scheme proposed
in [3] so that they share the master public key and the ciphertext. The non-
monotonic KP-ABE scheme derived from the above TIPE scheme has compact
parameters, because of this share of parameters. The main technical challenge in
the proof of the security of the scheme is to simulate the key generation oracle for
two different types (i.e., ZIPE and NIPE) of keys simultaneously. To achieve this,
we use a significantly different strategy to simulate NIPE keys than the security
proof in [3]. The following theorem addresses the security of the scheme.
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Theorem 2. The above TIPE scheme is selectively secure under the n-DBDHE
assumption.

Before proving the theorem, we recall following lemma that is implicit in [8].

Lemma 1. ([8]) Let G be a multiplicative group with prime order p and g
be its generator. Let n,m be some integer bounded by polynomial of λ, a be
a = (a, a2, . . . , an) ∈ Z

n
p , α̃, {wi}mi=0 be elements in Zp, {zi}mi=0 be vectors

in Z
n
p . We also assume that h = (h1, . . . , hn) ∈ Z

n
p satisfies 〈h, z0〉 �= 0

and 〈h, zi〉 = 0 for i ∈ [m]. Then, there exists an PPT BHSim which

takes (α̃, {zi}mi=0, {wi}mi=0,h, {ga
i}i∈[2n]\{n+1}) as input and outputs (ga

n+1+α̃ ·
(g〈z0,a〉+w0)r, {(g〈zi,a〉+wi)r}mi=1) where r

$← Zp.

Proof. (of Theorem 2.) We construct B that decides if T = e(g, g)a
n+1s given

(g, {gai}i∈[2n]\{n+1}, gs, T ) ∈ G
2n+1 × GT by using the selective adversary A

against our scheme. We denote by a a vector (a, a2, . . . , an).

Setup of Master Public Key. At the outset of the game, the adversary A
declares the challenge vector y� = (y�1 , . . . , y

�
n) ∈ Z

n
p . B picks α̃, ṽ

$← Zp, ũ =

(ũ1, . . . , ũn)
$← Z

n
p and sets mpk as

mpk =
(
g = g, e(g, g)α = e(ga, ga

n

) · e(g, g)α̃,U = ga · gũ, V = g−〈a,y�〉 · gṽ),
and gives it to A. Here, we implicitly set α = α̃ + an+1, u = a + ũ, and
v = −〈a,y�〉+ ṽ.

Phase1 and 2. When A queries private key for (x = (x1, . . . , xn), type) ∈
Z
∗
p × Z

n−1
p × {ZIPE,NIPE}, B answers as follows.

– If type = ZIPE, we have 〈x,y�〉 �= 0. In this case, B first sets z0 = −y�, z1 =
0, zi = − xi

x1
e1+ei for i = 2, . . . , n, w0 = ṽ, w1 = 1, and wi = − xi

x1
ũ1+ ũi for

i = 2, . . . , n. Then B runs BHSim(α̃, {zi}ni=0, {wi}ni=0,x, {ga
i}i∈[2n]\{n+1}) →

(Z0, {Zi}ni=1) and returns (D1, D2, {Ki}ni=2) = (Z0, Z1, {Zi}ni=2). We claim
that (D1, D2, {Ki}ni=2) is distributed the same as real private key. At first,
we check that the input to BHSim is in a valid form. To see this, it suffices
to check that 〈x, z0〉 = 〈x,−y�〉 �= 0, 〈x, z1〉 = 〈x,0〉 = 0, and 〈x, zi〉 =
〈x,− xi

x1
e1 + ei〉 = −x1 · xi

x1
+ xi = 0 for i = 2, . . . , n. Since the input to

BHSim is in a valid form, D1 = Z0 = gα̃+an+1

(g−〈a,y�〉 · gṽ)r = gαV r,
D2 = Z1 = (g〈0,a〉+1)r = gr, and

Ki = Zi = (g〈−
xi
x1

e1+ei,a〉− xi
x1

ũ1+ũi)r = (g−
xi
x1

(a+ũ1) · gai+ũi)r = (U
− xi

x1
1 ·Ui)

r

for i ∈ {2, . . . , n} where r
$← Zp as desired.

– If type = NIPE, we have 〈x,y�〉 = 0. In this case, B first sets z0 = e1, z1 =
0, zi = − xi

x1
e1 + ei for i = 2, . . . , n, zn+1 = −y�, w0 = ũ1, w1 = 1, wi =

− xi

x1
ũ1 + ũi for i = 2, . . . , n, and wn+1 = ṽ. Then B runs BHSim(α̃, {zi}n+1

i=0 ,

{wi}n+1
i=0 ,x, {ga

i}i∈[2n]\{n+1}) → (Z0, {Zi}n+1
i=1 ) and returns (D1, D2, D3,

{Ki}ni=2) = (Z0, Z1, Zn+1, {Zi}ni=2). We claim that (D1, D2, D3, {Ki}ni=2) is
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distributed the same as real private key. At first, we check that the input
to BHSim is in a valid form. To see this, it suffices to check that 〈x, z0〉 =
〈x, e1〉 = x1 �= 0, 〈x, z1〉 = 〈x,0〉 = 0, 〈x, zi〉 = 〈x,− xi

x1
e1 + ei〉 = 0 for

i = 2, . . . , n, and 〈x, zn+1〉 = 〈x,−y�〉 = 0 . Since the input to BHSim is in
a valid form, we have

D1 = Z0 = gα̃+an+1 · (g〈a,e1〉 · gũ1)r = gα · (ga+ũ1)r = gαU r
1

where r
$← Zp. We can also check that D2 = gr and {Ki}ni=2 = {(U− xi

x1
1 ·

Ui)
r}ni=2 by exactly the same computation as in the case of type = ZIPE.

Finally, we have that D3 = Zn+1 = (g−〈a,y�〉+ṽ)r = V r as desired.
Challenge. At some point in the game, A submits a pair of ciphertexts (M0,M1)

to B. B flips a random coin β
$← {0, 1} and returns (C0, C1, C2) = (Mβ ·e(gs, gα̃)·

T, gs, (gs)−(〈y�,ũ〉+ṽ)) to A. Since

(gs)−(〈y�,ũ〉+ṽ) = (g〈−a,y�〉+ṽ · g〈a+ũ,y�〉)−s = (V U
y�
1

1 · · ·Uy�

n )−s

and e(gs, gα̃) · e(g, g)an+1s = e(g, g)sα, the ciphertext is in a valid form if T =

e(g, g)a
n+1s.

Guess. Finally, A outputs its guess β′ for β. If β′ = β, A outputs 1 for its guess.
Otherwise, it outputs 0. If T = e(g, g)sa

n+1

, the above simulation is perfect and
thusA has non-negligible advantage. On the other hand, If T is a random element
in GT , A’s advantage is 0. Therefore, if A breaks our scheme with non-negligible
advantage, B has a non-negligible advantage against the n-DBDHE assumption.

5 TIPE Scheme from the DBDH Assumption

In this section, we propose a TIPE scheme from the DBDH assumption, which is
one of the weakest assumptions in bilinear groups. By sequentially applying the
conversions from TIPE to TIBBE in Sec. 3.1 and from TIBBE to non-monotonic
KP-ABE in Sec. 3 to the scheme, we obtain a new non-monotonic KP-ABE scheme
from the DBDH assumption. Compared to the Non-monotonic KP-ABE scheme
from the same assumption in [28], the public key and ciphertext size of our scheme
are approximately half the size of theirs, and the private key size is comparable.
Setup(λ, n) : It chooses bilinear groups (G,GT ) of prime order p > 2λ with

g
$← G. It also picks u, α

$← Zp and v = (v1, . . . , vn)
$← Z

n
p . Then it sets

U = gu and V = (V1, . . . , Vn) = gv. It finally outputs the master public key
mpk = (g, U, V1, . . . , Vn, e(g, g)

α) and the master secret key msk = α.
Encrypt(mpk,M,y) : To encrypt M ∈ GT for the vector y = (y1, . . . , yn) ∈ Z

n
p ,

it picks s
$← Zp and computes the ciphertext as

C =
(
C0 = M · e(g, g)αs, C1 = gs, {Ei = (UyiVi)

−s}i=1,...n

)
.

KeyGen(msk,mpk, (x, type)) : To generate a private key for
(
x = (x1, . . . , xn) ∈

Z
n
p , type ∈ {ZIPE,NIPE}), it chooses r $← Zp and computes
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⎧
⎪⎨

⎪⎩

sk(x,ZIPE) =
(
D1 = gα · (V x1

1 · · ·V xn
n )r, D2 = gr

)
if type = ZIPE

sk(x,NIPE) =
(
D1 = gαU r, D2 = (V x1

1 · · ·V xn
n )r, D3 = gr

)
if type=NIPE.

Decrypt(mpk, C,y, sk(x,type)): It computes
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

e(C1, D1) · e(
n∏

i=1

Exi

i , D2) = e(g, g)sα if type = ZIPE

e(C1, D1) ·
(
e(

n∏

i=1

Exi

i , D3) · e(C1, D2)
) 1

〈x,y〉
= e(g, g)sα if type = NIPE

and recovers the message by C0/e(g, g)
sα = M.

The following theorem addresses the security of the scheme. The proof will be
found in the full version of this paper.

Theorem 3. The above TIPE scheme is selectively secure under the DBDH
assumption.

6 Unbounded TIBBE Scheme

In the TIBBE schemes derived from the TIPE schemes in Sec. 4 and 5, the
number of identities per ciphertext is bounded by a parameter n. In this section,
we propose a TIBBE scheme without such a restriction. The structure of the
construction can be seen as a combination of the IBBE scheme implicit in KP-
ABE scheme in [30] and the IBR scheme in [21]. By applying the conversion in
Sec. 3 to the scheme, we obtain the first non-monotonic KP-ABE scheme in the
standard model that does not restrict the number of attributes per ciphertext
or the number of times the same attribute can be used in an access formula
associated with a private key.

Setup(λ) : It chooses bilinear groups (G,GT ) of prime order p > 2λ with g
$← G.

It also picks H,U, V,W
$← G and b, α

$← Z
n
p . Then it sets B = gb, B′ =

gb
2

, V ′ = V b. It finally outputs the master public keympk=(g,H, U,W,B,B′

, V, V ′, e(g, g)α) and the master secret key msk = α.
Encrypt(mpk,M, S) : To encrypt M ∈ GT for the set of identities S = (ID1, . . . ,

IDk) ⊂ Zp, it chooses s, t1, . . . , tk
$← Zp and random s1, . . . , sk ∈ Zp such

that s1 + . . .+ sk = s and computes the ciphertext as C =
⎛

⎝C0 = M · e(g, g)αs, C1 = gs,

{
Ci,1 = W−s(U IDiH)−ti , Ci,2 = gti

C′
i,1 = (B′IDiV ′)−si , C′

i,2 = Bsi

}

i∈[k]

⎞

⎠ .

KeyGen(msk,mpk, (ID, type)) : To generate a private key for ID ∈ Zp, it chooses

r
$← Zp and computes the private key as

⎧
⎪⎨

⎪⎩

sk(ID,IBBE) =
(
D1 = gα ·W r, D2 = (U IDH)r, D3 = gr

)
if type = IBBE

sk(ID,IBR) =
(
D1 = gα · (B′)r, D2 = (BIDV )r, D3 = gr

)
if type = IBR.
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Decrypt(mpk, C, S, sk(ID,type)): We assume that in the case of type = IBBE, ID
is contained in ID ∈ S = {ID1, . . . , IDk}, so that decryption is possible.
Therefore, there is an τ ∈ [k] such that ID = IDτ . It computes

⎧
⎪⎨

⎪⎩

e(C1, D1) · e(Cτ,1, D3) · e(Cτ,2, D2) = e(g, g)sα if type = IBBE

e(C1, D1) ·
k∏

i=1

(
e(C′

i,1, D3) · e(C′
i,2, D2)

) 1
(IDi−ID) = e(g, g)sα if type = IBR

and recovers the message by C0/e(g, g)
sα = M.

We can prove selective security of the scheme under the new assumption
that we call n-(A) assumption which is secure in the generic group model. The
definition of the assumption and the proof will appear in the full version of this
paper.

7 Unbounded Non-monotonic CP-ABE Scheme

In this section, we propose the first non-monotonic CP-ABE scheme that does
not restrict the size of the attributes set or the number of times the same at-
tribute can be used in an access formula. Our starting point for the construction
of the scheme is the unbounded (monotonic) CP-ABE scheme in [30]. To sup-
port the non-monotonic access structure, we first construct a suitable revocation
mechanism, which can be seen as a ciphertext-policy version of the IBR scheme
in [21]. Then, we combine this with the CP-ABE scheme in [30] to obtain our
new scheme. Because some parameters are shared between the two schemes,
the public key of our scheme is only one group element longer than that of the
scheme in [30], while our scheme supports a more general access structure.

Setup(λ) : It chooses bilinear groups (G,GT ) of prime order p > 2λ with g
$← G.

It also picks b, α
$← Zp and H,U, V,W

$← G. Then it sets V ′ = U b and
outputs the master public key mpk = (g,H, U, V, V ′,W, e(g, g)α) and the
master secret key msk = (α, b).

KeyGen(msk,mpk, ω) : To generate a private key for a set of attributes ω =

{ω1, . . . ωk} ⊂ Zp, it chooses r, r1, . . . , rk
$← Zp and random r′1, . . . , r′k ∈ Zp

such that r′1 + . . .+ r′k = r. It then outputs the private key as

skω=

⎛

⎝D1 = gαW r, D2 = gr,

{
Ki,1 = V −r(UωiH)ri , Ki,2 = gri

K ′
i,1 = (U bωiHb)r

′
i , K ′

i,2 = gbr
′
i

}

i∈[k]

⎞

⎠ .

Encrypt(mpk,M, Ã) : The input to the algorithm is the master public key mpk,
the message M ∈ GT and a non-monotonic access structure Ã such that
we have Ã = NM(A) for some monotonic access structure A over a set P
of attributes and associated with a linear secret sharing scheme (L, π). Let

L be an � × m matrix. First, it picks random s = (s, s2, . . . , sm)
$← Z

m
p

and computes share of s for π(i) by λi = 〈Li · s〉 for i = 1, . . . , �. It then
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computes C0 = M · e(g, g)α·s, C1 = gs. It also computes (Ci,1, Ci,2, Ci,3) for
every i = 1, . . . , � as follows.

{
Ci,1 = WλiV ti , Ci,2 = (UxiH)−ti , Ci,3 = gti if π(i) = xi

Ci,1 = Wλi(V ′)ti , Ci,2 = (UxiH)−ti , Ci,3 = gti if π(i) = x′
i

where ti
$← Zp. The final output is C = (C0, C1, {Ci,1, Ci,2, Ci,3}i∈[	]).

Decrypt(mpk, C, ω, sk
Ã
) : Assume first that the policy Ã is satisfied by the at-

tribute set ω, so that decryption is possible. Since Ã = NM(A) for some
access structure A associated with a linear secret sharing scheme (L, π),
we have ω′ = N(ω) ∈ A and we let I = {i|π(i) ∈ ω′}. Since ω′ is au-
thorized in A, the receiver can efficiently compute reconstruction coeffi-
cients {(i, μi)}i∈I = ReconL,π(ω

′) such that
∑

i∈I μiλi = s. It parses C =

(C0, C1, {Ci,1, Ci,2, Ci,3}i∈[	]), skω =
(
D1, D2, {Ki,1,Ki,2,K

′
i,1,K

′
i,2}i∈[k]

)

and computes e(g, g)r·λi for each i ∈ I as
⎧
⎪⎨

⎪⎩

e(Ci,1, D2) · e(Ci,2,Kτ,2) · e(Ci,3,Kτ,1) → e(g,W )rλi if π(i) = xi

e(Ci,1, D2) ·
∏

j∈[k]

(
e(Ci,3, K

′
j,1) · e(Ci,2,K

′
j,2)

) 1
xi−ωj = e(g,W )rλi if π(i) = x′

i

where τ is the index such that ωτ = xi. Such τ exists if i ∈ I and π(i) is

non-negated attribute. Next, it computes e(C1, D1) ·
∏

i∈I

(
e(g,W )rλi

)−μi
=

e(gs, gα)e(g,W )sre(g,W )−r
∑

i∈I μiλi = e(g, g)α·s. Finally, it recovers the
message by C0/e(g, g)

sα = M.

We can prove selective security of the scheme under the new assumption
that we call n-(B) assumption which is secure in the generic group model. The
definition of the assumption and the proof will appear in the full version of this
paper.

8 Comparisons

Here, we compare our schemes with existing schemes. In Table 1, we
compare non-monotonic KP-ABE schemes with compact ciphertexts. In Table
2, we compare non-monotonic KP-ABE schemes from the DBDH assumption. In
Table 3 (resp., 4), we compare the KP (resp., CP)-ABE schemes which allow un-
bounded size for set of attributes associated with ciphertext (resp., private key).
In these tables, n̄ = |attribute set| = |ω|, n is the maximum bound of n̄ (i.e.,
|ω| < n), ϕ is the number of allowed repetition of the same attributes which ap-
pear in a policy, and t1 and t2 are the number of non-negated and negated at-
tributes that apper in an access policy.We also let t = t1+t2. The terms “reg-exp.”
and “mult-exp.” refer to regular and multi-exponentiation inG and GT . The Pip-
penger algorithm [29] can efficiently compute the latter. The term “pair” refers to
pairing computation. The columun “unbounded set” in Table 3 (resp., 4) states
whether unbounded attribute set size is allowed for ciphertext (resp., for key) or
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not. The columun “unbounded multi-use” states whether unboudned reuse of the
same policy for a key (resp., ciphertext) is allowed or not.

In Table 2, we only highlight the encryption cost. As for the efficiency of the
decryption algorithm, our scheme in Sec. 5 is somewhat slower than [28], because
of the additional exponentiations. Note that the schemes in [27] achieve adaptive
security, whereas all the other schemes achieve only selective security.

Table 1. Comparison of non-monotonic KP-ABE with compact ciphertexts

Schemes Master public Ciphertext Private Computational cost for Assumption
key size overhead key size encryption decryption

(|G|, |GT |) |G| |G| (reg,mult)-exp (pair,mult-exp)

ALP [3] (2n + 2, 1) 3 (n + 1)t (2, 2) (3, 3∗) n-DBDHE
Ours in Sec. 4. (n + 2, 1) 2 (n + 1)t + t2 (2, 1) (2, 2∗) n-DBDHE

∗ These multi-exponentiation is heavier than that needed in the encryption algorithm.

Table 2. Comparison of non-monotonic KP-ABE schemes from the DBDH

Schemes Master public key size Ciphertext overhead Private key size Encryption cost
(|G|, |GT |) |G| |G| reg-exp. mult-exp.

OSW [28] (2n + 2, 0) 2n − 1 2t1 + 3t2 2 2n‡

Ours in Sec. 5 (n + 2, 1) n + 1 2t1 + 3t2 2 n

† For simplicity, we compare these schemes in a most basic form. However, we can modify the
schemes so that the ciphertext size only depends on n̄ instead of n, which might be preferable
in many case, by the technique in [28]. As a result, master public key and the private key
becomes larger, whereas it makes ciphertext size smaller and encryption/decryption cost
lower.

‡ These multi-exponentiations are heavier than that of our scheme in Sec. 5.

Table 3. Comparison of KP-ABE schemes with unbounded attribute set size

Schemes Access Ciphertext Private key Assumption
structure

overhead (|G|) unbounded
size(G)

unbounded
set multi-use

LSW[21] non-monotone 3n̄+1 Yes 2t + t2 Yes RO+n-MEBDH
OT[27] non-monotone 14n̄ϕ + 5 Yes 14t + 5 No DLIN
RW[30] monotone 2n̄ + 1 Yes 3t1 Yes n-1assumption
LW[23] monotone 3n̄ + 1 Yes 4t1 Yes assumption 1-4
Ours in Sec. 6 non-monotone 4n̄ + 1 Yes 3t Yes n-(A) assumption

§ LW scheme [23] is constructed in composite order group.

Table 4. Comparison of CP-ABE schemes with unbounded attribute set size

Schemes Access Ciphertext Private key Assumption
structure

overhead (|G|) unbounded
size(G)

unbounded
multi-use set

OT[27] non-monotone 14t + 5 No 14n̄ϕ+ 5 Yes DLIN
RW[30] monotone 3t1 + 1 Yes 2n̄ + 2 Yes n-2 assumption
Ours in Sec. 7 non-monotone 3t + 1 Yes 4n̄ + 2 Yes n-(B) assumption
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