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Full-scale numerical prediction of the aerothermal flow in gas turbine engines are cur-
rently limited by high computational costs. The approach presented here intends the use
of different specialized flow solvers based on the Reynolds-averaged Navier-Stokes equa-
tions as well as large-eddy simulations for different parts of the flow domain, running
simultaneously and exchanging information at the interfaces. This study documents the
development of the interface and proves its accuracy and efficiency with simple test cases.
Furthermore, its application to a turbomachinery application is demonstrated.
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1 Introduction
In the design of gas turbine engines computational fluid dynam-

ics �CFD� is often used to predict the flow in single components of
the engine, such as the compressor, the combustor, or the turbine.
The simulation of the entire flow path of a gas turbine engine
using high-fidelity CFD is deemed impossible by the enormous
computational costs that it entails. However, the increasing avail-
ability of massively parallel computational resources and the im-
proved algorithmic efficiency of future flow solvers puts the simu-
lation of an entire engine within reach. In order for such a
simulation to be useful in the design process it has to deliver
accurate results with reasonable turnaround.

The goal of the advanced simulation and computing �ASC� pro-
gram of the Department of Energy �DoE� at Stanford is to develop
high-performance flow solvers that are able to use highly parallel
supercomputers for the simulation of an entire engine. Although
the development of new supercomputers is one of the main tasks
in the overall ASC effort of the DoE, the physics part of the ASC
project at Stanford investigates the development of flow solvers
for gas turbine engines in order to improve efficiency, scalability,
and modeling of physical effects. However, looking at the wide
variety of flow phenomena, which have to be simulated in the
flow path of an engine, it is clear that only the use of multiple
specialized flow solvers �one for the turbomachinery portions and
one for the combustor� can guarantee efficiency and accuracy of
such a simulation: the flow regimes and the physical phenomena,
which have to be modeled vary dramatically in these two compo-
nents. Most flow solvers used nowadays in the design process are
specialized for either of these two tasks.

The flow field in the turbomachinery portions of the domain is
characterized by both high Reynolds and high Mach numbers. The
accurate prediction of the flow requires the precise description of
the turbulent boundary layers around the rotor and stator blades,
including tip gaps and leakage flows. A number of flow solvers
that have been developed to deal with this kind of problem have
been in use in industry for many years. These flow solvers are
typically based on the Reynolds-averaged Navier-Stokes �RANS�
approach. Here, the unsteady flow field is ensemble averaged,
removing all dependence on the details of the small-scale turbu-
lence. A turbulence model becomes necessary to represent the
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portion of the physical stresses that has been removed during the
averaging process. Because of the complexity of the flows in tur-
bomachinery, various parameters in these turbulence models have
to be adapted in order to deliver accurate solutions. Since this kind
of flow has been the subject of a large number of investigations,
these parameters are usually well known and, hence, the flow
solvers deliver reasonably good results.

The flow in the combustor, on the other hand, is characterized
by detached flows, chemical reactions, and heat release. The pre-
diction of detached flows and free turbulence is greatly improved
using flow solvers based on large-eddy simulations �LES�. Al-
though the use of LES increases the computational costs, it has
been the only predictive tool that is able to simulate consistently
these complex flows. LES resolves the large-scale turbulent mo-
tions in time and space and only the influence of smallest scales,
which are generally more universal and hence, easier to represent
has to be modeled �1,2�. Since the energy containing part of the
turbulent scales is resolved, the modeling of turbulent combustion
is facilitated by additional data that are provided by the LES so-
lution �3�. LES flow solvers have been shown in the past to be
able to model simple flames and are currently adapted for use in
gas turbine combustors �4,5�.

In order to predict multicomponent effects, such as compressor-
combustor instabilities, combustor-turbine hot-streak migration,
and combustion instabilities, the flow solvers that describe differ-
ent components in the gas turbine have to run simultaneously,
each computing its part of the domain, and periodically exchange
flow information at the interface �Fig. 1�. The simultaneous ex-
ecution of multiple parallel flow solvers requires the definition of
an interface that allows the exchange of flow information and a
framework for well-posed boundary conditions in order to process
the exchanged data.

The approach to couple multiple simulation codes has been
used already in other areas of application, most notably in global
climate simulations �6�, and found recently more attention in other
areas of mechanical engineering �7�. However, the idea to couple
RANS and LES flow solvers is a very recent approach and a
unique method to construct an LES-RANS hybrid.

Other LES-RANS hybrid approaches, such as detached-eddy
simulations �DES� �8� and limited-numerical scales �LNS� �9�
combine LES and RANS in a single flow solver. This requires a
sensor that determines when to switch from one approach to the
other. In our approach the domains are defined as zones by the
computational domains of both codes. The use of two separate

codes allows one to employ the optimal combination of a math-
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ematical approach, numerical method, and models in each domain
�e.g., the modeling of combustion requires the solution of addi-
tional transport equations�. Here, we can limit the solution of
these transport equations to the combustor. Furthermore, the time
step in each domain can be chosen to fulfill the local require-
ments, which means that usually the RANS domain can be com-
puted with a larger time step than the LES domain. The approach
to couple two existing flow solvers also has the distinct advantage
to build on the experience and validation that has been put into the
individual codes during their development. Furthermore, once the
procedures to couple independent simulation codes are in place,
the extension of this concept to multiphysics simulations using
other simulation tools can be done �10�.

The current study describes the framework for the simultaneous
execution of RANS and LES flow solvers and addresses the fol-
lowing points:

1. Description of the RANS and LES flow solvers �Sec. 2�
2. Presentation of the interface, which enables contact and in-

formation exchange between the simultaneously executed
flow solvers �Sec. 3�

3. Description of the boundary conditions used by the flow
solvers at the interfaces �Sec. 4�

4. Validation of the communication routines and the boundary
conditions using simple test cases �Sec. 5�

5. Demonstration of coupled RANS-LES of complex geom-
etries �Sec. 6�

2 Flow Solvers
This section describes the flow solvers used in the current study

and emphasizes the differences between the RANS and LES
approaches.

2.1 RANS Flow Solver. RANS flow solvers solve the classi-
cal Reynolds-averaged Navier-Stokes equations for turbulent
flows. With this approach, the flow variables are split into mean
and fluctuating portions ui= ūi+ui� and the Navier-Stokes equa-
tions are time averaged. This averaging process results in a set of
equations for the mean flow quantities, but leaves an undeter-
mined term ui�uj�, which has to be modeled with a turbulence
model. Turbulence models are commonly based on an eddy vis-
cosity approach, which can be modeled with varying levels of
complexity. The most commonly used models for RANS flow
solvers are two-equation models, such as the k−� or k−� models,

Fig. 1 Computation of the flow path of an entire gas turbine:
decomposition of the engine. Compressor and turbine with
RANS; combustor with LES „combustor and turbine images
from †34,5‡…
where two additional transport equations are solved in order to

Journal of Fluids Engineering
determine values and distribution of the eddy viscosity field.
These models are typically accepted as a good compromise be-
tween efficiency and accuracy for turbomachinery applications.

The RANS flow solver used for this investigation is the TFLO

code developed in the Aerospace Computing Lab �ACL� at Stan-
ford. The flow solver computes the unsteady Reynolds-averaged
Navier-Stokes equations using a cell-centered discretization on
arbitrary multiblock meshes �11�. The convective terms are dis-
cretized using central differences �second-order accurate on
smooth meshes�. In order to maintain numerical stability artificial
dissipation is added. The solution procedure is based on efficient
explicit modified Runge-Kutta methods with several convergence
acceleration techniques, such as multigrid, residual averaging, and
local time stepping. These techniques, multigrid, in particular,
provide excellent numerical convergence and fast solution turn-
around. The turbulent viscosity is computed with the Wilcox
k−� two-equation turbulence model �12�. The dual-time stepping
technique �13–15� is used for time-accurate simulations that ac-
count for the relative motion of moving parts as well as other
sources of flow unsteadiness.

2.2 LES Flow Solver. LES flow solvers solve a filtered ver-
sion of the Navier-Stokes equations. The filter ensures that the
large-scale turbulence is resolved in time and space, which results
in a decomposition of the flow variables into a resolved and a
subgrid portion, ui= ũi+ui�. For practical purposes, a mesh filter is
applied, implying that the local cell size defines the filter at each
point in the mesh. Applying the filter to the Navier-Stokes equa-

tion leaves an undetermined term, ui�uj�
˜, which defines the subgrid

turbulence that must be modeled. As opposed to the Reynolds
stress term ui�uj� in the RANS equations, which includes the tur-
bulent motions of all scales, the LES term describes only the
subgrid turbulence. With sufficiently high mesh resolution, the
LES solution can be very robust with respect to the chosen sub-
grid model. Most models use an eddy viscosity approach for the
description of the subgrid stresses. Typically the eddy viscosity is
determined by algebraic models, such as the Smagorinsky model
�16�, or, as used in this study, by a dynamic procedure, where the
solution of the high-frequency resolved flow field is used to de-
termine the subgrid stresses �17�.

For the initial development of the interface two separate LES
flow solvers are used. The first one is a structured LES flow
solver, which has the advantage of very fast execution speeds. The
second LES flow solver used is the unstructured CDP code, which
is used for its ability to resolve complex geometries.

The structured LES flow solver chosen for this work is a code
developed at the Center for Turbulence Research �CTR� at Stan-
ford by Pierce and Moin �18�. It solves the filtered momentum
equations with a low-Mach-number assumption on an axisymmet-
ric, structured, single-block mesh. A second-order finite-volume
scheme on a staggered grid is used �19�. Centerline boundary
conditions for the radial velocity and its gradients are obtained by
averaging corresponding values across the centerline �20�. The
approach is designed to allow radial flow communication through
the centerline. The low-Mach-number approximation allows one
to circumvent the acoustic Courant-Fredriechs-Lewey �CFL� con-
dition for compressible flows and increases the permissible time-
step by at least 1 /Ma. In return, the pressure field has to be de-
termined by solving the Poisson equation. The subgrid stresses are
approximated with an eddy viscosity approach, where the eddy
viscosity is determined by a dynamic procedure �17,21�.

The unstructured LES flow solver CDP has been developed at
the Center for Turbulence Research at Stanford �22�. The filtered
momentum equations are solved on a cell-centered unstructured
mesh with a second-order accurate central differences spatial dis-
cretization �23�. An implicit time-advancement procedure is ap-
plied. As in the structured flow solver, a low-Mach-number ap-

proximation is used and the Poisson equation is solved in order to
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determine the pressure field. The subgrid stresses are modeled
with a dynamic procedure.

3 Interface
The role of the interface is to establish the communication be-

tween two or more simultaneously executed flow solvers and to
enable the efficient transfer of flow variables among all of them.
In the following sections, the interface routines are described to-
gether with their implementation in the previously described
RANS and LES flow solvers. Careful attention is paid to the fact
that all flow solvers are parallelized using the message-passing
interface �MPI� and that the execution of these codes is usually
carried out on massively parallel supercomputers �24�.

3.1 Peer-to-Peer Message Passing. The messages between
two separate flow solvers �peer-to-peer message passing� is very
similar to the information exchange between processors of a par-
allel computation. Many flow solvers are parallelized and use MPI
for process-to-process message passing. MPI can be used for com-
munication between different flow solvers as well.

Before establishing the contact between two flow solvers, one
must make sure that the commands for message passing that are
internal to each of the two codes do not interfere with the com-
munication between codes. With MPI it is possible to define the
scope of the message passing using communicators. The most
commonly used communicator in MPI is the standard communi-
cator MPI�COMM�WORLD, which includes all processors of all codes
started from the same MPIRUN command. Using this communica-
tor for internal message passing will inevitably result in confusion
for communication between the two codes. Hence, each code cre-
ates its own local communicator �intracommunicator� to encapsu-
late the internal message passing. All codes have to use their own
intracommunicator for all MPI commands concerning the internal
parallelization of the code instead of MPI�COMM�WORLD.

In the next step, a communicator is created for the peer-to-peer
message passing �intercommunicator�. For example, assume a
case with three flow solvers is to be run with a first instance of a
RANS code using two processors �ranks 0 and 1, local root pro-
cess 0�, an LES code using four processors �ranks 2, 3, 4, and 5,
local root process 2�, and a second instance of a RANS code using
three processors �ranks 6, 7, and 8, local root process 6�. In order
to create the intercommunicator, it is necessary that every proces-
sor knows the rank of the root processes of the other codes. A
global root process is appointed �rank 0� that collects the ranks of
the root processes of all codes �here: ranks 0, 2, and 6�, compiles
them into a list, and sends them back to the local root processes. A

Fig. 2 Structure chart: exchange of root ranks needed for cre-
ation of intercommunicators
chart with the structure of this procedure is shown in Fig. 2.
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Since there is no intercommunicator available yet, this communi-
cation has to be done using the standard communicator
MPI�COMM�WORLD. With the knowledge of the ranks of all root
processes it is then possible to create the intercommunicators.

3.2 Handshake and Communication.

3.2.1 Handshake. The efficient parallelization of a flow solver
seeks to limit the information exchange between parallel pro-
cesses to a minimum, since the information exchange requires
considerable time compared to the actual computation and can,
therefore, limit parallel scalability. For similar reasons, it is desir-
able to minimize the communication between flow solvers run-
ning simultaneously. Since the flow solvers have to exchange flow
information rather often, either after each iteration or after a cho-
sen time step, the aim is to minimize the amount of information
communicated at each synchronization point by including an ini-
tial handshake step, which serves to optimize the communication
during the actual flow computation.

The simplest way to organize the information exchange be-
tween solvers would be to let only the root processes in each
solver communicate. However, this would mean that prior to the
peer-to-peer communication, the root processes would have to
gather the flow information to transfer from their own processes,
and after the peer-to-peer communication process is complete,
they would have to distribute the obtained information back to
their processes. This creates an obvious bottleneck in the commu-
nication pattern, which must be avoided. The solution reported
here avoids this bottleneck by direct communication among the
neighboring processors on the interface.

The initial handshake routine establishes the direct communica-
tion pattern described above �Fig. 3�. First, each processor of each
participating code must identify all the points for which it needs
flow information from its peers to define its interface boundary
conditions. The location of each of these points has to be stored in
a data structure containing three integers and three double-
precision values. The three integers are an ip number, which de-
termines what kind of flow variables are requested for this point;
an id number, which contains a unique identification number for
each point; and a flow solver number denoting the flow solver
requesting this point. The three double precision numbers contain
the x-, y-, z-coordinates of the point in Cartesian coordinates using
SI units.

The initial handshake takes place in four steps. First, each pro-
cessor sends the number of points in its own domain for which
flow data will be requested to each processor of the peer code.
This allows each code to dynamically allocate memory to store
the information received. In the second step, each processor re-
ceives information containing the location in space of the re-
quested points from each of the peer processors that request a
nonzero number of points.

In an intermediate step, each processor identifies whether a re-
quested point lies within its own domain and data can be provided
for it. During this step, the interpolation schemes required to ob-
tain the data for this point are determined and stored for later use.

In the third communication step, each processor communicates
the number of points found within its domain to all peer-processes
requesting data. Again, this allows the dynamic allocation of ar-
rays for the last step. In the fourth communication step, each
processor sends out an array to each peer processor it can serve.
The array consists of two integers containing the ip and id of the
point. Finally, each processor determines whether all of its re-
quested points can be served by peer processors. If not all points
can be served, appropriate errors are flagged.

3.2.2 Communication. The communication of flow data be-
tween iterations is rather straight forward once the initial hand-
shake is completed �Fig. 4�. Since it is known to every processor
what kind of data has to be provided to which peer processor, and

from which peer processor data is expected, the data packages can
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be sent directly without going through the root processes. After
the initialization step, all communication is carried out in the most
efficient possible pattern.

Each processor has to compile the data to be sent into a send
buffer. The contents of this buffer may vary for different flow
solvers and has to be defined beforehand. Although our commu-
nication procedure allows for flexible contents of the communica-
tion buffers, a standard data structure made up of seven variables
has been established. These variables contain �, �u1, �u2, �u3, �E,
k, and �t, in this order, with � being the density, u1 ,u2 ,u3 the
Cartesian velocity components, E the total energy of the fluid, k
the turbulent kinetic energy, and �t the eddy viscosity. This set of

Fig. 3 Structure chart: initial handshake to establish direct
communication between interface processors
variables provides the freedom to chose between several RANS
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turbulence models without changing the interface routines, e.g.
boundary conditions can be defined from this set of data for both
the k−� and k−� turbulence models.

4 Boundary Conditions

4.1 LES Boundary Conditions. The definition of the bound-
ary conditions requires special attention on the LES side due to
the different modeling approach used when compared to the
RANS solver. Since on the LES side we resolve a part of the
turbulent energy spectrum, the challenge is to regenerate and pre-
serve the resolved turbulent motions at the boundaries.

4.1.1 LES Inflow Boundary Conditions. At the LES inflow
boundary, the challenge is to prescribe transient turbulent velocity
profiles from ensemble-averaged RANS data. A simple addition of
random fluctuations to the RANS profiles misses the temporal and
spatial correlations of real turbulence, and the fluctuations dissi-
pate very quickly. Instead, we have chosen to create a database of
turbulent fluctuations using an auxiliary LES computation of a
periodic turbulent pipe flow. The LES inflow boundary condition
can then be described as

�1�
where the subscript RANS denotes the solution obtained from the
RANS computation, and quantities with subscript DB are pro-
vided from the database. Here, t is the time, ui stands for the
Cartesian velocity components, and ūi is the ensemble average of
the velocity component ui.

Term II of Eq. �1� is the velocity fluctuation of the database.
This turbulent fluctuation is scaled to the desired value through
the multiplication by term III, which ensures that the correct level
of velocity fluctuation is recovered.

Since the RANS flow solver using a two-equation turbulence
model cannot provide all Reynolds stresses, the normal stresses
are approximated by

u�i��2
RANS = 2

3k with i = 1,2,3 �2�

with �i� denoting that no summation of the components is made.
This boundary condition has been validated thoroughly in a

previous study �25�.

4.1.2 LES Outflow Boundary Conditions. In order to take into
account upstream effects of the downstream flow development,
the LES outflow conditions have to be defined so that the mean
flow properties of the unsteady LES solution can be specified to

Fig. 4 Structure chart: communication of flow data during
flow computations
match the statistical properties delivered by a downstream RANS
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simulation. A method that has been tested in the past employs
virtual body forces in the momentum equations to drive the mean
velocity field of the LES solution to a RANS target velocity field.
The virtual body force is given by

Fi�x,t� = ��ūi,RANS�x,t� − ūi,LES�x,t�� �3�

where ūi,RANS is the solution provided by the RANS flow solver,
which is computed in an overlap region between the LES and
RANS domains, and ūi,LES is a time average of the LES solution
over a trailing time window. The time variable t is the time ac-
cording to the LES �changes with every LES time step�, and � is
the time according to the RANS time step �changes with every
RANS time step�. The body force constant � determines the
strength of the body force. Its value can be estimated by a one-
dimensional �1D� Euler analysis �26� and its minimum is given by

�min =
uB

lF
ln� �u0 − ut�

�ut
� �4�

with uB the bulk velocity, lF the length of the forcing region, u0 an
estimate for the unforced solution, and ut the target solution.

This body force ensures that the velocity profiles at the outlet of
the LES domain fulfill the same statistical properties as the veloc-
ity profiles in the overlap region computed by a downstream
RANS simulation. This makes it possible to take upstream effects
of downstream flow alterations into account. This LES outflow
condition has been validated in previous work �27�.

The numerical outflow conditions at the LES outflow are deter-
mined by the so-called convective outflow condition

��

�t
+ uc

��

�n
= 0 �5�

where � is any scalar or velocity component, uc is the convective
velocity, and n is the coordinate in the direction of the outward
normal at the boundary. The pressure at the outlet adjusts, accord-
ingly, to the velocity distribution determined by the Poisson equa-
tion and, hence, it cannot be prescribed. Instead, the proper pres-
sure conditions are adjusted using Eq. �3�.

4.2 RANS Boundary Conditions. The specification of
RANS boundary conditions from LES data is essentially straight-
forward. The unsteady LES flow data are time averaged over the
time step used by the RANS flow solver and can be employed
directly as a boundary condition.

In the current study, the compressible formulation of the RANS
flow solver and the low-Mach-number formulation of the LES
code posed a challenge. Although the RANS code allows for
acoustic waves to propagate within the limits of its domain, the
density field of the LES solution is entirely defined by mixing and
the combustion process and not by acoustics. This leads to the
need for RANS inflow and outflow conditions that allow acoustic
waves to leave the domain without spurious reflections. The con-
struction of these boundary conditions is nontrivial, particularly
for viscous flows, and must allow for variations of the flow vari-
ables at the interface locations. Currently, the local one-
dimensional inviscid �LODI� relations �28� are applied.

In the case of the LES domain upstream of the RANS domain,
the RANS flow solver has to define its inflow conditions from the
LES data. For every point of the inlet plane the mass-flux vector
��u ,�v ,�w� is imposed, delivered by the LES computation. This
allows the density � to fluctuate to account for the passing of
acoustic waves. The velocity components u ,v ,w are adjusted ac-
cordingly in order to conserve the mass flux. Variations of � are in
the order of �2% for typical Mach numbers.

For the RANS turbulence model, k is delivered by the LES
solution as the turbulent kinetic energy of the resolved turbulence.
The second variable � is currently set constant at the interfaces,
since it was found that it is difficult to retrieve a meaningful
approximation of this variable from the LES solution.
In the other case, where the LES domain is downstream of the
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RANS, at the outlet the static pressure is defined by the LES and
applied as the outflow boundary condition to account for the in-
fluence of a downstream LES flow solution.

5 Interface Validation
In order to validate the interface for gas turbine applications,

two different scenarios have to be validated. The first one corre-
sponds to the upstream interface between the compressor and the
combustor. Then, the upstream flow solver is the RANS flow
solver �for the compressor geometry�, while the downstream do-
main �the combustor� is solved using an LES solver, which has to
define its inflow boundary condition from the upstream RANS
solution. The RANS flow solver obtains its outflow boundary con-
dition from the LES solution. The second scenario corresponds to
the downstream interface between the combustor and the turbine.
Conversely, the LES flow solver is now upstream and has to de-
fine its outflow conditions according to the solution of the RANS
solver downstream. The RANS flow solver obtains its inflow con-
ditions from the upstream LES.

5.1 Upstream Interface: RANS-LES. In order to validate
the upstream interface and the LES inflow boundary condition, a
coupled RANS-LES computation of an axisymmetric expansion
has been performed. The geometry is shown in Fig. 5 and has an
expansion ratio of 1:2 leading to an area ratio of 1:4. The
Reynolds number based on the upstream diameter and the bulk
velocity is Re=30,000. This test case corresponds to a well-
documented experimental configuration �29�, and extensive ex-
perimental data are available upstream and downstream of the
expansion. This allows for an accurate definition of the inflow
flow parameters and an assessment of the simulated flow
development.

Although this flow has been computed earlier using LES �25�,
here an additional level of complexity is added by using a coupled
RANS-LES approach. While this has no particular advantage for
the current test case, it allows one to validate the communication
routines and the boundary conditions on both sides of the inter-
face. A part of the flow domain upstream of the expansion is
computed with the RANS code TFLO, whereas the flow at the
expansion is computed by the LES flow solver CDP �Fig. 6�.

With the origin of the coordinate system at the center of the
expansion, the inlet velocity profiles in the RANS section are

Fig. 5 Interface validation: geometry of the experimental test
section †29‡

Fig. 6 Interface validation: integrated RANS-LES of a confined

jet
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specified at x /D=−0.75D according to the experimental data in-
terpolated between x /D=−2.0 and x /D=−0.5. The variation of
these two measured velocity profiles is minimal. The RANS flow
solver TFLO computes the flow through the upstream pipe and
transfers the data at its outlet to the subsequent LES flow solver.
The RANS domain is relatively short �0.5D, with D being the
diameter of the pipe upstream of the expansion� in order to repro-
duce the experimental flow field at the inlet of the LES domain as
closely as possible. At the RANS outlet the static pressure deliv-
ered by the LES solution is imposed.

The LES domain starts at x /D=−0.5D, which results in an
overlap region between the RANS and LES of 	x /D=0.25. The
LES flow solver CDP obtains its inflow velocity profiles from the
RANS flow solver and specifies its LES inflow boundary condi-
tions according to Eq. �1�. An overlap region between the two
domains was used in order to ensure that the data collection for
the communication of flow variables is far enough from the
boundary of the computed domain, where the results are influ-
enced by the convective boundary condition.

The RANS mesh contains 350,000 mesh points and is refined
near the wall. The LES mesh contains 1.1 million mesh points
with the mesh points concentrated near the spreading region of the
jet. The mesh has an H–O topology over the pipe cross section: an
O mesh near the pipe walls allows for the proper resolution of the
wall, while an H-mesh in the center is used to ensure the resolu-
tion of the centerline. The far field of the jet is intentionally left
relatively coarse in order to decrease computational costs.

The simulation was run for approximately five flow-through
times before collecting flow statistics for another five flow-
through times. The integrated simulation was computed using five
processors for the RANS domain and 24 processors for the LES
domain. The exchange of flow information between the two flow
solvers was performed with the interface frequency f INTERFACE
=1/	tRANS using a RANS time step of 	tRANS=0.1
D /UBULK.
The LES time step was determined by the convective CFL condi-
tion and was set to 	tLES=0.01
D /UBULK. This results in a time-
step ratio of 	tRANS/	tLES=10. The computation of a single flow
through time on an IBM SP3 using 29 processors requires �2.5 h
of wall-clock time, adding up to a total wall-clock time of 25 h for
the entire simulation.

The quality of the results of the integrated RANS-LES compu-
tation has been assessed by two means. First, the numerical results
have been compared against the experimental data. Second, a LES
of the entire domain using only the LES code has been performed,
where the inflow parameters have been specified according to the
measurements at x=−0.5. This allows a comparison of the inte-
grated RANS-LES results with a LES computation and the assess-
ment, whether errors have been introduced by uncertainties of the
LES approach in the region of the jet or by the coupled RANS-
LES approach.

Figure 7 shows the velocity profiles obtained from this compu-
tation. The mean velocity distribution of the integrated RANS-
LES computation agrees very well with the experimental data and
the LES computation. The spreading of the jet and the reattach-
ment of the flow are well predicted by both simulations.

The axial velocity fluctuations are also well predicted in the
near field of the jet by both simulations. The far field of the jet is
underresolved, and hence the numerical predictions underpredict
the turbulence levels. Since the error appears in both simulations,
this error can be associated to the mesh resolution and is not
caused by the coupling of the RANS and LES flow solver.

This computation validates the coupled RANS-LES approach
for the case, where the RANS domain is upstream of the LES
calculation.

5.2 Downstream Interface: LES-RANS. In order to verify
the interface for this second scenario where the LES domain is
upstream of the RANS domain, a swirl flow is considered. The

computation of a swirl flow presents a challenging test case for
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the validation of the interface and the boundary conditions be-
cause of the complexity of the flow and its sensitivity to inflow
and outflow parameters. The sensitivity of the upstream flow field
allows for a fair assessment of the interface because it ensures that
the downstream RANS solution is of relevance for the upstream
flow development computed by LES. Yet, this test case is simple
enough to perform a LES computation of the entire domain in
order to obtain a solution, which serves as a reference to assess
the accuracy of integrated computations. Here, the structured LES
flow solver and RANS flow solver TFLO are used.

A swirl flow at an expansion with a subsequent contraction
three diameters D downstream of the expansion is considered
�Fig. 8�a��. The inlet velocity profiles are taken from an the ex-
periment described in the previous test case �29,30�. The swirl
number of the flow is S=0.3, which is just supercritical, meaning
that vortex breakdown takes place and a recirculation zone devel-
ops. The Reynolds number for this flow configuration was set to
Re=20,000. The flow conditions were chosen for maximum sen-
sitivity to boundary conditions in order to create a challenging test
case for the validation of the interface and the LES outflow
boundary conditions.

The extension and strength of this recirculation zone is strongly
influenced by the presence of the downstream contraction, which
is to be resolved by the RANS flow solver. Unless the effect of the
RANS solution is correctly transferred by the interface boundary
conditions, the details of the recirculation region in the LES do-

Fig. 7 Results of interface validation. Above: axial velocity
profiles. Below: axial velocity fluctuations. Circles: experi-
ments. Solid lines: LES with inflow from experimental data.
Dashed lines: integrated RANS-LES, RANS with inflow from ex-
perimental data, LES inflow derived from simultaneously run-
ning RANS solver.

Fig. 8 Geometry for integrated LES/RANS computations: „a…
full geometry, „b… reduced LES domain, and „c… schematic split-

ting of domain to two computational domains
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main will not be computed correctly.
The first calculation of this study is carried out using the LES

solver for the entire domain, including the expansion and the con-
traction. This computation is considered the reference solution,
and the accuracy of all subsequent computations is measured
against these results. The following computations consider that
this domain is to be computed by two or more separate flow
solvers. The geometry is divided into two computational domains
with a short overlap region. The expansion is computed with the
LES code, whereas the contraction is computed by the RANS
solver �Fig. 8�c��. If the coupling of the two codes is done appro-
priately, then this coupled simulation should recover the solution
of the LES performed for the entire domain.

The mesh of the LES domain computing the entire domain
contains 386
64
64 �	1.5 million� cells and is refined near the
walls and shear layers of the swirl flow. The mesh for the LES
domain for the coupled LES-RANS computations consists of
256
64
64 �	1.0 million� cells and closely resembles the LES
mesh for the entire domain. The flow was computed for ten flow-
through times before collecting flow statistics for another five
flow-through times. The LES of the entire domain computes one
flow-through time in 2 h wall-clock time on 12 processors on an
SGI Origin 2000. The coupled LES-RANS computation computes
the same physical time span in 1.4 h using eight processors for the
LES domain and five processors for the RANS domain.

The RANS time step was chosen to 	tRANS=0.1
D /UBULK,
which defines the interface frequency. The LES time step in this
computation was varying between different iterations in order to
allow for a maximum time step according to the CFL condition. In
order to ensure an accurate synchronization of the two flow solv-
ers, the LES time step preceding the communication was adjusted
to match the RANS time. The ratio of the time steps was approxi-
mately 	tRANS/	tLES	12–15.

Figure 9 shows the velocity profiles for three different compu-
tations. The velocity profiles denoted by the circles represent the
LES computation of the entire domain �Fig. 8�a�� and hence, the
target for the integrated computations.

In order to demonstrate the influence of the contraction on the
swirl flow at the expansion, the dashed lines show the velocity
profiles of a LES computation of the expansion without the com-
putation of the contraction �Fig. 8�b��. Convective outflow condi-

Fig. 9 Integrated LES/RANS computations. Velocity compo-
nents for different downstream positions. Circles: LES of full
geometry „Fig. 8„a…… dashed line: LES of expansion „Fig. 8„b……
solid line: integrated LES-RANS computation „Fig. 8„c…….
tions �Eq. �5�� are used without a body-force treatment. It can be
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seen that the obtained velocity field differs substantially from the
first simulation, and hence the influence of the downstream con-
traction cannot be neglected.

The solid lines in Fig. 9 show the integrated LES-RANS com-
putation using two flow solvers for the two domains �Fig. 8�c��.
The location of the interface is denoted with a dotted-dashed line.
The velocity profiles on the left-hand side of the interface are
computed with LES and the profiles on the right-hand side with
RANS. The RANS computation of the subsequent contraction de-
livers a mean flow field, which is used to correct the outflow
conditions of the upstream LES. As a result, the velocity profiles
of the integrated LES-RANS computation tend toward the veloc-
ity profiles of the LES of the entire domain. Because of the large
RANS time step, in the RANS domain the energy of resolved
turbulence is negligible compared to the energy of the modeled
turbulence.

This test case demonstrates that the downstream development
of the flow can have a substantial influence on the upstream flow
development. The coupled RANS-LES approach is able to predict
the downstream flow development with a RANS flow solver and
transfer its effect to the upstream LES. Although in this particular
test case a LES of the entire domain was feasible, the value of
coupled LES-RANS is apparent in more complex applications
such as gas turbines, where LES is not always feasible and some
components might have to be computed with RANS.

6 Demonstration of Integrated RANS-LES in Com-
plex Geometries

In order to demonstrate the applicability of coupled RANS-LES
computations in realistic gas turbine geometries, a turbomachinery
case has been investigated �31�. The goal of this study is to test
the interface routines for the flow between the compressor and the
combustor and to study the influence of possible unsteady inter-
actions between the compressor and the combustor inlet diffuser.
The test case consists of a compressor geometry computed by a
RANS flow solver and a prediffuser �the component upstream of
the injector to the combustor� computed by a LES flow solver.

The computational study of such cases is relevant and impor-
tant, since typically these two components are developed in isola-
tion and combined tests are typically done only in a final proto-
type assembly. Yet, the upstream compressor has a substantial
influence on the diffuser performance �32,33�. The numerical pre-
diction of this flow configuration will allow for an assessment of
the interactions of the components during the design phase. One
of the most important questions for compressor-prediffuser flows
is whether separation in the diffuser takes place. Since the inflow
of the prediffuser is inhomogeneous and periodically perturbed by
blade passings, the integrated computation of this geometry can
offer insight into how to modify the geometry in order to develop
a more compact, attached diffuser.

The drawback of the choice of this configuration is that no
experimental data are available to validate the computation. The
quality of the computed results can only be guaranteed on the
basis of the separate validation process that the component codes
have undergone and the detailed testing of the interface routines
that has been presented in this and previous work. Some valida-
tion studies of the individual flow solvers are given in Yao et al.
�11� and Davis et al. �34,35� for the TFLO code and in Constan-
tinescu et al. �5�, Ham et al. �36� and Moin and Apte �22� for the
CDP code. The interface has been developed and tested, in detail,
in previous sections. Although many of the techniques necessary
for the coupling of these two flow solvers are still under develop-
ment, all necessary elements, such as the coupling procedure and
the boundary conditions on both sides, are currently in place for
the chosen test case.

The goal of this computation is to demonstrate the feasibility of
integrated RANS-LES computations in a turbomachinery environ-
ment and to identify practical issues involved in these calcula-

tions.

Transactions of the ASME



6.1 Geometry. The compressor geometry for this test case
corresponds to that of a modified version of the NASA Stage 35
experimental rig. The one-stage experimental rig consists of 46
rotors followed by 36 stators. In order to simplify this geometry,
the rotor row has been rescaled to have only 36 blades, which
allows us to compute an axisymmetric segment of 10 deg using
periodic boundary conditions at the corresponding azimuthal
planes �Fig. 10�.

For this integrated computation, the rotor tip gap has been
closed in order to decrease the overall computational cost. The
inclusion of the tip gap can be addressed in the TFLO flow solver
and poses no additional problems from the integration point of
view. The RANS time step was chosen to resolve one blade pass-
ing with 50 intervals.

The RANS mesh is a structured multiblock mesh consisting of
�1.5 million control volumes. The speed of the rotor was set to a
relatively low 5000 rpm in order to keep the flow at the interface
within the low-Mach-number regime that the LES solver is able to
handle. This decrease in rotational speed had to be done for the
current case. In a real engine, the compressor consists of multiple
stages resulting in a higher pressure and higher temperature at the
compressor exit. The high temperature of the air in this section of
the flow path will ensure that the low-Mach-number approxima-
tion is not violated, even when the engine is at full load.

For the RANS domain, the flow solver TFLO has been used. On
the LES side, the LES flow solver CDP has been applied.

The diffuser expansion begins one stator chord length behind
the stator. The LES domain starts 1

3 chord behind the stator. The
RANS domain reaches 2

3 of the chord length into the LES domain,
which essentially means that the RANS outlet plane is right at the
beginning of the expansion of the diffuser.

The diffuser geometry has been chosen with a relatively wide
opening such that separation may occur. The diffuser opens to-
ward the centerline of the compressor. Over three chord lengths,
the diffuser opens up 0.5 chord lengths. The outer wall of the
diffuser is straight.

The LES mesh for the CDP flow solver consists of 500,000
control volumes and is concentrated near the walls. The cell size
near the wall is approximately y+=30, and while recent studies
show that this resolution may not be enough to characterize a
diffuser flow �37�, we consider it sufficient for the purpose of the

Fig. 10 Geometry of coupled NASA stage 35/prediffuser.
RANS domain includes inflow channel, one rotor, and one sta-
tor. LES domain includes the diffuser. A 10 deg axisymmetric
sector is computed.
demonstration of the RANS-LES approach.

Journal of Fluids Engineering
LES inflow boundary conditions were defined corresponding to
Eq. �1�. The turbulence database needed for this inflow boundary
condition was created by a periodic annular pipe flow using the
same mean flow characteristics as estimated for this flow
configuration.

The load balancing between the two flow solvers has to be done
manually. A variety of factors play a role in the efficient allocation
of available resources to the two flow solvers. These factors are
the number of control volumes in each domain, the ratio of time
steps �here: 	tRANS/	tLES=7�, the convergence speeds, the nu-
merical methods, parallel efficiencies, and partitioning limits. The
variety of factors requires a practical approach to address the load
balancing. Here, we performed simulations of the separate do-
mains and assessed the computational needs for each flow solver.
As it turned out, for the current case an equal amount of compu-
tational resources were necessary for both domains. This allows
one to minimize the idle times at the synchronization points.

6.2 Results. The computations using the unstructured LES
flow solver CDP and the multiblock structured RANS solver TFLO

were carried out using 64 processors for TFLO and 64 processors
for CDP. Here, eight blade passings were computed in 60 h of
wall-clock time using an IBM Power3 system.

The actual Mach number at the interface was Ma=0.1 ensuring
the validity of the low-Mach-number approximation in the LES
domain. With these flow conditions, the Reynolds number in the
compressor, based on the inlet velocity and the chord length, is
approximately Re=60,000. The mass flux over the interface was
conserved with an error of 	0.5%.

Since no experimental data are available for this test case, the
interpretation of the results has to be done qualitatively. Figures
11 and 12 show the axial velocity distributions at 50% of the span
of the compressor blades for an instantaneous snapshot of the
computation. The upstream RANS solution corresponds to a
phase-averaged solution, whereas the downstream LES solution is
truly unsteady.

The wakes of the stators can clearly be identified in the RANS
domain downstream of the stators. The communication of the flow
solvers at the interface ensures that the full three-dimensional
�3D� flow features are transferred from the upstream flow solver
to the downstream domain. The boundary conditions of the LES
flow solver are defined according to these data. Hence, the wake
of the stator correctly propagates across the interface and can still
be found far downstream in the diffuser. It can also be seen that
the turbulence, which is resolved in the LES domain, creates more
evenly distributed velocity profiles.

The differences in the description of turbulence are more appar-
ent in Fig. 13, which shows the vorticity distribution at 50% of the

Fig. 11 Integrated RANS-LES of compressor/prediffuser: ve-
locity distribution at the 50% plane
span of the stator. Here the magnitude of the vorticity is depicted
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and is computed according to the unsteady flow field of both
domains. In the RANS domain, the vorticity is mainly created
because of the mean flow features, such as the wall boundary
layers, and secondary flows and vortices. The stator creates two
vorticity sheets, one on the extrado and one on the intrado. Both
vorticity sheets propagate downstream across the interface.

The vorticity distribution in the LES domain is characterized by
small-scale turbulence. Turbulence, present in the upstream
RANS domain and modeled by a RANS turbulence model, has to
be regenerated. The small-scale turbulence has been reconstructed
at the interface using the LES inflow boundary condition �Eq. �1��.
It can be seen that the small-scale turbulence interferes with the
stator wakes. The turbulent diffusion of the stator wakes in the
RANS domain is modeled with an eddy viscosity model, which
gives these a very smooth appearance. In the LES domain, the
turbulent transport is given by the resolved turbulence, and hence
vortical turbulent structures can be identified.

7 Conclusions
The current study describes an approach to combine RANS and

LES flow solvers for integrated simulations. Here, for gas turbine
applications, a framework has been established that allows one to
simulate the multicomponent effects between the turbomachinery
and the combustor. The RANS flow solver is used to compute

Fig. 12 Integrated RANS-LES of compressor/prediffuser: ve-
locity distribution at the 50% plane. Close-up of the interface.

Fig. 13 Integrated RANS-LES of compressor/prediffuser: vor-
ticity magnitude distribution at the 50% plane. Vorticity created

on the surfaces of the stators can be found in the LES domain.
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turbomachinery portions, whereas the LES is intended for the
combustor. The main motivation is to reduce the overall compu-
tational cost of this kind of simulations by using the appropriate
models for each of the portions of the flow path.

Part of the efforts to integrate RANS and LES flow solvers was
devoted to the setup of an efficient communication pattern be-
tween the flow solvers in a parallel environment. Algorithms have
been developed and implemented in several flow solvers that al-
low for an arbitrary number of flow solvers to be run simulta-
neously and exchange flow information at the interfaces of their
domains.

Furthermore, it has to be ensured that the received flow infor-
mation is used in meaningful boundary conditions to take the flow
physics computed by the peer flow solvers into account. For this
reason, appropriate boundary conditions have been developed and
implemented.

The interface and boundary conditions have been validated on
two test cases, one where the RANS flow solver is upstream of the
LES, and one where the RANS flow solver is downstream of the
LES. Both validation studies show very good results. Addition-
ally, the computation of the coupled modified NASA stage 35/
prediffuser geometry demonstrates the concept of integrated
RANS-LES computations in complex geometries.

The current study renders the integrated RANS-LES approach
available to study multicomponent effects in gas turbines. Recent
studies showed that the present approach can be applied to realis-
tic gas turbine geometries with reasonable computational costs
�29�. Ultimately, this approach will allow one to simulate the flow
through entire gas turbines using RANS for the turbomachinery
and LES for the combustor.
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