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M
arket presence and low price

drove the success of early

Web-content delivery. Cur-

rently, however, quality-of-

service (QoS) issues in content delivery are

becoming prevalent. For example, consumers

want to complete transactions safely, or want

products (such as multimedia objects) delivered

quickly and correctly. In the late 1990s, the

development of so-called content-delivery net-

works that cooperate transparently to deliver

content helped address some of the issues.1

Even so, the wide variety of underlying network

infrastructures, the multiplicity of end-user devi-

ces, the dynamic mix of available content, and

the user demand for personalized services

and content have created significant challenges

for existing platforms, which don’t yet offer

enough flexibility to handle these challenges.

This article presents an approach and a

framework designed to enable the QoS analysis

of Web-service processes for real-time service

provisioning (RTSP) based on service composi-

tions. In the article, we demonstrate that it’s

possible to combine QoS parameters defined

on various domains to provide differentiated

services, and to dynamically allocate available

resources among customers while delivering

high-quality multimedia content. We also

demonstrate that it’s possible to customize

multimedia streams to highly variable network

conditions to provide acceptable quality in

spite of factors possibly affecting QoS, such as

network bandwidth or user frame rate when

accessing the service. To achieve these objec-

tives, we leverage our earlier work related

to complex, adaptive Web-service processes to

supply more information for determining the

quality and size of the delivered object.2

Additionally, this article introduces an archi-

tecture that supports our approach. The architec-

ture includes a module for predicting possible

QoS faults through a machine-learning appro-

ach and a module for monitoring QoS parame-

ters and supporting possible adaptation and

recovery actions in case of failure. Our goal in

presenting this work is to stimulate future re-

search about quality of composite services in

service-oriented architectures (see http://www.

oasis-open.org/committees/tc_cat.php?cat=soa?).

The ‘‘Related Work’’ sidebar presents other

researchers’ approaches.

Web services and streaming delivery

Our approach deals with processes interact-

ing with different actors and offering value-

added services that are able to satisfy user

requests for complex objects, such as an

e-learning object, a clinical health service, or

an e-government service. The methods of qual-

ity analysis and the reference-tool architecture

we outline here combine the worlds of Web

services and streaming by focusing on jointly

provisioning complex services and their quality.

We assume that the environment is com-

posed of several nodes operating at two layers:

Web services and their related protocols, and

RTSP protocols. Figure 1 shows our reference

scenario: a user requires, and eventually receives,

a complex service obtained as a composition

(possibly a choreography3) of different Web

services; one of these (WS2 in the figure) pro-

vides streaming content. Our main concerns
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include addressing problems associated with the

guarantee of QoS requirements in variable con-

texts and providing an active approach to solv-

ing or anticipating possible failures. Therefore,

the focus of this article is not only on monitor-

ing, but also on anticipating faults with predic-

tion techniques.

QoS definition

Defining a general QoS model is essential.

We adopt two QoS models, one for the Web-

service layer and one for the RTSP layer.

Accordingly, we use two ontologies to represent

quality parameters, with the semantics con-

forming to methodologies and techniques

used in the Semantic Web community. We used

the OWL Web Ontology Language4 to deve-

lop the QoS ontologies, and followed the concep-

tual structure proposed by Papaioannou.5

Web-service layer

Our Web-service QoS model relies on the fol-

lowing parameters to describe the QoS related

to a single synchronous operation provided by

the server:

� Response time. Time elapsed between the

instant a request is sent from the client

and the instant the server computes the

response.

� Price. Amount a client pays to the server for

operation provisioning.

� Availability. Probability that a given opera-

tion is accessible at the moment of the

request.

� Reputation. Ratio of the number of invoca-

tions with the requested QoS and the total

number of invocations.

� Data quality timeliness. Freshness (up-to-date

degree) of data.

� Data quality accuracy. Correspondence be-

tween given data and reference data consid-

ered as correct.

� Data quality completeness. Coverage of ex-

changed data with regard to total data repre-

senting the managed information.

For each quality parameter, we define a

correspondence among ranges of values Rv 2 R

as disjoint sets, and define the QoS level LQoS

on a finite set of values (for example, high,

medium, and low). With these considera-

tions, the coverage of the possibility space is

complete.

To provide an example of associations

between values, levels, and QoS contracts, we

assume the following: 8 QParam LevelQParam ¼
{high, medium, low}. Under this assumption,

we could have the following response times

(where ‘‘s’’ stands for seconds):

T.Resp ¼ low if T � 15 s

T.Resp ¼ medium if 5 s � T < 15 s

T.Resp ¼ high if 5 s < T

Real-time service provisioning layer

The QoS of a multimedia stream is based on

two classes of parameters, namely:

� User related. These express the user’s require-

ments and preferences in accessing multime-

dia services, and allow the evaluation of

relevance to the user of each component

(video, audio, and data) of the delivered

multimedia flow.

� Network related. These parameters support the

assessment of the amount of available net-

work resources (bandwidth, channel speed,

and so on).

Table 1 (next page) provides the entire set of

parameters defining the QoS at the RTSP layer,

where ‘‘N’’ stands for positive integer number and

indicates that no metric exists and ‘‘R’’ stands

for positive real number.

QoS contract

Our method stipulates a QoS contract

between a provider (server) and a consumer

(user) regarding a set of parameters. Specifi-

cally, given that a user wants service i and a
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server provides service S, a user contract UCi�S

consists of two parts:

� a mandatory part consisting of the seven lev-

els of QoS (see list in the ‘‘Web-service layer’’

section), one for each QoS parameter, and of

a rule RUCi�S
used to determine whether a

QoS violation occurs; and

� an optional part related to specific aspects,

such as the QoS of real-time contents pro-

vided by the server.

Each operation provided by the server to the

user has to adhere to the corresponding con-

tract, an example of which is shown in

Table 2. We define the concept of global QoS

as a tuple composed of the union of different

QoS values or levels, due to the heterogeneity

of the range domains. It follows that the global

QoS value GlobQoSV of an operation i of a serv-

ice S is the set composed of the union of each

QoS value corresponding to a QoS parameter.

It also follows that the global QoS level Glob-

QoSL of a given operation i of a service S is the

tuple composed of each QoS level LQoSQParamj
cor-

responding to a QoS parameter QParamj.

Through its rule portion RUCi�S
, the user con-

tract UCi�S splits the set of all possible global

QoS levels GlobQoSLS into two subsets, SUCi�S

and NSUCi�S
, the former satisfying UCi�S, and

the latter not satisfying UCi�S. If the client

or the server do not respect a contract, a con-

tract violation arises and must be managed.

Prediction

To anticipate faults, we use a prediction

model and a support framework based on mon-

itoring and machine learning. Because the

global QoS varies in the runtime environment,

we determine the global QoS by observing a set

of parameters (the prediction global QoS is the

tuple containing only the Web-service quality

parameters). Some regularity can emerge from

observation of the global QoS, depending on

the values of specific parameters in different sit-

uations. For example, the global QoS on the

same sequence of operations can change, and

this regularity can be useful in determining

the range variability. By observing these regu-

larities, we can define or predict the global

QoS. In our scenario, a huge set of simulated

data contained in the log files generated by

the runtime environment is available, making

it possible to analyze this data to define behav-

ioral models. We use machine-learning techni-

ques6 to build a system capable of providing

suggestions on possible variations of the

global QoS.

Figure 2 shows a sample process useful in

describing the learning problem. A process

instance uses two services S1 and S2, and

invokes several operations (O1, O2,. . ., On). We

can formalize the learning problem as follows:

given an answer to a process operation Si.Oi

and given the current global QoS level

CurrQoSLSi:Oi
, we want to know, with a certain
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QoS parameter

Access count

Video access count

Audio access count

Data access count

Video degradation count

Audio degradation count

Data degradation count

x-resolution

y-resolution

Chrominance

Luminance

Frame rate

Audio channels

Audio codex

Audio frequency

Video bandwidth

Audio bandwidth

Data bandwidth         

Metric/range 

—/N

—/N

—/N

—/N

—/N

—/N

—/N

Pixel count/N

Pixel count/N

Bit count/N

Bit count/N

Frames/second/N

—/N

—/N

Hertz/R

Kbps/R

Kbps/R

Kbps/R

Parameter

User related 

Network related 

Table 1. RTSP layer QoS parameters. 

Level

Low

Low

Medium

Medium

Medium

Medium

Medium

640

480

    8

    8

  25

    2

     1

       128 kHz

300 Kbytes per second

Response time

Price

Availability

Reputation

Data quality timeliness

Data quality accuracy

Data quality completeness

x-resolution

y-resolution

Chrominance

Luminance

Frame rate

Audio channels

Audio codex

Audio frequency

Data bandwidth

Parameters

Streaming 

QoS

Global Web service 

Table 2. An example QoS contract with rules of a low/medium response 
time and price set at low.  
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probability PglobalQoS, the global QoS level global-

QoSj corresponding to CurrQoSSSi:Oi
, with j being

an identifier of a future operation of Si.

Because we know which object we want to

analyze (that is, the global QoS level during a

future operation), we can build a set of preclas-

sified data (a training set) and apply a super-

vised machine-learning technique. We used

the C4.5 classifier as the core of our machine-

learning system.6 Specifically, in a bootstrap

phase where the set of training data is collected.

Each occurrence of this set is formed by the

global QoS observed for an input instance

plus the input instance itself. The following fea-

tures represent input instances for the classifier:

� Service name S identifying the server provid-

ing the current operation;

� Operation name O identifying the current

operation;

� QoS parameters T.Resp, P, Avail, Rep, DQ.Timel,

DQ.Acc, and DQ.Compl identifying the current

values of each of the seven QoS parameters;

and

� Target operation OTarget identifying the next

operation upon which the QoS prediction

will be performed.

Once the system completes the bootstrap phase,

it can obtain a global QoS prediction on the

target operation, giving the current values

of the input instance for the current operation

to the machine-learning system.

Overall QoS framework

We use the QoS models presented here in

a framework that tests the approach through

a software architecture whose components

separately validate each QoS aspect. The overall

architecture (presented in detail elsewhere7)

is represented by a set of nodes that cooperate

through the mechanisms of the Service-

Oriented-Architecture that provide complex

object delivery based on business processes. The

cooperation among nodes at the Web-service

layer operates as a choreography, guaranteeing

a loosely-coupled composition framework suit-

able for the integration of heterogeneous services.

The architecture monitors, detects, and pre-

dicts QoS faults, which the architectural compo-

nents detect and manage by providing a self-

healing Web-service approach. The approach

consists of making the services aware of possible

faults and capable of repairing them. A com-

plete description of the repair and self-healing

features is outside the scope of this article; inter-

ested readers can refer to Sokol and K.P. Eckert

for more details.8

The business scenario consists of several

coordinated services that provide real-time con-

tent. Process management occurs on the com-

munication layers for Web-services interaction

and for RTSP due to the technological differen-

ces between the two layers. However, it’s neces-

sary to manage the two layers uniformly from

the user perspective, and hence the streaming

server exposes a management interface to the

Web-service layer. The separation is total for

communication protocols, while for QoS, infor-

mation exchange is enabled between the two

layers to react to QoS faults.

Web-service layer

In the Web-service layer, monitoring involves

several purposes:

� checking if the execution of the complex

service correctly follows the interaction pro-

tocol defined by the global choreography;
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Web services
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Figure 2. Sample Web-

services process for QoS

prediction.
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� checking whether a QoS contract is respected;

and

� estimating the QoS of following operations

to prevent QoS faults.

The recovery function reacts to faults through

repair actions, such as undoing, redoing,

substituting, or compensating an operation.9

Figure 3 shows how the framework works when

considering a single client�server interaction.

In a Web-service choreography, none of

the involved participants centrally executes the

composite service. Each Web service is simply

aware of its own status and doesn’t have a global

view encompassing all the cooperating services.

However, the choreography definition3 repre-

sents a global perspective on the composite serv-

ice that a choreography-monitoring Web service

can rely on to detect faults occurring at the

choreography level. The choreography monitor,

relying on the notification messages received by

each Web service and on the global choreogra-

phy description, can track the progress of the

service execution. Thus, the choreography mon-

itor can detect possible mismatches between the

order of message exchanges occurring during

service execution and the one prescribed by

the choreography definition.10,11

As shown in Figure 3, two logical compo-

nents implement the monitoring functionality:

� the choreography monitor uses the global

choreography description to check the com-

plex service execution; and

� the inbound and outbound message han-

dlers, implemented by each Web service par-

ticipating in the choreography, intercept

messages and notify the choreography

monitor.

If the system detects any mismatch in message

exchanges, the monitor indicates a choreogra-

phy fault to the recovery manager of the

involved service.

QoS parameters define the context of each

service operation and must be identified when

a message is leaving an actor and controlled

when a message reaches an actor. The context

controller allows the identification of situations

such as violations of a QoS contract. At the cli-

ent side, the controller is in charge of interacting

with the QoS predictor. In case of anomalies, the
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Outbound
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Context
service

Context
controller

Context
controller

Recovery
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Choreography
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Server
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controller reports to the application manager

(for example, to the orchestration engine).

Each node in the architecture is associated

with a (local) context service. This is a (local)

Web service in charge of managing the local

context—that is, of computing the values of

the QoS parameters when requested. Context

handlers attached to the application interact

with the context service (see Figure 3). The con-

troller reads the incoming QoS values and maps

them onto the corresponding QoS levels. Then,

it checks whether the global QoS level respects

the contract stored in a specific database. If the

global QoS level doesn’t respect the contract,

the controller indicates a QoS fault exception

to the recovery manager.

In addition, a controller can ask the QoS pre-

dictor to perform a QoS prediction. The QoS

prediction system operates as a Web service

with a Web-Services Description Language

(WSDL) interface through which the controller

can require a QoS prediction. The input

instance features together with the global QoS

from the target operation form the training set.

After the training phase, the Web service can

manage QoS prediction requests. In particular,

it’s possible to ask for more than one prediction

at the same time, a characteristic that is needed

when the process contains conditional points

leading to alternate branches. In these cases,

the process manager needs to know the predic-

tion for each branch with a certain probability

PPath used to discriminate between alternatives.

Furthermore, the process manager holds infor-

mation about a probability for both alternative

paths, and sends this information to the predic-

tion services, which normalize it with the preci-

sion of the classifier.

The path probability is 1 when the request

concerns a single future operation; otherwise,

the path probability has to be specified on the

process structure at design time. In Figure 2,

let us assume now that O3 is included in PPath1

and that PPath1 ¼ 75 percent and O4 is included

in PPath2 and that PPath2 ¼ 25 percent. It follows

straightforwardly that the path probability is 1

when the request concerns a single future

operation.

The output of the QoS prediction system

will be the QoS level globalQoSj (associated

with a probability PglobalQoS) that identifies the

CurrQoSSi:Oi
, with Oj being the operation of serv-

ice Si on which the prediction operates. Because

the workflow contains a choice construct, the

output provides the path probabilities com-

puted as PpathjPglobalQoS. Tables 3 and 4 show

examples of input and output produced by

the classifier. In particular, it shows the QoS

level associated with S1, with the next opera-

tion being globalQoS4 with a 60 percent proba-

bility and globalQoS1 with a 23 percent

probability. The controller decides, according

to given thresholds, whether the probability is

enough to indicate a QoS prediction fault to

the recovery manager.

Real-time service provisioning layer

Monitoring bandwidth available for RTSP

plays a key role in the processes related to multi-

media streaming. Specifically, knowledge of

the bandwidth available on each network

link enables the detection of bottleneck links.

Monitoring bandwidth is therefore essential

for regulating and improving the QoS associ-

ated with a streaming application.

Recently, researchers have proposed many

approaches to estimate the bandwidth available

for a service containing a multimedia compo-

nent; some of these techniques rely on the def-

inition of suitable mathematical models

capable of describing how multimedia traffic

is distributed over a computer network.12

Other techniques are based on the use of
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Current service

Current operation

Current QoS 

Target operation

Input

Table 3. Input example. 

Value 

S1

O2

5 s

7 euros

0.99

0.75

0.75

0.75

0.75

O3 (75%), O4 (25%)

Response time

Price

Availability

Reputation

Data quality timeliness

Data quality accuracy

Data quality completeness  

Parameter

—

—

—

Output

Current service

Current operation

Next operation 1

Next operation 2  

Table 4. Output example. 

Value 

S1

O2

globalQoS4 (60%)

globalQoS1(23%)

Parameter

O3

O4

—

—
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probing packets, namely packets that are trans-

ferred over the network at a fixed rate. The

techniques based on the probing-packet meth-

odology let us estimate available bandwidth

starting from the packet-transmission rate.

To monitor bandwidth, we use a technique,

related to probing packets, that makes use of

one-way delays. Consider an information

source delivering a multimedia flow directed

to a particular user; this flow consists of many

packets (probing packets), which are sent at a

particular transmission rate (a probing rate).

Let B be the bandwidth to estimate. If the prob-

ing rate is less than the bandwidth to be esti-

mated, then the delay associated with the

receipt of two subsequent packets is equal

to 0; in other words, the rate at which the

sender emits the packets is equal to the rate at

which the receiver gathers them.2 On the con-

trary, if the probing rate is greater than B, such

a delay would be a positive number.

We use this technique to design an algo-

rithm capable of effectively determining the

bandwidth across a communication channel.12

The algorithm relies on two support variables:

Rmin (initially set equal to 0) and Rmax (initially

associated with a large value greater than the

largest bandwidth value offered by communi-

cation channel). The algorithm performs a

loop. At the n-th iteration, the following steps

occur:

1. The sender emits packets at a rate equal to Rn.

2. The receiver analyzes the packet delay. If

the delay is positive, then the sender

poses Rmax ¼ Rn otherwise it sets Rmin ¼ Rn.

3. The sender computes the value Rnþ1¼ Rmaxþ
Rmin/2.

The algorithm ends if jRmax � Rminj � o, where

o is a predefined threshold; if B is constant,

then the algorithm converges in logarithmic

time against the initial value associated with

Rmax.

To recover RTSP when a contract violation

occurs, we start by defining a linear optimiza-

tion problem. The weights of the objective

function reflect each multimedia compo-

nent’s relevance to the user. That is, they indi-

cate whether the video component is more

relevant than the audio one for a particular

user. Our approach solves the proposed

optimization problem and determines the

new values ðB�v;B�a;B�dÞ of video, audio, and

data bandwidth.

Once we compute the optimal video, audio,

and data bandwidth distribution, we must

determine the combination of QoS streaming

parameters that fit the bandwidth constraints

and maximize the QoS perceived by the user.

Various combinations of QoS parameters

might require the same video bandwidth. How-

ever, the various parameters presumably have

different importance for the user. Conse-

quently, different QoS values could be obtained

with the same video bandwidth. For this rea-

son, our approach considers the average values

of the various parameters required by the user

in the past and derives some weights to use in

a second optimization problem.

This technique is designed to maximize the

value of an ad hoc defined index DS measuring

the satisfaction degree of the user. DS takes into

account how the values of the streaming QoS

parameters (for example, horizontal resolution

or luminance) are close to the corresponding,

user-indicated maximum and minimum val-

ues. Interested readers can find the analytical

details relevant to the definition of the two

optimization problems (the first solved with

the simplex method, and the second with the

gradient projection method) as well as the ana-

lytical procedures belonging to the optimal

resource distribution and to the maximization

of the user satisfaction elsewhere.13

Quadrantis implementation

We implemented our framework in the

Quadrantis Project (see http://home.dei.polimi.

it/pernici/index.htm). We developed the Web-

service layer components using WS-Business

Process Execution Language (see http://www.

oasis-open.org/committees/tc_home.php?wg_

abbrev=wsbpel) as a composition model and

the WS-Context specification14 for the client�

server interaction protocol. We developed

the handler based on axis handlers (see

http://ws.apache.org/axis/). The choreography-

monitoring tool in Quadrantis relies on the

WS-Coordination protocol (see http://docs.oasis-

open.org/ws-tx/wstx-wscoor-1.1-spec-errata-os.

pdf) by replacing the WS-Coordinator with the

monitor Web service. We developed the QoS

prediction system as a Web service and provided

the WSDL interface with two methods (one

for the training and one for the steady execution)
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through which the controller can require a QoS

prediction. With this setup, each component in

this layer operates as a Web service.

The RTSP layer consists of two main com-

ponents. One monitors the bandwidth avail-

able on a multimedia channel by executing

the algorithm described in the ‘‘Real-time

service provisioning layer’’ section. The

other component solves two optimization

problems. The first is a linear-optimization

problem that maximizes customer satisfac-

tion (measured on the basis of the user pro-

file) under the constraints given by the

available bandwidth. The solution is to dis-

tribute the bandwidth over the three multi-

media components (audio, video, and data).

We implement the solution in Java following

the scheme from the simplex method.

The second optimization problem, which is

nonlinear, is to maximize customer satisfac-

tion, operating within each component of the

bandwidth allocation (audio, video, and data)

through a suitable setting of its high-level

parameters. For example, for the video compo-

nent, two high-level parameters are resolution

and chrominance. To solve this problem, we

designed a heuristic polynomial solution

inspired by the gradient projection method.

Because the implementation of our strategy

needs some basic operations of numerical lin-

ear algebra, we used some facilities available

in the Java Matrix package (see http://math.

nist.gov/javanumerics/jama/).

Conclusion

We plan on extending our proposed QoS

models and mechanisms to react to possible

faults detected by our environment. We are

developing and extending recovery actions

and the associated support tools using adapta-

tion and self-healing capabilities. For the RTSP

aspects, specifically, we plan to implement ad

hoc recovery policies to describe and manage

the customer-satisfaction level. We also plan

to extend the architecture with fine-grained

mechanisms to have the two levels communi-

cate in an interleaved way and to elaborate

advanced contracts for QoS. MM
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Related Work

To encourage repeat use of a Web site and build customer loy-

alty, organizations needed to shift their business focus to e-services.

In general, integrated-service management supports efficient coop-

eration between various business entities to offer end-to-end, QoS-

based services. But doing so is challenging, especially when using

heterogeneous technologies. Several solutions propose content-

distribution optimization through advanced server replication,1

while others propose platforms based on open interfaces and

standards, which can offer interoperable and configurable solu-

tions.2,3 The Web-services model is entering the picture as a possi-

ble strategy.

Sokol and Eckert propose a service-management architecture

involving service, content, and network providers, and content con-

sumers, with the objective being end-to-end, QoS-based services

through the integrated management of content, networks, and

devices.4 Yu and Lin discuss QoS dimensions, namely latency, avail-

ability, timeliness, and reliability in Web applications that provide

real-time information, multimedia content, and time-critical serv-

ices.5 These researchers study QoS control issues and a proposed

QoS-aware, Web-service architecture where a QoS broker operates

between users and providers. Zhang and Chung present a compo-

nent model to express the requirements for a QoS-centered, device-

independent, multimedia, Web-service environment to establish

a three-tier, open framework that partially implements the

requirements.6
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