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Abstract—Many of the forthcoming video services and multi-

eters to the encoder. Therefore, a great lack of flexibility arises

media applications are expected to use preencoded video for stor-jn the transmission of these bit streams regardless of the type of

age and transmission. Video transcoding is intended to provide
transmission flexibility to preencoded bit streams by dynamically
adjusting the bit rate of these bit streams according to new band-
width constraints that were unknown at the time of encoding. In

this paper, we propose a drift-free MPEG-2 video transcoder,
working entirely in the frequency domain. The various modes of
motion compensation (MC) defined in MPEG-2 are implemented
in the discrete cosine transform (DCT) domain at reduced com-
putational complexity. By using approximate matrices to compute
the MC-DCT blocks, we show that computational complexity can
be reduced by 81% compared with the pixel domain approach.
Moreover, by using a Lagrangian rate-distortion optimization for

bit reallocation, we show that optimal transcoding of high-quality

bit streams can produce better picture quality than that obtained

by directly encoding the uncompressed video at the same bit rates

using a nonoptimized Test Model 5 (TM5) encoder.

Index Terms—Data compression, digital TV, frequency domain

bit rate produced by the encoder, either constant bit rate (CBR)
or variable bit rate (VBR). A CBR bit stream needs to be
reduced in its bit rate when the transmission channel or the user
demands a lower bit rate than that originally used to encode
the video sequence. On the other hand, VBR transmission of
preencoded video through asynchronous transfer mode (ATM)
networks requires the bit stream to be dynamically controlled
in order to minimize cell loss during congestion periods. In
both cases, a video transcoder can perform the necessary traffic
shaping of the preencoded bit streams according to the new
bandwidth constraints or network demand.

Layered video was originally meant to solve these kind
of problems [7]. For instance, the scalable modes defined in
the MPEG-2 standard [8] are intended to provide support for

analysis, image converters, motion compensation, video signalvarious transmission scenarios. However, if preencoded video

processing.

I. INTRODUCTION

I T is expected that many video services and m”mmedﬁ%rtitioning
applications will use preencoded video bit streams f ’

is used, the lack of flexibility remains since the number of
different predefined layers is limited and no dynamic changes
can be done on the compressed video during transmission.
Moreover, for some scalable modes, such as SNR and data
only one scaled version of the bit stream can be

Yecoded without drift, unless high-complexity encoders with

storage and transmission. The flexibility of the present Vid%%veral loops are used. The accumulation of error leading to

coding algorithms, such as MPEG-2, enables the use of t
standard in a great variety of applications [1], includin
video on demand (MoD), digital TV, and distance learning,
for instance. Even though one can expect that a commg
communication network will be available in the near future
these services are already being deployed using the existi

networks [2]-[6].

In coding of video for storage or transmission, the chann
characteristics have to be assumed and given as coding param-
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Iaﬁft can be a major drawback when long groups of pictures

OP) are encoded.

In this work, transcoding is essentially regarded as a process
ik converting a compressed bit stream into lower rates without
ihodifying its original structure. Simple drift-free transcoding
or?%ompressed video into lower bit rates is to decode the bit
stl:eam into reconstructed pixels and reencode them again.
IF is method, apart from being very expensive (encoders
are 10-50-fold more expensive than decoders), make the
transcoding process very slow, and in the case of networking
plications, the demand cannot be met on time. This is
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Fig. 1. Cascade of decoder—encoder.

instance, the architectures proposed in [9] are still compléxre since motion estimation is undoubtedly the most complex
since two reconstruction loops are needed, whereas the ogenction of the MPEG-2 coding algorithm. The GOP structure
loop schemes of [10] and [11] introduce noticeable drift oveaf the input bit stream is also kept unchanged for the sake
long GOP’s. In [12], we have extended the previous work @f simplicity. Otherwise, it would be necessary to reorder the
[13], and derived a simple drift-free transcoder for MPEG-2icture sequence, producing a delay of several pictures which
More recently, a similar transcoder, also based on [13], wa®uld be unacceptable for a low-delay transcoder aimed at
presented in [14]. networking applications such as reactive congestion control in
In this paper, we propose a simplified and optimizeATM networks carrying preencoded video traffic.
transcoder based on that of [12] which is capable of In the following, we will analyze transcoding of the three
outperforming those of both [12] and [14]. Its lowertypes of pictures, intré/), predicted(P), and bidirectionally
complexity is achieved by fully operating in the frequencinterpolated(B) separately. Fig. 1 is a block diagram of the
domain [15], thus avoiding the implementation of both theascade of decoder and encoder that can be used for three
forward discrete cosine transform (DCT) and its invers@jcture type bit streamsB pictures employ all parts of the
IDCT. A fast method for implementing motion compensationodec, P pictures use only one of the two frame buffers in
(MC) in the DCT domain (MC-DCT) is also proposedthe feedback loop, and pictures do not use the feedback
achieving a reduction of 81% in computational complexitioops at all. In the figureR;,, R.,; are the input and output
when compared with that of the pixel domain transcoders bit rates, respectively. For simplicity, we ugg; , RS, with
[12] and [14]. Additionally, we optimize the transcodingx = I, P, B as the corresponding nonvariable length coded of
process in a rate—distortion context by minimizing thaput and output bit streams for each type of picture.
transcoding distortion using the Lagrange multiplier method
to choose the optimal set of quantizer scales for transcoding I Pictures
ki can.meet th.e given_baanidth coqstraint. We show thatThe I pictures are transcoded by coarsely encoding the
transcoding a high-quality bit stream into lower rates Calbcoded picture’L with Q- > Q, (Fig. 1). Thus, the output

produce better picture quality than encoding the original vidc?‘cj{te for this type of picturek!. . is given by (1)
at the same bit rates, using a nonoptimized Test Model 5 out

(TM5) encoder [16].

The paper is organized as follows. In Section I, the basic
scheme for video transcoding is derived from a cascagﬁ:]
of decoder—encoder. The MC-DCT for various MC modes
defined in MPEG-2 and its fast implementation are described 1 —1(pI

=IDCT R; 2
in Section Ill. Section IV describes the optimal bit reallocation n (@1 ()] @

procedure used for franscoding. In Sec_tion_ v, the simulati%d substituting (2) into (1), considering the orthonormality of
results of the_ proposed frequency-dpmam video transcoder BréT, gives the transcoding equation (3) foframes. Note that
shown and discussed. Finally, Section VI concludes the papgfy gc'coefficients of intracoded macroblocks (MB'’s) always

use a fixed quantization step size of 8 regardless of the actual

values of@; and Q; thus, (3) only applies to ac coefficients
We derive a drift-free transcoder from the cascade of

decoder—encoder depicted in Fig. 1. The motion estimation Rl = Q:[QT (RL)]. (3)

function of the encoder was removed, and the motion vectors

(MV) of the incoming bit stream are used instead of calculating This corresponds to coarse requantization of the ac co-

new ones. This is a significant step toward a simple architefficients of the input bit stream, and leads to an overall

Rl = Q2[DCT(2})] (1)

ererl is given by

Il. MPEG-2 VIDEO TRANSCODER
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Q, Q, Q, B. P Pictures
I = T . In Fig. 1, the P pictures are accumulated in both MC
QY Q} loops as they are used for decoding and encoding subsequent
{ @ } @ % @ } pictures. If thenth incoming picture is ofP type, then it
/ \\ / needs the(n — M)th picture to be reconstructed, wheké
Y X is the distance between anchor pictures. The input and output
\x / \ prediction errorsel and ¢2, respectively, are related to the
input and output ratest?” and RZ . by expressions (4) and
} @ I @— % (5), respectively
Q3= Q3= QY 12
er, =IDCT[Q; (RL)] 4)
[ Bl o e oo - out - Q2 [DCT( )] (5)
Q; Q;

The decoded picture’, and the corresponding prediction error
Fig. 2. Requantization of DCT coefficients. e2 are given by

n

transcoding distortion fof frames consisting of three com- n=Cn+ Mp (xfll—M) 6)
ponents: 1) some nonzero coefficients of the input frame that e =z, — MP(-T?HM) (7)
become zero after coarse requantization; 2) the quantization

error; and 3) the requantization error. While the former tw§N€re 7,y is the previous anchor picture decoded after
are well-known causes of distortions, the latter one is ngParser quantization andt»(.) is the MC function for P

so obvious. In certain cases, requantization can lead to Riftures. Substituting (6) into (7), (8) is obtained

ad_d!tlonal error, yv_hlch would not_be m_troduced had the 2 =l + Mp(zh_y,) — Mp(22_y). 8)

original DCT coefficients been quantized with the same coarser

quantization step size. This is illustrated in Fig. 2 which shows From (8), the prediction errar? can be obtained by adding

how requantization can lead to a higher distortion than th@de input prediction errar}, to the difference between the input

produced by quantizing the original DCT coefficients usingnd output MC anchor pictures. This difference is actually the

the same quantizer step size. transcoding error introduced in each anchor picture which can
According to the figure, the reconstructed levels of the DCe calculated prior to accumulation. Since the MV’s used by

coefficients X, Y, quantized with a quantizer step size@f, both loops are the same, (8) can be simplified to (9)

areQy andQ?, respectively. If the coarser quantizer step size

()> were used, then both would be reconstructed to the same ¢ =, +M7>( Tp—M — ko)~ 9)

level Q3 = Q3 . However, if X, Y are first quantized witlQ);

and then requantized wity,, the reconstruction level of

will be the same as that of direct coarser quantization with

Note, however, that, in general, MC is not a linear op-
eration because of the integer truncation used in the loop,

i.e., QY = QY,, whereas in the case of, the reconstruction " Mp(zn) — Mp(wn) # Mp(z, —w,); therefore, some

value after requantization will be different from that of dlreci’.’mthmeth inaccuracy is introduced. However, our previous
coarser quantization, .69 # QY. The requantization error ¢ experiments have shown that no significant driftArpictures

of Y is zero, while that ofX is not. is introduced when only one buffer is used to accumulate the

Hence, whenever the coarse quantization interval contatr[%nSCOdIng error [12]. Substituting (9) into (5) and taking into

entirely the corresponding finer one, the direct coarse qua count the linearity of DCT, Welobtaln the final expression

zation and requantization distortions are equal. On the ot 8F transcodmgP frames, wheret; = Q1 (Rf)

hand, if the finer interval overlaps between two different rP — ¢, [EL +DCT(Mp (ch_p, —22_4))].  (20)

coarser intervals, then the requantization distortion is larger

in the case where the reconstruction value of the first quan-This equation implies that, for transcodingFapicture, the

tization and the original coefficient fall into different coarseaccumulated transcoding error has to be added to the incoming

guantization intervals. Since the first quantization is perform&ICT coefficients and then coarsely quantized. Sihpétures

independently of subsequent requantization, then the requare the anchors for subsequehtpictures, their transcoding

tization error cannot be avoided. errors should also be stored, but without being added to the
The effect of the requantization error is depicted in Fig. Brevious accumulated error.

where the FLOWER sequence was encoded uging 3 and Fig. 4 shows the PSNR of pictures only, obtained by

N = 15 and fixed triplet quantizer scales 6ff = 3,QF = transcoding the same bit stream used in the above simulation

4,QP = 5. In the figure, the peak signal-to-noise ratio (PSNRpr I pictures, using)’, = 6, Q¥ = 8. The PSNR of?’ pictures

of I pictures, transcoded witf! = 6, is compared with that is shown for the following bit streams: 1) originally encoded

of the same pictures directly encoded usipf= 6 (encoded using@! = 8 (encoded only), 2) transcoded frofi” = 4 to

only). As the figure shows, the requantization error leads to’ = 8 using (10), and 3) transcode@d!” = 4 to Qp = 8

drop in picture quality of about 1.5 dB in all pictures, which without taking into account the accumulated error of previous

is significant. reference pictures (open loop), i.e., applying (3@ictures.
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Fig. 4. Transcoding ofP pictures fromQ{ = 4 to Qf = 8 (Qf = 3,Q4 = 6).

As the figure shows, not adding the MC transcoding error In order to determinek” ., two buffers are needed, one
of previous anchor pictures produces a significant distorticior each anchor picture since the accumulated transcoding
whereas the difference between encoded-only and transcodewrs of both have to be present to keep a track of drifBin
P pictures using (10) is about 0.5 dB or less. Note that picturpitures. However, sincg pictures are not used as references
0, 15, 30, 45, 60, 75, 90 arketype (not shown in the figure) for further prediction, the system could be simplified by
of exactly the same quality for both cases of transcoding. Natéminating one buffer. In this casé? pictures are treated
also the effect of drift due to error accumulation in the casgmilarly to the! pictures, and the transcoding follows (3).
of open-loop transcoding; the quality of the Id3tpicture of Fig. 5 shows the PSNR aB pictures only, obtained by
each GOP drops about 2.5-3 dB compared with those ti@nscoding the same bit stream frépd = 3, Q7 = 4,QP =

were transcoded through (10). 5t0 Q) =6,QF =8,QF =10. Equations (3) and (10) were
used to transcode pictures andP pictures, respectively. The
. PSNR is shown for the following bit streams: 1) originally

C. B Pictures

encoded withQ! = 6,Q7 = 8,QF = 10 (encoded only);
Transcoding ofB pictures is just an extension of the metho@) transcoded fronQ? = 5 to Q¥ = 10 using (11); and 3)
used for P pictures. The only difference is that MC f@ transcoded from@? = 5 to Q¥ = 10 without taking into
pictures is related to two reference pictures. Therefore, (18count the accumulated error of the anchor pictures (open
should be modified as given by (ll) In this equatiﬂrig(-) loop), i.e., applying (3) taB pictures.
is the MC operation fo3 pictures, and the indexgsand f  As Fig. 5 shows, for these types of pictures, the difference
refer to the past and future anchor pictures, respectively: petween transcoded using (11) and encoded only is about
0.25 dB or less. Note that the effect of not adding the accumu-
lated transcoding error of the anchor picturesBaopictures,
R} = Q2[E) + DOT(Mg(z), — z2, 27 —2%))]. (11) je., the case of open-loop transcoding, produces a drop in
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Fig. 7. DCT-domain transcoder.
Fig. 6. Pixel-domain transcoder.

) . Fig. 6 as a pixel-domain transcoder. In order to improve the
quality of about 1 dB. Note also that and I pictures (N0t eficjency and at the same time reduce the computational
shown in the figure) have exactly the same quality in bOfypiexity of the pixel-domain transcoder, we have derived
cases of transcoding. a fully frequency-domain transcoder with an optimized bit

) ] reallocation process, as described in the next sections.

D. Pixel-Domain Transcoder

Excluding the VLD and VLC functions, (3), (10), and
(11) indicate that Fig. 1 can be simplified to Fig. 6. This Iil. DCT-DOMAIN TRANSCODER
makes use of the linearity of DCT where the transcoding If MC can be performed in the frequency domain, there
error (difference between input and output) is evaluated i® no need for the DCT and the IDCT of Fig. 6, and thus
the DCT domain, and thus only one DCT/IDCT is needethe transcoder can be further simplified. In the new scheme,
By using the MV’s of the incoming bit stream and jusshown in Fig. 7, the transcoding error, given by the differ-
one reconstruction loop, this transcoder is much simpler thance between the inverse quantized input and output DCT
the cascade of decoder—encoder in Fig. 1. In our previocgefficients, is accumulated in the DCT domain and added
work presented in [12], with a different approach of usintp the DCT of the current picture after motion compensation
step-by-step simplification, we showed how a cascade iofthe DCT domain (MC-DCT). The dashed blocks of Fig. 7
decoder—encoder can be simplified into the one shown riepresent two functions that support the MPEG-2 syntax: 1)
Fig. 6. field/frame DCT conversionf{(/F'), and 2) the various modes

In the transcoder of Fig. 6, the DCT and IDCT functionsf MC defined for MPEG-2 [8]. Since the transcoding error of
are only necessary because MC is primarily defined asframe pictures is accumulated in frame format, whenever an
pixel-domain operation; otherwise, this transcoder could woMB of a frame picture idield DCT coded, thef/F function
entirely in the DCT domain. We refer to the transcoder afonverts it intoframe DCTformat.



958

In the next subsection, we describe a fast method to im-
plement MC-DCT with reduced computational complexity. In
order to compare our results with previous work, we use the
same concept of computational complexity used in [17] which
is the number of basic integer operations such as division by
a power of 2 ¢hiff) and addition &dd).

A. Motion Compensation in the DCT Domain

The basic MC operation consists of extracting pixel blocks
from a reference picture by shifting the horizontal and vertical
positions of the current blocks a number of pixels dictated
by the corresponding MV’s. In general, neither the vertical
nor the horizontal MV is an integer multiple of the block
size; thus, the displaced block intersects four neighboring

TABLE |

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 8, NO. 8, DECEMBER 1998

MoTioN COMPENSATION IN MPEG-2

blocksb;,i = 1,-- -, 4 of the reference picture. Therefore, the
MC block b comprises four pixel subblocks, one from each
intersected block;. These subblocks can be extracted from the
respective blocks by multiplying the latter with the appropriate
matriceshy;, h; that perform window and shift operations as

Current picture | Pred. mode Refl. picture
(transcoding error)
o 7’7 o memreﬁ B
frame field o
frame
frame field I Vﬁioldﬁr -
frame o
dual prime - 71‘101? o
- frame B
field fid
framT o
field dual prime o field
N frame o
16x8 o ﬁ(‘ld* N

described in previous work [18], [19]. The number of rows - _
(k) and columng(w) that each bloch; is intersected by the B. Specific Functions of MPEG-2

MC block b, i.e., the size of each subblock, defines which We aim for a compatible MPEG-2 video transcoder; there-

matrices should be applied for eath This operation, in the
pixel domain, is given by

4
b=> hnibi-hyi, 1<hw<T (12)
7=1

The matriceshy,;, h.; have the structure ofi,l,,, where
I, 1, are identity submatrices of size x h and w x w,
respectively

fore, all MC modes defined in the standard should be supported
by the frequency-domain transcoder. These can be imple-
mented by using the same property of DCT as above and
the appropriate matrices. In the following, we show how to
supportfield/frame DCTcoding, half-pixel accuracyandfield

MC [8]. Furthermore, several combinations of different types
of current/reference pictures and MC modes are possible to
occur in the transcoding of generic MPEG-2 bit streams. The
current and reference pictures can be eiffeneor field using

the MC modes offrame, field,16 x 8, dual prime These

0 I, combinations are shown in Table I.
hui = hnz = un = [0 0 } (13) In the scheme of Fig. 7, the transcoding error is accumulated
0 0 either as a frame or field picture according to the type of
hyt =hwsz =1, = {I 0} (14) picture being currently transcoded. In order to keep the same
w DCT format for all MB’s of the same picturdigld/frame DCT
and conversion is necessary to convert the MB&d DCT coded
into frame DCTformat before storing the transcoding error of
. . frame pictures. This is implemented by the functiphF" as
his =hna = ts-n (15) " jescribed in the following subsection. -
hw2 :hw4 = 187w~ (16)

1) Field DCT Coding: If an MB of a frame picture igield
DCT coded, then each DCT block of that MB comprises
By applying the distributive property of matrix multiplica-frequency information from one field only. In this case,
tion with respect to DCT, one can use the DCT matrilgs =  the field DCT MB is converted intoframe DCT format by
DCT(hn;), Huwi = DCT(ha;) to extract the MC-DCT block generating DCT blocks of coefficients from both fields.
B = DCT(b) directly from the DCT blocksB; = DCT(b;)  Any two vertically alignedframe DCT blocks B,k =
of the reference picture. This leads us to the general equat'[grl can be obtained directly in the DCT domain from the
(17) of MC-DCT, where the matricel},;, H,,; are constant correspondindield DCTblocks B;,i = 1,2 by applying (18).
so they can be precomputed and stored in a memory. Takiflge matrices),; are the DCT transforms of those that perform
into account thats,, is the transpose ok, for m = n, and  the equivalent operation in the pixel domain. A description of

thus their transformé/,, = DCT(un), Ly, = DCT(lm) are  these operations is given in Section A of the Appendix
also transposed, only seven (instead of 14) different matrices

need to be stored.

2
Bi=Y Fu-Bi, k=12 (18)
=1

4
B = Z H}”‘, B7 'Hwia

=1

1<hwsT. a7) Note that such an operation is not necessary in field pictures,

and in frame pictures, it is not likely to be needed for all
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TABLE I total of 16 blocks needs to be extracted to generate only one

MATRIX OPERATIONS TO CALCULATE FOUR luminance MB.

MC-DCT BLocks wWiTH HALF-PIXEL MV . . . .
) _ T 3) Field Prediction: In the case of field and frame pictures
Method | )/lult,ipli(:m,ionﬂ Additions being encoded into the same bit stream, e.g., interlaced video,
brite force 96 60 the MB's of fram_e pictures can be predicted from two r_ef-
P e R erence fields, which in turn could have been encoded either
filtering 36 16

—— as frame or field pictures. Also, MB’s of field pictures may
be predicted from frame pictures. Since the transcoding error

blocks sincdield/frame DCTcoding is a decision taken at theis always stored in the format of the current input picture

MB level. Also, if all MB’s of a frame picture aréield DCT (either frame or field), conversion from field to frame and

coded, then no conversion is necessary since this is equivalae versa is necessary for interlaced sequences. Therefore, the

to having two separate field pictures. frequency domain transcoder should be capable of generating,
2) Half-Pixel Accuracy: When an MV with half-pixel pre- in the DCT domain, 1) field blocks from frame pictures, and

cision is used, either two or four pixels are needed to calculadg frame blocks from field pictures. The former is obtained

the actual prediction of one single pixel. In terms of block®)y extracting the MC-DCT frame blockB} that contain the

this is equivalent to computing the average, for each pixel, ti¢ld blocks By, and then applying (21) to obtai; from

either two or four blocks. In the DCT domain, this needs thB; . M; are constant matrices as described in Section C of the

extraction of two or four blocks from the reference picturéAppendix. The latter is obtained by applying (18) since the

hence, (17) is applied either twice or four times to obtain tr@peration is the same as for convertinjedd DCTcoded MB

final predicted block. Since the blocks involved in half-pixeinto a frame DCTcoded one

prediction are displaced from each other only by one pixel, 9

the e>_<tracti9n of fpur different DCT blocks can be avoided. by B = Z M, - B, k=12 (21)

applying a linear filter to the MC-DCT MB reconstructed with =

the integer component of the motion vector. Vertical filtering . ) .

should be used when half-pixel accuracy exists in the verticaAn°ther possibility is the occurrence of field prediction

direction, while horizontal filtering is used when half-pixe?"’hen boti_the currel?t ?n?d rslferincr:a plcturis efl_re frame plt(lj-
accuracy exists in the horizontal direction. tures. In this case, the fie ocks have to be first extracte

Let us consider the DCT block&: i —= 1.--..4 of an using (21), and the final prediction in frame format is obtained

MC-DCT luminance MB ordered according to their IocatiOtl?y applying (18) to the extracted blocks. The;e two equations
within the MB (top left: By, top right: Bs, bottom left: can still be merged together, thus generating a new set of

Ba, bottom right: B,). Suppose also that all of these blockgonstant matrices that allows the implementation of the two

are spatially adjacent in the pixel domain. The horizontal@PErations in a single step.

filtered blocks B, in the DCT domain, are obtained from 4) 16 8 and Dual Prime:In the 16 x 8 MC mode, the

(19), while the vertically filtered blocks!" are obtained from °NIY difference is that two, instead of one, MV's are used for
each MB, one for the 16< 8 upper region and another for

(20). The filter coefficient matriceB)", ¥ of these equations , i :
fRe lower 16x 8 region. In dual-prime mode, either two or

are defined in Section B of the Appendix. In the case of bo]c dicti g1 h block of 4 field or f

horizontal and vertical half-pixel prediction, vertical filtering@U" Predictions are used for each block of a field or frame

should follow the horizontal filtering or vice versa picture, respectively. Therefore, these cases are supported by
the equations derived above, and no further development is

Bl = { gzllj:lz + Bi1 1, i = ;,Z (19) necessary.
473 t =4
BY — { FYBi+ FyBit2, =12 (20) C- Computational Complexity
FsBi, t=34 Most of the computational complexity of the MC-DCT

The use of this method introduces some distortion in thosgethod comes from (17). In fact, the brute-force computation
blocks located on the right and bottom boundaries of the MB&f (17) in the case where the MC block is not aligned in
since the predictions of these blocks do not take into accowrty direction with the block structure requires six matrix
the blocks belonging to the adjacent MB’s. Neverthelessyultiplications and three matrix additions using floating-point
as the simulation results show, this is a minor error, aradithmetic. Therefore, we aim to reduce the number and
a significant reduction in computational complexity can beomplexity of the operations involved in solving (17) such
achieved if those blocks are not extracted. For example, tlmat the frequency-domain transcoder of Fig. 7 becomes less
order to extract one MC-DCT Iluminance MB (four blocksfomplex than its pixel domain counterpart of Fig. 6. The
using half-pixel accuracy in both directions, the number aomputational complexity is measured using the definition
matrix multiplications and additions of the brute-force methoof [17], i.e., the number of integer additions and shifts-right
(17) is quite different from that of filtering, as shown inrequired to calculate one MC block.

Table II. In order to achieve reduced computational complexity, we

Note that for calculating one MC-DCT block with an MVapproximate the elements df,;, H;; to binary numbers
of half-pixel accuracy in both directions using the brute-foro@ith a maximum distortion of 1/32. By approximating all
method, four blocks need to be extracted through (17); thuspfithe constant matrices in a similar way, only basic integer
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operations, such ashift-right and additionsd4dd), are needed TABLE Il
to solve (17). As an example, we show a number of elements NUMBER OF OPERATIONS FOREACH MATRIX
of matrix L Matrix (n) ‘ No of shift | No of add
0.62500  0.41858 —0.16332 --. 0.08326 I T 65
—0.41858 —0.06260 0.49812 --- —0.11549 T, o 67
L-=|—0.16332 —0.49812 —0.56694 --- 0.13641 — b=
° . . . ) . 3 1w
: : : - : 4 28 66
—0.08326 —0.11549 —0.13641 --- —0.54095 e B
(22) S R N
6 30 67
Each element of the rounded matrix, in terms of powers of 2 I e
1,1 1 1 1 1 1 T o
Pty 2Tge TR g
672 s 12 8 TABLE IV
ﬁs = |78~ 1g -3 -3~ 16 3 ToTAL NUMBER OF OPERATIONS TOEXTRACT ONE BLock NOT ALIGNED WITH

THE BLOCK STRUCTURE FORALL COMBINATIONS OF twy, g

hy w

(23) 0 1 2 ] 3 4 5 6 7

Since the_: elements of DCT blocks lie in the_: rarjg048, 1 263 | 786 | 766 | 802 | 766 | 802 | 766 | 786
2047], shifting the actual values would result in zero for most
elements. In order to maintain precision in the intermediate
operations, the transcoding error of each DCT coefficient is i
multiplied by 28 and stored in this format. This is, in fact, a 41252 776 | 756 | 792 | 756 1 T92 756 | 776
scaling factor which can be included in the quantization and 810 | 774 | 810 | 774 | 794
inverse quantization functions without introducing additional 92 | 756 | 792 | 756 ¢ 776
complexity. . o 263 | 786 | 766 | 802 | 706 | 802 | 766 | 786

Furthermore, by employing simple data manipulation, the : i : s
multiplication of the constant matrices by the DCT blocks can

be implemented with a minimum number of operations. If a5k structure of the reference picture. The table entries

DCT coefficients of the same column that aight-shifted ., resnond to the width and height (in number of pixels) of
by k (multiplied by 2—*) are added together before shifting,o top-left subblock.

then the number o$hift operations will be reduced. This is In order to measure the computational complexity of the

explained iq the following example using the thir_d i O_f_th%roposed fast implementation, we consider the worst case in
above matrix, where_ bqth (2.4) and (25)_ need five .add't'.o'}%rms of the number of operations. This is tHp,;, Hy; €
gﬁ}ﬁ;hsv;rem(g%r) ic?s‘sihnlﬁ)slel?nglrjllttee d?/lvfrt?\r?rr:rteéi?t)s (r)?lth;lres Six {Us, Ls,Us, L3} corresponding to the cases of intersection
specified in Table IV. Considering that all block coefficients
Y= _(é + %) 1 — % Ty — (% + %) 3+ % T (24) are nonzero, the total number of operations for extracting
1l 1f. _ 1o one block is 810. The fast MC-DCT algorithm recently
=2 (T2 —@a) ¥ gl (@ mm) F gp (Faw — ). (29) proposed by Merhav and Bhaskaran [17] is now used for
In order to calculate the number of operations required tmmparison with the results achieved. For its worst case, their
implement (17) using the approximate matrices, the followirgjgorithm requires 2928 operations of the same type (shift-
have to be taken into account. right and addition) to perform the extraction of one MC-DCT
« The number of matrix multiplications of (17) can beblock. Therefore, the method proposed here has only 28% of
reduced to six, instead of eight, taking into account th¢éte computational complexity of their method. Assuming a
H;, = H;» for all cases. uniform probability distribution on the pairsu( k) shown in
» The number of operations required for premultiplicatioable IV, then the average number of operations to extract
with any of the H,,;, H;; matrices is the same as forone block using approximate matrices is 654, while that of
postmultiplication. the algorithm cited above is 2300, which corresponds to the
* There are 14 matrices, but since seven of them are theeme reduction ratio of computational complexity as for the
transposes of the other 7, only seven matrices need tovberst case.
taken into account. On the other hand, if the equivalent operation in the pixel
The number of operationsslfift, adg required for each domain had been used, then it would have been necessary
matrix is depicted in Table Ill, and the total number ofo perform the IDCT of the four intersected blocks, cut the
operations for extracting one MC—-DCT basic block is given iappropriate MC block in the pixel domain, and then transform
Table 1V, where the various cases correspond to the possiliiback with DCT. Using the fast algorithm for the eight-point
combinations of intersections between the MC block and tiECT proposed in [20] as the reference for accounting the

2 1202|776 766 792 7B6 1 792 | 756 1 TV6
31270 | 794 774 | 810 | 774 810 1 774 1 791
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number of operations, the pixel domain approach gives a totalThe constrained problem of (26) can be solved by convert-
of 4320 operations (see the most recent published work img it into the unconstrained problem of (27) where rate and
the same authors for a complete description of the methditortion are merged through a Lagrange multipller> 0
used to determine the number of operations of DCT aifi#i3]. The main advantage of solving (27) instead of (26) is that
IDCT [21]). Therefore, comparing the pixel domain approacthe Lagrangian costd,(A) for each MB% are independently
with the frequency-domain one, the fast MC-DCT methochlculated

using approximate matrices provides a reduction of 81%

in computational complexity, whereas that of the algorithryk()\) = min {dy(qr) + ()}, for k=1,2,---,N.
proposed in [17] gives a reduction of 32%. Note that this is ak 27)

a worst case comparison since the reference for accountin%et (r1(\), d2(\)) be the solution to the minimum La-
complexity of DCT/IDCT for both algorithms is the fastest rangian cost/;(\) for MB k, and letg;(\) be the corre-

existing algorithm for eight-point DCT (see also [22]). Had . \ . .
a less efficient DCT algorithm been used, the result Wou%mndmg quantizer step size. For any=> 0, the optimal

have been even more impressive. Moreover, if the block %IUt'On*(R ();)’D (V) is given as the sum of the ;olu-
be predicted is aligned either horizontally or vertically thefions k() di(V) for k = 1,2,-.-,N. If, for a partic-
' lar value of A = J,, the total rate happens to be equal

only two rather than four blocks from the reference frame are . L . -
needed, and for perfect alignment (e.g., both horizontally a % the given constraint, i.eR"*(A;) = Er, then the set

vertically), (17) is simplified toB = B, . 1(Xs), a3(N5), -+, g (A;)} is the optimal set of quantizer
Note, however, that the number of matrix operations i%cales to be used for transcoding. Therefore, the optimal
the DCT domain for a whole picture is very dependent \ﬁalue .)‘5 has to be found for each group of MB's. We .
the motion activity of the video sequence, and also on Som?veilmplemgnted a fast search method based on a bisection
coding parameters such as field/frame motion, for instanc?ﬁg[ozrg]hm' This algorithm was adapted from the method used

The MC type, the percentage of nonzero MV’s, and the 2. '~ . , .
Since predicted MB’s are added to the MC transcoding

number of MV’'s which are multiples of the block size have . . ) . .
gror of their respective reference pictures prior to transcoding

major influen n the amount of com ions required, ) . . .
a majo uence on the amount of computations requ eréafer to Fig. 7), the distortiod, (g ) should take into account

This leads to a variable number of matrix operations requir e type of MB being transcoded. We have measured the
for MC-DCT, and thus the average computational CompleX'afstortions according to (28) for the three types of MB's:

can be much less than what is shown above for the worst C?qe'intra, 2) predicted either forward or backward, and 3)
i

The influence of most of these aspects in the computational . .
complexity of MC-DCT was addressed in [19]. nterpolated, wherel is the number of blocks in the MB

and C?"(q;,) is theith inverse quantized DCT coefficient of

blockn in MB k. The quantizer scaleg, andg; are those of

the input and transcoded MB's, respectively, whg?, Y,
Since the transcoded bit stream should comply with th®rrespond to the accumulated MC—-DCT transcoding error of

constrain® < S <1 (Fig. 7), a bit-reallocation process shouldhe anchor pictures, 3, respectively. Note that this measure

take place in the transcoder. This is implemented by choosigg distortion does not add any additional complexity to the

new quantizer scales for transcoding each MB or group gfchitecture of Fig. 7 since the transcoding error has already

MB'’s such that the output rate does not exceed the givaen accumulated for drift compensation

constraint. The optimum set of quantizer scales for a group

of MB’s would produce a minimum average distortion and -1 63

IV. BIT REALLOCATION

. . . 1
comply with rate constral_nt: Such quantizers can be found W(qk) =Tz Z Z
using the Lagrange multiplier method [23]. n=0 i=
_ N [Ch (@) = Cr{q)]? (intra)
A. Lagrangian Optimization [Cr(qr) — CP(q),) + X7*]? (forw, back

The problem of optimal transcoding is to find a set of Cri(q) — Cri(g) + X4y g
quantizer step sizes for a group 8f MB’s {q1, g2, -, qn} b\ ko 2
such that the average distortidnis minimized and the total (28)
rate R complies with a given target posed by the constraint
S,R < Ry = §-Rf with « = I, P, B. This can be formulated
as V. SIMULATION RESULTS

(interp).

min D, subjectto R < Ry (26) In the experiments carried out to evaluate the performance
of the proposed frequency-domain transcoder, we have used
two standard sequences (SIF format) with different motion
N N characteristics: MOBILE and MUSIC. The former is relatively
D= dilm) R=D_ rilaw) slow in motion, whereas the latter has high motion, and both
k=1 k=1 were encoded using frame motion estimation with MV’s of
wheredy (g ) andri(gx) are the distortion and rate of tigh  half-pixel precision. All operations in the DCT domain were
MB after transcoding with a quantizer scajg. performed using fast computation with approximate matrices.

with D and R given as



962 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 8, NO. 8, DECEMBER 1998

34 T T T T T T T T

Encoded-only i——

33.5 1 ' ' i : TRe~encoded
: Pixel domain transcoder -

PSNR

BPagl o '
TR K% D BB 00580586
* foie SR N 3t v Bl s Rk B R R
3L.5 ¢ " + o GkaDGBBBBE‘G‘ ETETE x X3y
~ _ RV VR SR SV “B-E TR g TR
N b 3y Mot x._x.x . x ;
» [ : N SRV —
31 ] RS A, *
i bl e S N N
30.5 | H : ; ‘ e R “**W—*a—ﬁ\**‘
30 L 1 i 1 I I I i
5 10 15 20 25 30 35 40

Frame nunmber

Fig. 8. Effect of matrix approximation.

The following characteristics of the optimized frequencypixel-domain transcoder. Hence, the above difference of 0.2
domain transcoder were evaluated. dB between fast MC-DCT and pixel-domain transcoders is
 The drift introduced in transcoded pictures by usinfu€ to matrix approximation. Note that transcoding gives
approximate matrices for fast computation. The resulf¢orse performance than encoded only, which is due to the
of the pixel-domain transcoder are compared with thogequantization error as explained earlier.
of the frequency-domain transcoder.

e The overall efficiency of transcoding is compare
with that of a standard encoder and a cascade
decoder—encoder. In this section, we compare the overall efficiency of the

« The additional distortion introduced i® pictures when frequency-domain transcoder using the optimal bit reallocation
the accumulated MC-DCT transcoding error of the amlgorithm described in Section IV with reencoding (cascade of
chor pictures is not added to the transcodggictures. decoder—encoder) and encoding only using the bit allocation

+ The effect of one frame and one slice transcoding delagethod of TM5 [16]. The reason for not optimizing the
on the picture quality. standard encoder is that the MPEG-2 encoding algorithm is

already a complex system which requires heavy processing,
) ) and the optimization algorithm also requires significant pro-
A. Picture Drift of Fast MC-DCT cessing; hence, a standard encoder may not have sufficient
In order to evaluate the picture drift of the fast MC—DCTprocessing power to support such an implementation. For this
we have encoded a high-quality bit stream using the MOBILEason, various authors have recently proposed suboptimal
sequence with a fixed quantizer step siz€ef= 8. Since drift schemes for MPEG encoders to reduce the complexity of
accumulates inP pictures only, noB pictures were encoded optimization at the expense of a lower quality [25], [26]. On
(M = 1). This bit stream was then transcoded using threébe other hand, we have shown that the frequency-domain
different architectures at fixed, = 14: 1) reencoding; 2) transcoder is far less complex than an encoder; hence, ex-
transcoding using the pixel-domain scheme; and 3) transcoding processing power is available to make the transcoder
using the fast MC-DCT method. For comparison, we alsnore efficient by using the Lagrangian rate—distortion op-
show the picture quality of the same sequence directly frommization algorithm. Note that since we are comparing an
the uncompressed video encoded usipg = 14 (encoded optimized transcoder with a nonoptimized TM5 encoder, for
only). high-quality bit streams (i.e., high bit rate—low distortion),

As Fig. 8 shows, the difference in PSNR betweetranscoded pictures can even be better than those of encoded

transcoded pictures using the pixel-domain transcoder amaly.

those using the proposed fast MC-DCT is about 0.2 dB,In order to show the overall efficiency of the optimized
while the computational complexity of the fast implementatiofrequency-domain transcoder, the two sequences were encoded
is 81% less than that of the pixel-domain approach. No&t 4 Mbit/s with a standard TM5 MPEG-2 encoder using a
that transcoding always gives better performance than BOP structure ofV = 15, M = 3. The bit stream was then
encoding. This is because transcoding uses the MV’s of ttranscoded into lower rates, and the resultant picture quality
incoming bit stream, whereas in reencoding, new MV’s amgas compared with that of a fully reencoded (cascade of
calculated based on the poorer quality of decoded picturéecoder—encoder) bit streams at the same lower rates. Also, the
We have also found that the frequency-domain transcodeiginal image sequence was directly encoded (encoded only)
using the brute-force method with floating-point arithmetiat the lower rates. The bit-rate constraints used for transcoding
in all operations produces the same picture quality as thwere set to the bit rates of encoded-only bit streams.

%f Transcoding Performance
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Fig. 9. Transcoding from 4 to 1.5 Mbit/s.
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Fig. 10. Transcoding of MOBILE sequence (average PSNR).

Fig. 9 shows the PSNR of the first 45 pictures of the MO- Note, however, that encoded-only and reencoded bit streams
BILE sequence for the case where the 4 Mbit/s bit stream wase a nonoptimized algorithm as defined by TM5, whereas
converted into 1.5 Mbit/s using the Lagrangian optimizatiooptimally transcoded bit streams are obtained from a cascade
over an entire frame. As shown in the figure, the optimizeaf a nonoptimized encoder introducing low distortion (4 Mbit/s
frequency-domain transcoder outperforms both the cascade@ high bit rate for SIF pictures) and an optimal transcoder.
decoder—encoder, using the same input bit streams, and @werall, the distortion introduced by this cascade is shown
TM5 encoder, using the original uncompressed pictures, tatbe less than the distortion introduced by a single nonopti-
the same bit rate. Note that while in Fig. 3 transcoded mized encoder. Had the encoder used the same optimization
pictures suffer about 1.5 dB loss compared to encoded ordygorithm, the encoding only would have performed better than
the optimized transcoder does not have such a deficiency, &ahscoding. In this case, the relative improvement of encoding
is consistently better than both encoded-only and reencodwily over transcoding would be similar to that of Fig. 8 where
ones. Figs. 10 and 11 show the average PSNR of 120 pictuifag same quantization method was used for both.
using the 4-Mbit/s bit stream for transcoding at several reducedThese results show that video can be stored in compressed
bit rates. format, and further compressed at the time of transmission

Again, the optimized frequency-domain transcoder outpghrough channels with lower bandwidth. The complexity of
forms the TM5 MPEG-2 encoder and the cascade of a TM&nscoding is less than that of encoding the original pictures,
decoder—encoder for all of the bit rate conversion ratiognd far less than that of reencoding; thus, many services and
in particular at higher compression ratios. This is becaugpplications can benefit from such a transcoder.
the bit stream used for transcoding is of high quality, and
the rate—distortion optimization is still capable of allocatin
the same number of output bits more efficiently than t
TM5 model used by the standard encoder, despite the us&ince MC for B pictures is the most complex (two anchor
of uncompressed video in TM5. pictures are required), avoiding use of MC-DCT fBrpic-

. Effect of No Drift Compensation a8 Pictures
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Fig. 11. Transcoding of MUSIC sequence (average PSNR).

TABLE V TABLE VII
PSNRoF B PIcTURES TRANSCODED WITH (B-ON) AND PSNRFor TRANSCODING MOBILE UsING
WiTHouT (B-OFF) DRIFT CoMPENSATION (MOBILE) DEeLAYS OF ONE FRAME AND ONE SLICE
Mbit/s B-on [dB] B-off [dB] Mbit/s frame [dB] slice [dB; diff. [dD]
1.0 25.896 25.809 1.0 26.00 25.90 0.32
1.5 27.543 27.463 1.5 27.74 27.62 0.34
2.0 28.917 28.861 2.0 29.21 29.03 0.53
2.5 30.125 30.092 2.5 30.50 30.28 0.53
3.0 31.076 31.052 3.0 31.53 31.34 0.145
TABLE VI TABLE VI
PSNRoF B PIcTURES TRANSCODED WITH (53-ON) AND PSNR FOR TRANSCODING Music UsING DELAYS OF
WiTHouT (B-OFF) DRIFT CoMPENSATION (MUSIC) ONE FrRAME AND ONE SLICE

Mbit/s  Bon [dB] B-off [dB] Mbit/s frame [dB] slice [dB, diff. [dD)]

L0 38.512 38.343 1.0 38.89 38.74 0.65
5 39.793 39.716 1.5 40.25 40.07 0.49
20 10.638  10.601 2.0 A1.13 40.95 0.60
2.5 L2289 41205 2.5 41.72 41.57 0.60
3.0 11703 41.686 3.0 42.18 42.07 0.3

tures can reduce the complexity of the transcoder. We hayénuch lower complex transcoder can be implemented, and
evaluated the performance of the optimized transcoder in | provides the required performance.

case of not using the MC transcoding error to transcode these

pictures. This also allows the use of only one buffer in the

feedback loop, and thus reduces the memory size of the whBle Low-Delay Operation

system. Tables V and VI show the average PSNR pictures  Since control of video traffic usually requires fast response

only, transcoded from the 4-Mbit/s bit stream into 1.0, 1.5, 2.€6 network demand, we have simulated the rate—distortion

2.5, 3.0 Mbit/s for two cases: 1) using drift compensation, anghtimization of transcoding using only one slice delay. In

2) not compensating for drift. Note that in the case of no drifirder to compare the results with the case of one frame delay

compensation, these pictures are transcoded using exactlyiibed in the experiments described above, we have used the

same procedure as fdr pictures. same 4-Mbit/s bit streams for transcoding. The rate constraints
As shown in these tables, the difference between the twiere the same as the previous experiment. The number of bits

cases is very small for all conversion ratios. This is mainlgriginally allocated to the encoded-only bit streams set the

due to the fact that errors dB pictures do not accumulate.target output rate of the transcoder.

Taking into account that the computational complexity of Tables VII and VIII show the difference in picture quality

transcoding without drift correction oB pictures is far less between transcoding using one frame delay and one slice de-

than transcoding with drift correction, these results show thiaty. The maximum difference between any two corresponding
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fames is also shown in these tables. In the case of one slice
delay, there is a 0.3-0.6 dB drop in picture quality due to
the reduced number of MB’s used at each optimization step.
However, this is the price to pay to keep the transcoder delay
at a minimum for networking applications where fast response
in bit-rate regulation will prevent picture degradations.

VI. CONCLUSION

We have proposed a low-complexity video transcoder, de-
rived from a cascade of decoder—encoder, for converting
MPEG-2 bit streams into lower rates. Its low complexity was
shown to be achieved by: 1) using only one MC feedback
loop with the MV’s taken from the incoming bit stream
unmodified, and 2) implementing the MC operation in the
frequency domain using approximate matrices for fast compu-
tation of MC-DCT blocks. By using the input MV’s, the most
complex function of the MPEG-2 coding algorithm, the motion
estimation, is not needed in the transcoder. On the other hand,
we have shown that fast computation of MC-DCT reduces
the computational complexity of a pixel-domain transcoder by
81% while maintaining its drift-free picture performance.

The overall performance of the proposed frequency-domain
transcoder shows that transcoding high-quality bit streams
into lower rates can produce better picture quality than both
reencoding and encoding the original pictures at the same
reduced bit rates with TM5. This is due to the optimal bit
reallocation which takes into account the different MB types
for minimizing the transcoding distortion. When operating at
delays of about one slice, the drop in picture quality was
found to be less than 0.65 dB compared with one frame delay.
A variety of services and applications such as VoD, traffic

1 0 O
0 0 O
0 1 0
0 0 O
fll —10 0 1
0 0 O
0 0 O
(0 0 O
0 0 O
1 0 0
0 0 O
01 0
f12_ 0 0 0
0 0 1
0 0 O
L0 0 O
0 0 0
0 0 O
0 0 O
0 0 O
f21 - 0 0 0
0 0 O
0 0 O
L0 0 O
0 0 0
0 0 O
0 0 O
0 0 O
f22_ 0 0 0
0 0 O
0 0 O
L0 0 O

O OO DD OO OO0 HODODODODODOODOOHRHRODODODOOO

SO0 OO OO OO0 00O OO0 OO OO OO OO0 O OO

965

[eloelBelHoRolaleNoleloNoll =Nl ol ol oo B ol e R e B oo B an i s i an B e i an i an)
OO OO0 OO0 OO0 OO0 oo ooooo
— OO0 OO0 OrROOoOO0OOO0OOoO o000 ocooooooo

control of preencoded video over ATM networks, and video The frame block®?, b5, are obtained as follows:

multicasting over heterogeneous networks can benefit from the
video transcoder proposed in this paper.

APPENDIX

A. Field DCT Coding

Example: Let us assume th#y andb, are the pixel blocks
of different fields located in vertically aligned positions of the
same MB. By interleaving one line of each blogk: = 1, 2,
one can generate two frame blod¥sz = 1,2. These can be
obtained by multiplying the field blocks with the appropriat
matricesfy;, k.t = 1,2, as shown below.

1=F11 b1+ fr2-b2=

by =Ffa1 b1+ far b2 =

[Zoo

‘I;,n order to obtain the DCT frame
directly from the DCT field blocksB; = DCT(¥;), the
matrices Fy; = DCT(f,;) are precomputed and used as

Tor - Xo7]
Zo1 xor
11 xr17
Y31 Y37 d
41 L47
T41 T47
51 57
Yy Yrr d

blockB = DCT(b;)

constants to multiply bys,. This is given by (29) in the DCT

2
Bi=Y Fu-Bi, k=12 (29)
=1

Note that this operation also uses the distributive property of

[Too Zor - Zo7 domain:
by = 10 L11 - X17
LT70  X71 T77
Yoo Yoi Yo7
by = Yo Y1 - Y7
------------------ DCT to matrix multiplication, i.e. DCT(p - ¢) = DCT(p) -

Lyzo Y71 - Y77 DCT(g).
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B. Half-Pixel Accuracy C. Field Prediction

The DCT's of the following matrices are used for filtering The M;; matrices are the DCT'’s of thay; ones as follows:
blocks in the horizontal and vertical directions when MV'’s

with half-pixel accuracy are used: My; = DCT(mus), ki=12 (32)
- " . 0 01 00 0 0O
Fy=DCTI(f7), ¢=1,23 (31) 00001000
m 0 0 0 0 0 01 O
11 =
Mms 0 0 o0 0 0 0 07 88888888
05 05 0 O O O 0 O 000000T0 0
0 05 05 0 0O O 0 O 00000000 O
fh— 0 0 05 05 O 0 0 0 - i
119 0 0 05 05 0 0 0 00000000
0 0 0 0 0505 0 0 00000000
0O 0 0 0 0 05 05 0 00000000
Lo 0 0 0 0 0 05 05] mn=?8888888
M5 05 0 0 O o0 o0 0 0010000 0
0 05 05 0 0O O 0 O 0000100 0
o O 05 05 0 o0 o0 O 00000U0T10
= 0 0 0 05 05 0 0 0 - i
t=lo 0 0 0 0505 0 0 0 1000000
0O 0 0 0 0 05 05 0 00010000
0O 0 0 0 0 0 05 05 00000100
Lo 0 0 0 0 0 0 05 mp = |0 0 0 00001
000000 0 057 000000700
0000000 0 0 0 0 00 0 0O
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