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Abstract Among Advanced Encryption Standard (AES) operations, 

MixColumns/InvMixColumns is the second most computationally 

complex operation after S-box. It occupies a large hardware resources 

and critical path delay (CPD) in AES hardware implementations. To 

reduce the hardware complexity of the MixColumns/InvMixColumns, a 

whole matrix joint optimization method is proposed in this paper. All 

coefficient multiplications in MixColumns/InvMixColumns are 

combined into a single matrix multiplication in the proposed method, 

and larger number of common subexpressions can be shared in the 

combined matrix. Therefore, the area can be drastically reduced in 

implementations. The validity of our whole matrix joint optimization is 

verified by theoretical analyses and synthesis tools. Both analyses 

results and synthesized results indicate that, compared with column 

joint optimization and row joint optimization, the optimization 

efficiency is improved greatly in the whole matrix joint optimization. 

Compared with previous works, our implementations have wider area-

delay tradeoff, from less delay to minimal area cost.  

key words: MixColumns, joint optimization, common subexpression 

eliminations, critical path delay  
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1. Introduction 

Since the Advanced Encryption Standard (AES) is the 

latest block cipher standard published by the National 

Institute of Standards and Technology (NIST) in 2001, it 

is widely used in the systems of information security [1]. 

In the encryption process of AES, there are four 

operations in a round transform, i.e., SubBytes, 

ShiftRows, MixColumns, and AddRoundKey. The 

decryption process of AES performs the reverse data 

flow of encryption process, and the round transforms in 

decryption process perform four inverse operation of 

encryption process, i.e., InvSubBytes, InvShiftRows, 

InvMixColumns, and AddRoundKey.  

Among these four operations, ShiftRows/ 

InvShiftRows is free in hardware implementations, and 

AddRoundKey requires only one layer XOR operations, 

there is no space to be further optimized for both of them 

in hardware implementations. Therefore, the 

optimization of AES mainly focus on the optimizations 

of SubBytes/InvSubBytes and MixColumns/ 

InvMixColumns. SubBytes/InvSubBytes is only one 

nonlinear operation among the four operations, so it 

causes wide concern in hardware implementations of 

AES [2, 3]. Although the concern of MixColumns/ 

InvMixColumns is smaller than SubBytes/InvSubBytes 

in hardware implementations, it still has optimization 

space to be further developed [4].  

The MixColumns/InvMixColumns mainly consists 

of coefficient multiplications over GF(28). In hardware 

implementations, the optimizations of MixColumns/ 

InvMixColumns are mainly focused on gate counts 

reduction. And resource sharing is a most commonly 

method to reduce gate counts in hardware 

implementations. There are two levels resource sharing 

in hardware implementations of MixColumns/ 

InvMixColumns, byte level sharing and bit level sharing.  

In byte level sharing, the complex coefficient 

multiplications are decomposed into simple coefficient 

multiplications. The gate counts can be reduced by 

sharing common coefficient multiplications between 

outputs. The most common coefficient multiplication is 

{02}× operation, which is often called xtime function [1]. 

Different xtime block sharing strategies are proposed in 

[5, 6, 7, 8, 9, 10, 11, 12, 13, 14].  

Besides these byte level sharing methods, a bit level 

sharing method is proposed in [4]. Compared with byte 

level sharing, more fine common operation units can be 

found in bit level sharing. In bit sharing level, the 

coefficient multiplications over GF(28) are further 

expressed as bit level expressions [4]. Gate counts will 

be shared in hardware implementations through common 

subexpressions sharing in bit level expressions. The 

common subexpressions can be found out effectively by 
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common subexpressions elimination (CSE) algorithms, 

which are widely used in a variety of complex 

computing circuits, such as digital signal processing 

circuit [15, 16, 17, 18, 19], cryptographic circuits [20, 21, 

22], and codec circuits [23, 24, 25, 26]. 

The larger scale the bit level expressions are, the 

larger number of common subexpressions will be found 

among them, and the more gates will be reduced in 

hardware implementations [23, 25]. In [4], to improve 

the reduction rate, the coefficients on the same column 

are jointed to expand search scope of the common 

subexpressions. In this paper, a whole matrix joint 

optimization is proposed. Both column jointed 

optimization and row jointed optimization are used in the 

proposed whole matrix joint optimization, therefore, 

more gates counts are reduced in hardware 

implementations.  

As the hardware complexities are usually evaluated 

by area and delay [27, 28, 29], all implementations are 

constructed by the shortest critical path structures in this 

paper. But area and delay are often mutually restricted in 

hardware implementation, it has been proven that sharing 

common subexpressions will increase critical path delay 

(CPD) of implementations [26]. To control the CPD in 

implementations, a delay-aware CSE (DACSE) 

algorithm proposed in [22] is employed to find out the 

common subexpressions under delay constraints. Two 

delay constraints, a tighter constraint to achieve the 

shortest feasible CPD and a looser constraint to achieve 

the smallest area, are provided for each implementation.  

2. MixColumns/InvMixColumns 

AES is a symmetric block cipher that process data blocks 

of 128 bits, and the data blocks can be regarded as 4×4 

bytes state matrices. The MixColumns in AES 

transformation operates on the state matrix column-by-

column. It treats each column as a four-term polynomial 

over GF(28), and the polynomial is multiplied by another 

fixed polynomial modulo x4+1 [1]. As a result, The 

MixColumns can be expressed as 
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where S, S′, and A are input state matrix, output state 

matrix, and coefficient matrix of MixColumns, 

respectively. As a result of this multiplication, the four 

bytes in a column are replaced by the following. 
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The corresponding hardware architecture of (2) is shown 

as Fig. 1 
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Fig. 1. Hardware architecture of MixColumns 

The width of circuit shown in Fig. 1 is 32 bits, and 

only one column of state matrix is performed at once 

time. For the whole state matrix, it requires four 

iterations by using the circuit or four same circuits 

operating parallelly. 

InvMixColumns is the inverse of the MixColumns 

transformation, it can be expressed as  
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where S̃′, S̃, and Ã are output state matrix, input state 

matrix, and coefficient matrix of InvMixColumns, 

respectively. In the same way, a 32bits wide circuit for 

InvMixColumns can be constructed.  

As shown in Fig.1, MixColumns/InvMixColumns 

consists of coefficient multiplications and adders over 

GF(28). Both of them are linear operations over Galois 

field, which contain XOR operations only. Therefore, the 

area of their hardware implementations can be measured 

by total used XOR gate counts, and the CPD can also be 

measured by XOR gate counts on critical path. In this 

paper, the hardware complexities are measured by AXOR 

and TXOR, where AXOR and TXOR denote area and delay of 

a XOR gate, respectively. And the hardware complexity 

comparison means area comparison at the same CPD in 

this paper. 

3. The Proposed Joint Optimized Implementations 

3.1 Shortest CPD structures 

The coefficient multiplications over GF(28) in 

MixColumns/InvMixColumns can be expressed as bit 

level expressions [4], and these expressions can be 

further expressed as a 8×8 bits constant matrix 

multiplication [22]. To achieve the shortest CPD, the 

coefficient multiplications are constructed by Delay-

Driven-Binary-Tree (DDBT) structure in 

implementations, as the DDBT structure has the shortest 

CPD for the circuits consisting of single two-input gates 
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[30].  

Suppose input delays can be ignored, the coefficient 

multiplications are also constructed by Fastest-Binary-

Tree (FBT) structure [15, 31], which is a special case of 

the DDBT structure and it is only suitable for the circuits 

with same input delays [22]. The hardware complexities 

of these coefficient multiplications are listed on Table I. 

The direct implementations of coefficient multiplications 

can be further optimized by DACSE algorithm proposed 

in [22], the optimized results are also listed on Table I. 

The optimized implementations are also constructed by 

DDBT structures to achieve the shortest CPD. 

Table I. Hardware Complexities of Coefficient Multiplications 

(AXOR@TXOR) 

Methods 
MixColumns InvMixColumns 

{01}× {02}× {03}× {09}× {0b}× {0d}× {0e}× 

Direct 0@0 3@1 11@2 17@2 26@3 23@3 20@3 

Optimized 0@0 3@1 9@2 
12@2 

11@3 

17@3 

16@4 
15@3 16@3 

 

As shown on Table I, coefficient multiplication 

{01}× requires no hardware resources. And there is no 

common subexpression can be shared in coefficient 

multiplication {02}×. Coefficient multiplications {03}×, 

{0d}×, and {0e}× can achieve minimal area under the 

shortest CPD constraints. Coefficient multiplications 

{09}× and {0b}× achieve minimal area at the cost of 

1TXOR CPD increase. 

Besides the coefficient multiplications, the adders 

should also be constructed by DDBT structure to achieve 

the shortest CPD. But they cannot be constructed by FBT 

structure, as input delays of the adders are different. We 

take the adders for output s′0,c to illustrate the point in Fig. 

2.  
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Fig. 2. Structures of the adders: (a) DDBT structure; (b) FBT structure 

It requires 3TXOR in the implementation if the adders 

are constructed by DDBT structure, but it requires 4TXOR 

if the adders are constructed by FBT structure.  

3.2 Matrix joint optimization 

To share larger number of common subexpressions, 

a column joint optimization is proposed in [4]. In the 

column joint optimization, the common subexpressions 

are shared among not only expressions of each 

coefficient multiplications but also the coefficient 

multiplications on the same column. The column joint 

optimization is shown in Fig. 3(a). The coefficient 

multiplications on the same column are combined into a 

larger matrix multiplication. As a coefficient 

multiplication in MixColumns can be expressed as an 

8×8 bits matrix multiplication, the scale of combined 

matrix is 32×8 bits. Compared with individual 

optimization of each coefficient multiplication, can be 

found out in the combined matrix multiplication, so the 

area reduction is improved in the implementations. 
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Fig. 3. Sketch of joint optimization: (a) column joint optimization; (b) 

row joint optimization 

Similarly, the coefficient multiplications on the same 

row can also share common subexpressions jointly. The 

row joint optimization is shown in Fig. 3(b). Not only the 

coefficient multiplications but also the adders on the 

same row are combined into an 8×32 bits matrix 

multiplication. Therefore, the area reduction can be 

further improved in the row joint optimization. 

Based on column joint optimization and row joint 

optimization, a whole matrix joint optimization can be 

deduced easily. In the whole matrix joint optimization, 

all coefficients in the coefficient matrix are combined 

into a 32×32 bits matrix. Hence the common 

subexpressions among all coefficient multiplications will 

be searched by the DACSE algorithm.  

3.3 Hardware complexities analyses 

The hardware complexities of MixColumns and 

InvMixColumns in different implementations are 

theoretically analyzed on Table II. As the circuit scale of 

MixColumns is smaller, all implementations can achieve 

the minimal area at the shortest CPD constraints after 

optimized by DACSE. As shown on Table II, in 

hardware implementations of MixColumns, the direct 

implementation requires 152AXOR@3TXOR. Only 5.26% 

area is reduced in individual optimization. Compared 

with individual optimized implementations, the area 

reductions are improved greatly in column joint 
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optimized implementations. The reduction is further 

improved in row joint optimization, as the adders are 

also joined into the joint optimization. Both row joint 

optimization and column joint optimization are used in 

whole matrix joint optimized implementations, therefore, 

the area reduction of whole matrix joint optimization is 

improved more than twice, compared with row joint 

optimization. 

Table II. Hardware Complexities of MixColumns & InvMixColumns 

Blocks Methods 
Min CPD Min Area 

AXOR{Red.} TXOR AXOR{Red.} TXOR{Inc.} 

M.C. 

Dir. 152 3 152 3 

Ind. 144{5.26%} 3 144{5.26%} 3 

Col. 136{10.53%} 3 136{10.53%} 3 

Row 132{13.16%} 3 132{13.16%} 3 

Mat. 108{28.95%} 3 108{28.95%} 3 

I.M.C. 

Dir. 440 5 440 5 

Ind. 332{24.55%} 5 328{25.45%} 6{20%} 

Col. 264{40.00%} 5 260{40. 91%} 6{20%} 

Row 264{40.00%} 5 248{43.64%} 8{60%} 

Mat. 193{56.14%} 5 169{61.59%} 8{60%} 

 

In hardware implementations of InvMixColumns, 

the complexities of direct implementation are 440AXOR@ 

5TXOR. After optimized by DACSE, the CPD of all 

implementations are increased when these 

implementations achieve the minimal area. At min CPD 

constraints, the row joint optimization has the same area 

reduction as column joint optimization, but it has more 

area reduction at looser delay constraints. By using 

whole matrix joint optimization, the area reduction is up 

to 56.14% at min CPD constraint and up to 61.59% at 

min area constraint. As shown in Table II, in row joint 

optimization and whole matrix optimization, the 

implementations achieve the minimal area at cost of 

3TXOR increased on critical path. 

From Table II, we can get that the area reductions of 

InvMixColumns implementations are larger than the 

ones of MixColumns implementations, as 

InvMixColumns operation is more complicated than 

MixColumns, and CSE algorithms have more efficiency 

in larger circuit.  

Our works are compared with previous works on 

Table III. Byte level sharing is used in most previous 

works, and bit level sharing is used in [4] only. The 

column joint optimization is also used in [4], but there is 

no delay constraints in the common subexpressions 

sharing process. According to Table II and Table III, 

MixColumns implementation proposed in [4] has the 

same area reduction as our column joint optimized 

implementation of MixColumns, but the CPD is larger 

than ours, as the adders in [4] are not constructed by 

DDBT structure. The CPD of InvMixColumns 

implementation is increased 1TXOR after sharing common 

subexpression in [4]. Compared with [4], our column 

joint optimized implementation of InvMixColumns has 

lower hardware complexity.  

Table III. Hardware complexities Comparisons of Our 

Implementations with Other Works 

Works 
Opt. 

Level 

MixColumns 

(AXOR@TXOR) 

InvMixColumns 

(AXOR@TXOR) 

[4] Bit 136@4 264@6 

[5] Byte 140@4 364@5 

[6] Byte 142@4 356@6 

[7] Byte 140@4 304@7 

[8] Byte 108@3 193@7 

[9] Byte 132@4 292@7 

[10] Byte 108@3 212@5 

[11] Byte 132@4 192@8 

[12] Byte 140@4 292@7 

[13] Byte 140@4 304@7 

[14] Byte 116@4 198@7 

Ours Bit 108@3 
193@5 

169@8 

 

The MixColumns implementations in [8] and [10] 

have the minimal area, and CPD is also kept without 

increasing. Our MixColumns implementation also 

achieves the same area at minimal CPD constraints as in 

[8] and [10]. For the InvMixColumns implementations 

proposed in previous works, the implementation 

proposed in [11] achieve the minimal area, but the CPD 

is also the largest in previous works. Our 

InvMixColumns implementation has lower hardware 

complexities, compared with previous works.  

3.4 Synthesized results in IC design process  

The implementations of MixColumns and 

InvMixColumns are described by Verilog HDL, and they 

are synthesized by SynopsysTM DC Tool with SMIC 

0.18μm technology.  

In synthesis process of DC, the implementations at 

min CPD constraints are also constrained by tight delays 

to achieve min delay, and the implementations at min 

area constraints are also constrained by loose delays to 

achieve min area. The synthesized results of DC are list 

on Table IV. 

Table IV. DC Synthesized Results for Different Implementations of 

MixColumns & InvMixColumns 

Blocks Met. 
Min Delay Min Area 

Area(gates) 

{Red.} 
Delay(ns) 

{Inc.} 
Area(gates) 

{Red.} 
Delay(ns) 

{Inc.} 

M.C. 

Dir. 638.67 0.62 384.00 1.05 

Ind. 638.67{0%} 0.62{0%} 384.00{0%} 1.05{0%} 

Col. 638.67{0%} 0.62{0%} 362.67{5.56%} 1.13{7.62%} 

Row 627.33{1.78%} 0.63{1.6%} 352.00{8.33%} 1.14{8.57%} 

Mat. 618.00{3.24%} 0.63{1.6%} 288.00{25%} 1.03{-1.9%} 

I.M.C. 

Dir. 2029.33 0.97 917.33 1.55 

Ind. 1966.33{3.10%} 0.98{1.03%} 877.33{4.36%} 1.77{14.19%} 

Col. 1792.33{11.68%} 1.03{6.19%} 693.33{24.42%} 2.16{35.39%} 

Row 1555.67{23.34%} 1.06{9.28%} 677.33{26.16%} 1.98{27.74%} 

Mat. 1271.67{37.34%} 1.07{10.31%} 455.33{50.36%} 2.99{92.90%} 

 

Compared with other optimizations, the 

implementations based on whole matrix joint 

optimization have minimal area, after synthesized by DC 

Tool. Some optimization methods are also integrated in 

DC tool. Therefore, the optimization space is small for 

implementations of MixColumns at minimal delay 

constraints, the area reduction of whole matrix joint 

optimization is only up to 3.24%. For the 
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implementations of InvMixColumns at minimal delay 

constraints, the area reduction of whole matrix joint 

optimization is up to 37.34%, it is also smaller than the 

one in theoretical analyses.  

For implementations constrained by minimal area, 

the area reduction of whole matrix joint optimization is 

up to 25% in MixColumns implementation, and up to 

50.36% in InvMixColumns implementation. They are 

closer to the area reductions in theoretical analyses. So 

the theoretical analyses mentioned in this paper have 

some guiding significances for actual hardware 

complexities evaluations. 

The MixColumns and InvMixColumns in other 

works are also implemented by Verilog HDL, and 

synthesized by DC Tool with the same setting conditions. 

These synthesized results are listed on Table V.  

Table V. The Comparisons of DC Synthesized Results 

Works 

MixColumns InvMixColumns 

Min Delay Min Area Min Delay Min Area 

Area 

(gates) 

Delay 

(ns) 

Area 

(gates) 

Delay 

(ns) 

Area 

(gates) 

Delay 

(ns) 

Area 

(gates) 

Delay 

(ns) 

[4] 638.67 0.62 362.67 1.13 1891.33 0.98 704.00 2.17 

[5] 652.00 0.65 288.00 1.26 1567.00 1.16 928.00 1.81 

[6] 631.00 0.64 306.67 1.07 1100.00 1.19 650.67 2.22 

[7] 652.00 0.65 288.00 1.26 1356.67 1.23 800.00 1.94 

[8] 508.00 0.68 288.00 1.21 821.00 1.20 514.67 2.00 

[9] 656.67 0.68 309.33 1.21 1149.33 1.27 654.67 2.16 

[10] 508.00 0.68 288.00 1.21 1125.33 1.16 565.33 1.92 

[11] 656.67 0.68 309.33 1.21 1008.00 1.40 469.33 2.45 

[12] 652.00 0.65 288.00 1.26 1149.33 1.27 654.67 2.16 

[13] 652.00 0.65 288.00 1.26 1356.67 1.23 800.00 1.94 

[14] 656.67 0.68 309.33 1.21 843.33 1.23 490.67 2.28 

Ours 618.00 0.63 288.00 1.03 1271.67 1.07 455.33 2.99 

 

Compared with previous works, our 

implementations at minimal delay constraints achieve 

nearly the minimal delay, and our implementations at 

minimal area constraints have achieved the minimal area. 

The results indicate that our designs can provide a wider 

range of area-delay tradeoff. The MixColumns 

implementations at minimal area constraints are also 

achieved the minimal area in many previous works, but 

the delays of these implementation are larger than ours.   

3.5 Synthesized results in FPGA design process 

Our designs are also synthesized by XilinxTM Vivado 

Tool with Virtex7, respectively. The synthesized results 

of Vivado are list on Table VI. No constraints are added 

in synthesized process, as the synthesized results are not 

affected by constraints in FPGA designs.  

Table VI. Vivado Synthesized Results for Different Implementations of 

MixColumns & InvMixColumns 

Methods 

MixColumns InvMixColumns 

Area(Slices) 

{Red.}  

Delay(ns) 

{Inc.} 

Area(Slices) 

{Red.} 

Delay(ns) 

{Inc.} 

Dir. 44 1.24 100 1.75 

Ind. 44{0%} 1.24{0%} 96 {4%} 1.77{1.14%} 

Col. 44{0%} 1.24{0%} 89 {11%} 1.85{5.71%} 

Row 43{2.27%} 1.29{4.03%} 88 {12%} 1.85{5.71%} 

Mat. 43{2.27%} 1.29{4.03%} 68 {32%} 2.20{25.71%} 

 

As some optimization methods are also integrated in 

Vivado, only one slice is reduced by whole matrix joint 

optimization in MixColumns implementation. In 

InvMixColumns implementation, the area reduction of 

whole matrix joint optimization is up to 32%. 

The MixColumns and InvMixColumns in other 

works are also synthesized by XilinxTM Vivado Tool with 

Virtex7. These synthesized results are listed on Table VII.  

Table VII. The Comparisons of Synthesized Results of 

InvMixColumns Implementations 

Methods 

MixColumns InvMixColumns 

Area 

(Slices)  

Delay 

(ns) 

Area 

(Slices) 

Delay 

(ns) 

[4] 44 1.24 91 1.75 

[5] 44 1.24 93 1.74 

[6] 44 1.24 89 2.44 

[7] 44 1.24 85 1.81 

[8] 44 1.24 89 1.75 

[9] 40 1.58 97 1.92 

[10] 44 1.24 89 1.73 

[11] 44 1.24 91 1.75 

[12] 44 1.24 97 1.92 

[13] 44 1.24 85 1.81 

[14] 40 1.58 70 2.24 

Ours 43 1.29 68 2.20 

 

As the basic logic element in Virtex7 is 6-input look-

up-table (LUT), the optimization effect is limited if the 

scale of common operation sharing is too small. In 

implementations of MixColumns, the optimization effect 

of our design is not obvious due to the circuit scale of 

MixColumns. In larger scale implementations of 

InvMixColumns, our design achieves the smallest area.   
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