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Abstract—A fully functional optical packet switching (OPS)
interconnection network based on the data vortex architecture is
presented. The photonic switching fabric uniquely capitalizes on
the enormous bandwidth advantage of wavelength division multi-
plexing (WDM) wavelength parallelism while delivering minimal
packet transit latency. Utilizing semiconductor optical amplifier
(SOA)-based switching nodes and conventional fiber-optic technol-
ogy, the 12-port system exhibits a capacity of nearly 1 Tb/s. Op-
tical packets containing an eight-wavelength WDM payload with
10 Gb/s per wavelength are routed successfully to all 12 ports while
maintaining a bit error rate (BER) of 10−12 or better. Median
port-to-port latencies of 110 ns are achieved with a distributed
deflection routing network that resolves packet contention on-
the-fly without the use of optical buffers and maintains the entire
payload path in the optical domain.

Index Terms—Interconnection networks (multiprocessor), op-
tical interconnections, packet switching, photonic switching sys-
tems, wavelength division multiplexing.

I. INTRODUCTION

O PTICAL packet interconnection networks have been sug-
gested as possible solutions to the interchip commu-

nications bottleneck in high-performance computing systems
(HPCS). As communications between processors and memory
elements is rapidly becoming the main challenge in the design
of next-generation HPCS, electronic interconnection networks
may not be able to address the latency, scalability, and through-
put requirements [1], [2].

Contemporary processors are capable of working at giga-
floating-point operations per second (GFLOPS), and high-
speed memory elements can be written and read at data rates of
hundreds of gigabits per second. It is well recognized that the
performance bottleneck is shifting towards the data exchange
medium between processors and memory elements in multi-
processor systems [3]. Increasing the pin count of electronic
integrated circuits is becoming more demanding, while growing
data rates lead to increased power consumption of communi-
cation chips and greater difficulty in transmitting high-speed
electronic signals over distances of tens of meters. These fac-
tors clearly render future electronic interconnection networks
complex to design and expensive to manufacture. Fiber-optic
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technology may be a preferable transmission medium for mul-
tiprocessor HPCS interconnects [4]–[11].

Semiconductor optical amplifiers (SOAs) offer substan-
tial gain, sub-nanosecond switching time, low latency, and
relatively uniform gain across the International Telecommu-
nications Union (ITU) C-band. They have therefore been uti-
lized as switching gates in optical packet switching (OPS)
networks [4], [7]–[13]. It has been shown that wavelength
division multiplexing (WDM) optical packets can be transmit-
ted through many SOAs while maintaining sufficient signal
integrity [14], [15].

A suitable optical interconnection network is able to pro-
vide the high bandwidth and ultralow latency required for a
multiprocessor HPCS [2], [4], [5]. The data vortex architec-
ture has been presented (see, for example, [11], [16]) as an
architecture for OPS systems that provides ultrahigh bandwidth
and nearly optical time-of-flight limited latency. Furthermore,
topological simulations have shown that the data vortex can
scale to thousands of ports while its latency is proportional
to O(log N), where N is the number of ports [16], [17]. This
high degree of scalability is possible because the architecture is
composed of discrete and independent simple OPS nodes that
are capable of routing synchronous time-slotted wavelength-
parallel WDM packets. Another notable feature of the data
vortex architecture is its ability to resolve packet contentions
on-the-fly without utilizing optical buffers [11], [16]–[18].

Multiple-wavelength OPS networks have the potential
for providing very high transmission bandwidths. Although
wavelength-parallel structures can be problematic in long-
haul telecommunications applications due to chromatic dis-
persion and other effects, HPCS interconnection networks are
typically confined to length scales shorter than 100 m. At
these propagation distances, chromatic dispersion and other
fiber nonlinearities are insignificant [2], [19]. Further, in a
self-contained OPS network, packet synchronization can be
achieved by controlling the timing of packet sources elec-
tronically, thus avoiding complex optical processing. This
approach also greatly simplifies switching node design and
allows for the implementation of a distributed packet routing
architecture.

Previous literature has presented the data vortex architecture
with basic performance analysis [16]–[18]. Other literature has
discussed individual switching node design, implementation,
and functionality [20], [21], and subsystems containing eight
switching nodes [22], [23] have been demonstrated. The scal-
ability of multinode systems has also been investigated from a
physical perspective [14], [15].
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This paper presents a fully implemented data vortex OPS
interconnection network, as introduced in [11]. The imple-
mented system is comprised of 36 SOA-based switching nodes.
It demonstrates complete packet routing functionality from 12
input ports to 12 output ports for data packets containing eight
payload wavelengths modulated at 10 Gb/s each, with median
latencies of approximately 115 ns, while maintaining a bit error
rate (BER) of 10−12 or better.

The remainder of this paper is organized as follows.
Section II provides an overview of the data vortex architecture.
Section III presents the design and implementation specifics
of the 36-node data vortex system. The test bed designed
to test and demonstrate the system capabilities is described
in Section IV. Section V discusses three experiments that
demonstrate the correct routing functionality of the network,
the contention resolution through deflection routing, and the
integrity of the routed payload data. Finally, conclusions are
discussed in Section VI.

II. ARCHITECTURE OVERVIEW

The data vortex is a distributed deflection routing intercon-
nection network architecture designed to fully exploit the prop-
erties of fiber-optic technology in order to achieve ultrahigh
bandwidth, low latency, and a high degree of scalability. The
data vortex topology is comprised of simple 2 × 2 single-
packet optical switching nodes often visualized as a set of
concentric cylinders (Fig. 1) [16]. A data vortex switching
fabric is defined by three topological parameters: C, the number
of cylinders; H , the number of nodes along a cylinder height
(i.e., the cylinder height); and A, the number of nodes along a
cylinder circumference (i.e., the angle). Hence, every switching
node is identified by the triplet (c, h, a), 0 ≤ c < C, 0 ≤ h <
H , 0 ≤ a < A, denoting its location within the system. The
number of cylinders scales with the height parameter as C =
log2 H + 1, and the number of nodes per cylinder is A × H .
Since packets are injected into the nodes of the outermost
cylinder and are ejected from the nodes of the innermost
cylinder, a data vortex of Nt = A × H input and output ports
will have N = A × H × C = A × H × (log2 H + 1) nodes
and the size of the switch N scales with the number of ports as
Nt log2 Nt.

Switching nodes are interconnected using a set of ingression
fibers, which connect nodes of the same height in adjacent
cylinders, and deflection fibers, which connect nodes of differ-
ent heights within the same cylinder. The ingression fibers must
be of the same length throughout the entire system, as must
be the deflection fibers. The deflection fibers’ height crossing
patterns (Fig. 1) direct packets through different height levels
at each hop to enable banyan routing (e.g., butterfly, shufflenet)
to a desired height, and assist in balancing the load throughout
the system, mitigating local congestion [16], [17].

Incoming packets are injected into the nodes of the outermost
cylinder and propagate within the system in a synchronous
time-slotted fashion. During each time slot, each node either
processes a single packet or remains inactive. As a packet enters
node (c, h, a), the cth bit of the packet header is compared to
cth most significant bit in the node’s height coordinate (h).

Fig. 1. Diagram illustrating the data vortex topology. A data vortex of C = 3,
H = 4, and A = 3 (top), with height crossing patterns of the three cylinders
(bottom). Curved lines are deflection fibers, straight lines are ingression fibers,
and dotted lines are electronic deflection signal control cables.

If the bits are equal, the packet ingresses to node (c + 1, h,
a + 1). Otherwise, it is routed within the same cylinder to
node (c, GC(h), a + 1), where GC(h) is a transformation that
expresses the above-mentioned height crossing patterns [17].
Thus, packets progress to a higher cylinder only when the cth
address bit matches in a manner that preserves the c − 1 most
significant bits. In this distributed scheme, a packet is routed
by decoding its address in a bitwise banyan manner to its
destination height.

Once a packet reaches its destination height, in the innermost
cylinder, it is routed to the desired system output switching
node according to the node’s angle parameter (a). The angular
routing can be implemented in two ways: 1) encoding the angle
part of the header by assigning a single bit per angle and
using the same single-bit address matching algorithm as used
in the height-resolution switching nodes, or 2) using a more
compressed angle encoding that allows for a shorter header
but requires a more complicated decoding logic for the inner
cylinder nodes. In either case, if the angle of the node matches
the angle encoded in the packet header, it is routed to the
output port; otherwise, it is forwarded to the subsequent node
in the same height and cylinder and undergoes the same angle
matching until it reaches its destination node.

Contentions are resolved in the data vortex by way of deflec-
tion signaling between adjacent nodes. Because each switching
node has two input ports but is designed to process only one
packet per time slot, this mechanism prevents two packets from
reaching a node at the same slot. Whereas conventional de-
flection routing is implemented internally for each output port
within individual nodes, the data vortex approach resolves con-
tentions between switching nodes, thus requiring simple signal-
ing between adjacent nodes. The deflection rule gives priority
to packets traversing a cylinder over packets trying to ingress
into that cylinder [16], [18], [21]. The deflection signals are
transmitted over electronic cables that connect adjacent nodes.
Specifically, node A in cylinder c has two inputs: node B in the
same cylinder and node C in cylinder c − 1 (Fig. 2). Whenever
node B receives a packet that should be routed to node A, the
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Fig. 2. Schematic representation of the deflection triangle. In order to avoid
packet collision at node A, the electronic deflection signal, transmitted by node
B on the control line, must reach switching node C in time for C to route
a packet to the deflection path instead of the ingression path. This structure
is repeated throughout the network between every pair of adjacent cylinders
regardless of the angle coordinate.

packet is forwarded to node A on the deflection fiber, and node
B sends an electronic deflection signal to node C. If, at the
same timeslot, node C receives another packet that should also
be routed to node A, the received electronic deflection signal
prevents this packet from being forwarded to A on the ingres-
sion fiber. Thus, the packet is deflected to another node, and
node C generates an appropriate deflection signal to ensure that
this packet does not collide at the next hierarchical deflection
triangle, which is congruent to the triangle ABC. This triangular
node arrangement is repeated throughout the data vortex archi-
tecture so that every switching node has exactly one switching
node available for deflection [16], [18], [21]. Deflected packets
statistically make two extra hops, on average, but are eventually
routed to their destinations through different paths [16], [17].
Thus, the contentions are resolved without buffers at the price
of a slight increase in the routing latency, which is comparable
to the latency penalty introduced by store-and-forward routing.
The high degree of path diversity presented in the data vor-
tex reduces the latency penalty that is inherent to deflection
routing [3].

The deflection mechanism places some timing constraints on
the system design, as the deflection signal must be received in
time to be used in the routing decision process. That is, using
the previous example (Fig. 2), node C must receive both the
deflection signal and the packet concurrently. Therefore, node
B must receive and forward its packet before node C does so
that B has time to transmit the deflection signal to C. This
requires that the deflection path from B to A be longer than
the ingression path from C to A such that packets maintain
synchronization at every switching node, regardless of the
packets’ origin. More generally, the deflection fiber latency
must be equal to the sum of the latencies of the deflection
signaling cable, the switching node processing time, and the
ingression fiber. This triangular timing requirement can be met
by correctly designing the deflection paths’ optical fibers to
have a particular length, which is the same throughout the
system; the ingression paths’ fibers are also uniform in length,
as are the electronic deflection signal control lines. The three
lengths found in the triangular deflection structure (Fig. 2)
are repeated throughout the network, regardless of network
size and regardless of the network dimensions (C,H,A) [16],
[18]. Since all switching nodes are identical in their processing
latency, the triangular timing requirement is easy to maintain

Fig. 3. Timing diagram of the wavelength-parallel packets used in the system.
The packets consist of control wavelengths (F , H0, H1, H2, H3) that remain
constant throughout the duration of a packet in addition to multiple payload
wavelengths modulated at a high rate. The packet timing parameters are
indicated: slot time, packet time, guard time, and dead time.

by choosing all the ingression fibers and control cables to be
of the shortest possible length that can support the physical
layout of the system, and setting the deflection fibers’ lengths
accordingly.

The multiple-wavelength packet structure allows for simple
processing and high bandwidth (Fig. 3). A wavelength-parallel
packet contains a limited number of wavelengths that are
allocated for control bits, which encode the header address
and framing bits. These control bits, encoded on one wave-
length each, are the only information used during the routing
process and remain fixed over the duration of the packet. At
each routing node, only two filters and two simple low-speed
receivers are required to decode the relevant control information
[20], [21]. The remainder of the transmission band is exploited
for the packet payload, which is segmented and encoded on
multiple wavelengths at higher data rates, thus offering an
ultrahigh transmission bandwidth. The multiple-wavelength
packet payload is detected only at the final destination,
where the multiple wavelengths are demultiplexed and received
electronically.

The switching node’s required functionality is limited to
the routing of a packet to one of its two output ports based
on the processing of two control bits and a deflection signal.
The simple logic operation required in the node simplifies the
address resolution processing requirements and allows for
the implementation of simple low-latency nodes [20], [21]. The
packets are transparently routed as a single structure to one of
the two output ports as determined by the routing decision logic,
preserving all control and payload information. No header
information is lost or added, and no wavelength conversion
is required. The node’s east port is connected to a deflection
fiber, and the node’s south port is connected to an ingression
fiber (Fig. 4).

This architecture lends itself to implementation with com-
mercially available electronic and fiber-optic technologies. The
node-based design is scalable, allowing for the successful con-
struction of a complete switching fabric.
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Fig. 4. Schematic diagram of the switching node constructed using optoelec-
tronic and electronic devices that are integrated onto a PCB (within the dashed
line) and passive optical components: couplers (ellipses), filters (λF , λH ), and
isolators (boxed arrows) [21].

III. DESIGN AND IMPLEMENTATION

The presented system is a fully implemented data vortex
OPS interconnection network. It consists of three cylinders
(C = 3) with a height dimension (H) of 4 and an angle
dimension (A) of 3. These dimensions yield a system port count
of Nt = A × H = 12 input ports and 12 output ports, and a
node count of N = A × H × C = 36. Five wavelengths are
encoded with the control information required to route packets
in the system: a packet presence bit (“frame”) allows for packet
detection in the nodes and is encoded on C27 (1555.75 nm). The
4-bit header, required to map the 12 system outputs, is encoded
on four header wavelengths: H0 (C53, 1535.04 nm) and H1

(C55, 1533.47 nm) are used for height resolution; H2 (C33,
1550.92 nm) and H3 (C58, 1531.12 nm) use 2-bit encoding
for angle resolution in the innermost cylinder (c = 2) rather
than the single bit matching used for height resolution in other
cylinders. In this 2-bit code, angle a = 0 is encoded as [xx01],
a = 1 is encoded as [xx10], and a = 2 is encoded as [xx11]; the
code [xx00] is not used. This paper notates addresses in binary
as [H0H1H2H3]. The 12 system output ports are therefore
addressed as follows: [0001], [0010], [0011], [0101], [0110],
[0111], [1001], [1010], [1011], [1101], [1110], [1111].

The system is comprised of 36 switching nodes [20], [21].
The nodes are integrated onto six printed circuit boards (PCBs)
and passive optics modules, and are organized in racks to allow
for efficient interconnection by short fibers, according to the
considerations mentioned in Section II. Each switching node
contains two optical input ports and two optical output ports,
accessible with optical fiber pigtails. The nodes use control
information encoded in an incoming packet, and a received
deflection signal, to make the routing decision and to generate
an output deflection signal.

Each switching node is divided into two physical modules
[20], [21] (Fig. 4). The passive optics module consists of four
fiber-optic couplers and two wavelength filters, integrated with
optical fibers into a 3 in × 4 1

2 in × 1
2 in plastic box. Upon

entering the node from either input port, 30% of the input
packet’s power is extracted for control signal decoding. Two
relevant control wavelengths, frame or headers, are filtered with
100-GHz optical passband filters and directed to photodetec-
tors. The wavelengths filtered correspond to the exact header

bits used in the particular node, according to its c coordinate.
The rest of the packet is routed through a fixed length optical
delay line and a 50:50 coupler, which couples the two input
ports and directs them to the SOAs. The SOAs are followed
by isolators, used to mitigate the back-propagation of amplified
spontaneous emission (ASE) noise from downstream nodes.
The coupling and connector losses of the packet path and the
control wavelength detection path in the node are 5.1 dB and
9.6 dB, respectively.

A 3 in × 6 in standard PCB integrates the remaining compo-
nents: two low-speed optical receivers that are used to detect the
isolated control wavelengths, electronic decision circuitry, and
two SOA gates that execute the routing decision and compen-
sate for coupling losses (Fig. 5). The electronic decision circuit
is implemented with high-speed positive coupled emitter logic
(PECL) logic gates in order to achieve minimal latency. Both
of the detected signals are matched against a preprogrammed
user-controlled value, and the outcomes are used, along with
a received deflection signal, to determine which output port is
activated. If both matches are successful, and if a deflection
signal is not received, the packet is routed to the south port.
If one of the matches is not successful or if a deflection signal
is received, the packet is routed to the east port and a deflection
signal is transmitted to the appropriate node [20], [21].

Optical receivers detect the information encoded on the
previously isolated control wavelengths using p-i-n photode-
tectors designed with a minimum average power sensitivity
of −26 dBm at 155 Mb/s. The low frequency operation is
sufficient for the system’s relatively low packet rate. Because
of the bursty nature of the control signals, determined by the
packet arrival rate, the receiver data path is designed to be
dc coupled in order to eliminate the common-mode drift. A
transimpedance amplifier (TIA) and a limiting amplifier follow
the p-i-n. The limiting amplifier rectifies the differential signal
to PECL levels, as required by the electronic circuitry. The
offset correction feedback circuitry of the limiting amplifier
assumes an even duty cycle for the received signal in order
determine its decision threshold and is therefore bypassed.
Instead, a fixed threshold voltage is set externally, depending
upon the control information input power.

The routing decision is executed by SOA gates, powered by
laser drivers that are controlled by the electronic circuitry. The
SOAs are commercially available devices with a noise figure of
6.5 dB and an unsaturated input power of approximately 0 dBm
at an operating current of 50 mA. Based on the routing decision,
only one of the SOAs is driven, providing the gain required
to compensate for the coupling losses (5.1 dB, as mentioned
above) [20], [21]. The second SOA, which receives no current,
blocks the packet from leaking into the unused output port
with a switching ratio of more than 50 dB. The SOAs are
switched with rise and fall times of nearly 1 ns. The exact drive
current of the SOAs is set based upon the experimental losses of
each node.

Several other electronic devices such as tunable delay inte-
grated circuits, connectors, and potentiometers are integrated
onto the node board to allow close control of the processing
latency, the SOA gain, and the receiver threshold voltages
(Fig. 5). The switching node total latency is 15.8 ns, 4.3 ns of
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Fig. 5. Photograph of the switching node. Two photodetectors are on the left (for the frame and header wavelengths). The control electronics is comprised of
high-speed discrete logic gates. The SOAs are near the right edge of the PCB. Passive optical components are contained within the plastic box on the bottom,
which is connected using optical fibers to the photodetectors and SOAs.

Fig. 6. Photograph of the implemented 12-port data vortex network. 36 switching nodes, implemented on PCBs and passive optics modules, are interconnected
with optical fibers and electronic control cables to form a fully functional data vortex switching fabric. The nodes are divided into six PCB towers with six nodes
in each tower. The towers are then divided into two groups according to the nodes’ height coordinates. The input nodes (outer cylinder) are the lowermost and
uppermost nodes; output nodes (inner cylinder) are located in the middle levels. Optical fibers are seen to connect nodes in accordance with the topological
schematic shown in Fig. 1.

which is spent in the passive optics and the remaining 11.5 ns is
dedicated to detection, processing, and the SOA rise time. The
net electronic processing latency is 5.5 ns [20], [21].

In cylinders c = 0 and c = 1, the frame wavelength and a
single header wavelength (Hc) are extracted. The frame is
matched against a value of logical “1” to verify the existence
of a packet, and the header is matched against a value equal
to the cth most significant bit of the node’s height. However,
in cylinder c = 2, two header wavelengths H2 and H3 are
extracted and matched against a 2-bit code that represents the
node angle, as described in Section II.

For convenience and controllability, the nodes are integrated
in groups of six onto 20 in × 6 in PCBs. The six printed circuit
boards along with the passive optics boxes are arranged in
six racks of six nodes each (Fig. 6). The six nodes integrated
on each board all belong to the same angle, two adjacent
height levels, and all three cylinders. The rationale behind the
grouping is the minimization of the lengths of the control cables
that connect nodes of the same angle and different height levels.
In order to minimize the ingression fibers’ lengths and thus
further relax the triangular timing constraint, as discussed in
Section II, the racks are organized in two sets of 18 nodes
each, all belonging to the same two adjacent height levels.
Only deflection fibers connect nodes of different halves
(nodes at h = 0,1, and nodes at h = 2,3) and link one set to
the other (Fig. 7).

The progression fibers are 70 cm long (latency of 3.4 ns)
and the electronic deflection cables are 15 cm long (1.0 ns).
Since the net processing time of the nodes is measured to be
5.5 ns, in order to comply with the triangular timing constraint
and to allow deflection signals to reach the nodes in time, the
deflection fibers’ lengths must be 200 cm (latency of 9.9 ns).
Finally, a key parameter in the system is its slot time, which
must be equal to an eastward node hop, the time it takes a packet
to propagate through a switching node and the subsequent
deflection fiber. The latency of the switching node is 15.8 ns,
so the slot time is chosen to be 25.7 ns [20], [21].

IV. TEST BED

In order to test and demonstrate the full functionality of
the implemented 12 × 12 data vortex switching network,
optical packet generation and analysis subsystems are assem-
bled from conventional fiber-optic components (Fig. 8). The
payload wavelengths are generated by eight discrete distrib-
uted feedback (DFB) laser sources and are modulated with a
10 Gb/s pseudo-random bit sequence (PRBS) of length 27 - 1
by a single LiNbO3 modulator. The eight wavelengths span
23.2 nm in the C-band, from 1536.6 nm (C51) to 1559.8 nm
(C22), and contain pairs of wavelength with 0.8-nm WDM
spacing (Fig. 9). The payload wavelengths are then decorre-
lated with a 24-km length of optical fiber by approximately
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Fig. 7. Diagram of the 36-node network organized as two groups. Progression fibers are curved black arrows and deflection fibers are curved gray arrows. The
deflection fibers that connect one group to another are omitted for clarity. The system input and output ports are represented by straight black arrows. The node
labels denote the system coordinates (c, h, a).

Fig. 8. Schematic diagram of the testbed. LiNbO3 modulators (mod), SOAs, pulse pattern generator (PPG), DTG, p-i-n-TIA receiver (Rx), and tunable
filter (λ).

450 ps/nm (more than 3 bits between the closest payload
wavelengths). After the continuous data streams emerge from
the decorrelator, they are segmented into packets by a gating
SOA that is controlled by the data timing generator (DTG).
Five additional laser sources at the control wavelengths are
simultaneously modulated with the frame and header signals,
also driven by the DTG.

The packetized payload and control wavelengths are then
multiplexed together and aligned to form complete packets.
Each packet’s length is 22.5 ns, including a guard time of
1.6 ns that is inserted at both the beginning and the end of
the packet, yielding a net payload duration of 19.3 ns. The
guard time is necessary to allow for the SOA switching rise
and fall times. The packets are spaced by a dead time of 3.2 ns
to accommodate timing discrepancies in the switching nodes.

Thus, the total packet slot time in the system is 25.7 ns, as
discussed in Section III (Fig. 3).

The power levels are determined to ensure error-free detec-
tion of the control signals and to provide a sufficient optical
signal-to-noise ratio (OSNR) for the payload wavelengths. An
upper limit on the total packet power is set by the switch-
ing SOAs’ input saturation power, which is approximately
0 dBm for the devices used in the system. The SOAs must be
kept in the linear regime to avoid crosstalk between adjacent
wavelengths due to cross gain modulation (XGM). In order to
meet the sensitivity requirement of the nodes’ receivers, the
control wavelengths’ peak power is approximately −10 dBm
at the data vortex inputs (surpassing the −26 dBm receiver
sensitivity, including the 9.5-dB loss in the nodes’ passive
optics). An error-free detection of the control signals in the
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Fig. 9. Spectrum of the packets at the network output. The 13 signals
include five control wavelengths, annotated frame (F) and headers (H0 through
H3), and eight payload wavelengths. The average packet power levels shown
include different duty factors for payload wavelengths and for different control
wavelengths, which result from the specific packet sequence.

switching nodes is very important because any noise in the
node’s photodetectors is manifested as noise in the SOAs’
gating signals, which could lead to payload data errors. The
payload wavelengths are transmitted with an average packet
power of about −13 dBm at the inputs so the maximum
total packet power, as seen by the SOAs, is approximately
−1 dBm. These power levels are maintained from node to node
because the SOAs compensate for the nodes’ internal losses,
allowing for propagation through multiple successive switch-
ing nodes.

Upon emerging from the system, the payload wave-
lengths are preamplified with an erbium-doped fiber amplifier
(EDFA), filtered to select a particular wavelength, and directed
to a dc-coupled 10.7 Gb/s p-i-n TIA receiver module, which
is capable of receiving packetized data. A BER tester (BERT)
is used to measure the error rate of the data contained within
the individual payload wavelengths in the packets. The BERT
receives packets periodically, so it must also receive an external
gating signal synchronized with the input packet generator in
order to measure the cumulative BER of the packetized payload
data. The gating ensures that the BERT measures only the BER
within packets and ignores the dead time between packets. A
communication signal analyzer is also used to measure the
signal waveforms and obtain eye diagrams.

V. EXPERIMENTAL RESULTS

Three experiments demonstrate the correct addressing func-
tionality of the system, its contention resolution via deflection
routing, and the signal integrity of the data routed through it.
In the first experiment, packets are sent to all 12 system output
ports from a single input port, their correct delivery verified,
and their latencies measured. In the second experiment, two
packets, which are addressed to the same system output, are
injected simultaneously; the contention is resolved internally;
and both packets reach the destination port at different times,
as predicted. The third experiment measures the BER of the

eight payload wavelengths after being routed through two paths
comprised of three and seven switching nodes.

In order to clarify the data vortex’s packet routing mecha-
nism, an example of a packet’s path through the system follows.
The packet is injected at system input #1 at node (c = 0, h = 0,
a = 0) and is addressed to system output [1111] at node (c = 2,
h = 3, a = 2). At the input node (0,0,0), the frame and H0 are
decoded; because the packet’s header H0 = 1 and because the
node’s most significant height bit is “0” (h = 0 = 002), the val-
ues do not match and the packet is routed east to node (0,2,1).
At this node, the most significant height bit is equal to “1”
(h = 2 = 102) and matches H0; therefore, the packet is routed
south and ingresses to node (1,2,2). Here, H1 (which is “1” for
this packet) is compared to the node’s second most significant
height bit, which is “0”; the packet is therefore routed east to
node (1,3,0). At this node, the second most significant height
bit is “1”; the successful match results in an ingression (south)
to node (2,3,1). In cylinder c = 2, the innermost cylinder, H2

and H3 are extracted for angular resolution routing. Because
this packet has H2H3 = “11”, in node (2,3,1), where the angle
value is a = 1 (encoded as “10”), the values of the packet’s
header and the node angle do not match, so the packet is routed
east. Finally, at node (2,3,2), the angle value (a = 2 = 112)
matches the packet header and the packet is routed south and
exits the network. The packet’s path in the system can be
notated in shorthand as (0, 0, 0)E → (0, 2, 1)S → (1, 2, 2)E →
(1, 3, 0)S → (2, 3, 1)E → (2, 3, 2)S.

A. Routing Experiment

A stream of 12 packets, each addressed to one of the 12
system output ports, is injected into system input #1 at node
(0,0,0). After being routed through different paths within the
system, the packets reach their destination ports with latencies
varying from three hops (60 ns) to seven hops (160 ns). It
should be mentioned that every packet takes exactly three south
hops, which are 6.4 ns shorter than the east hops, as discussed
in Section II. Fig. 10 illustrates the wavelength-parallel con-
trol signals of the injected packets and the resulting ejected
payloads. For example, the fifth injected packet, addressed
with [1001], makes one east hop in the outermost cylinder
(c = 0) before ingressing to cylinder c = 1, from which it
continues to ingress to cylinder c = 2 and exits immediately at
angle a = 0 : (0, 0, 0)E → (0, 2, 1)S → (1, 2, 2)S → (2, 2, 0)S.
Because the number of routing hops required by each packet
varies, it is possible for two packets in the sequence (Fig. 10) to
exit different nodes at the same time.

B. Contention Resolution Experiment

The unique contention resolution mechanism inherent to the
data vortex architecture is demonstrated in this experiment. Two
packets with the same destination address are simultaneously
injected at two different input ports. The system input ports
selected are system input #4 at node (0,1,0) and system input #7
at node (0,2,0). The latency from each of the selected system in-
puts to the destination system output at node (2,3,0), addressed
[1101], is four hops. In the absence of the other packet, each
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Fig. 10. Waveforms of input and output signals for the routing verification experiment. From the top down: packet payload (P), frame (F), and headers
(H0 through H3), followed by the payload at the 12 output ports, annotated by their respective header encodings. The latencies of the packets vary between 60 ns
(three hops) and 160 ns (seven hops).

packet would take a four-hop path and emerge out of the sys-
tem output after 82 ns: (0, 1, 0)E → (0, 3, 1)S → (1, 3, 2)S →
(2, 3, 0)S from system input #4, and (0, 2, 0)S → (1, 2, 1)E →
(1, 3, 2)S → (2, 3, 0)S from system input #7. The deflection
routing mechanism resolves the contention internally, caus-
ing the packet from system input #4 to be deflected with
a three hop penalty: (0, 1, 0)E → (0, 3, 1)E → (0, 0, 2)E →
(0, 2, 0)S → (1, 2, 1)E → (1, 3, 2)S → (2, 3, 0)S. In Fig. 11,
the first packet appears at the output port after the originally
predicted latency of 82 ns, whereas the other packet emerges
after 158 ns, which corresponds to seven hops. In this situation,
the packets compete for node (1,3,2), but the first packet, which
comes from (1,2,1), has priority and deflects the packet from
node (0,3,1) to node (0,0,2).

C. Payload Integrity Experiment

The integrity of the packet payload while being routed
through the network is demonstrated by two routing paths of
three and seven node hops, which represent the shortest

and longest paths, as discussed above. A stream of packets
addressed to output port [1111] at node (2,3,2) is injected
into the system input #10 at node (0,3,0) and therefore passes
through three nodes: (0, 3, 0)S → (1, 3, 1)S → (2, 3, 2)S. The
BER of these packets is measured to be better than 10−12 on
all eight payload wavelengths. Similarly, another stream of
packet address to output port [1111] is injected into the system
input #3 at node (0,0,2). The packets in this stream require
seven node hops to reach the output: (0, 0, 2)E → (0, 2, 0)S →
(1, 2, 1)E → (1, 3, 2)S → (2, 3, 0)E → (2, 3, 1)E → (2, 3, 2)S.
The BER of these packets is also measured to be better than
10−12 on all eight payload wavelengths. Fig. 12 shows eye
diagrams of the 10 Gb/s data from three representative payload
wavelengths that cover the packets’ wavelength span.

This demonstration of error-free routing confirms that
multiple-wavelength packets can be routed through multiple-
hop paths in the system while maintaining optical signal quality.
A more detailed discussion of the effects of packet propagation
through similar SOA-based photonic switching networks is
given in [15].
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Fig. 11. Waveforms of input and output signals for the contention resolution and deflection signal verification experiment: the injected packets at the input ports
with their payload and control signals (frame and header). The optical signal of both payloads at the output port verifies that the contention is resolved.

Fig. 12. Input (top) and output (bottom) electronic eye diagrams of three of
the packet’s payload signals, each modulated at 10 Gb/s, as seen after seven
node hops. The wavelengths shown are 1538.98 nm (C48, left), 1543.73 nm
(C42, center), and 1559.79 nm (C22, right). The vertical scale represents a
voltage swing of 300 mV for a receiver single-ended port and 600 mV for the
received differential signal.

VI. CONCLUSION

A fully functional 12-port optical packet interconnection
network based on the data vortex architecture is demonstrated.
The system performs address decoding, wavelength division
multiplexing (WDM) packet routing, and local contention res-
olution. The design of the system and three experiments that
demonstrate different aspects of its functionality are described
in detail. All 12 output ports are addressed, and correct packet
routing is verified with latencies near 100 ns. Contentions are
resolved between switching nodes according to the data vortex
internal deflection routing mechanism, and an 80 Gb/s multiple-
wavelength payload is routed with a BER of 10−12 or better.

The successful operation of this system suggests that a
larger data vortex switching fabric can be built and used as an
interconnection network in a HPCS. The immense bandwidth
afforded by utilization of WDM data encoding within every
packet and the ultralow latencies measured in the conducted
experiments demonstrate the clear advantages of the network
over electronic alternatives.
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