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#### Abstract

We prove a general functional central limit theorem for weak dependent time series. A very large variety of models, for instance, causal or non causal linear, $\operatorname{ARCH}(\infty)$, bilinear, Volterra processes, satisfies this theorem. Moreover, it provides numerous application as well for bounding the distance between the empirical mean and the Gaussian measure than for obtaining central limit theorem for sample moments and cumulants.
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## 1. Introduction

In this paper, we consider the following empirical mean,

$$
\begin{equation*}
S_{n}=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} h\left(x_{k}\right)=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} Y_{k} \tag{1}
\end{equation*}
$$

where $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a function and $\left(x_{n}\right)_{n \in \mathbb{Z}}$ with values in $\mathbb{R}^{d}$ is a stationary zero mean sequence that satisfying certain conditions. We study the case (see the conditions below) where $S_{n}$ converges in law to a Gaussian distribution. More precisely, the aim of this paper will be to specify conditions to obtain a decay rate to 0 of $\left|\Delta_{n}(\phi)\right|$ with

$$
\begin{equation*}
\Delta_{n}(\phi)=\mathbb{E}\left(\phi\left(S_{n}\right)-\phi(N)\right) \tag{2}
\end{equation*}
$$

for $\phi$ a $\mathcal{C}^{3}(\mathbb{R})$ function with bounded derivatives up to order 3 , where $N$ is a Gaussian random variable satisfying $N \sim \mathcal{N}\left(0, \sigma^{2}\right)$ with $\sigma^{2}=\sum_{k \in \mathbb{Z}} \operatorname{Cov}\left(h\left(x_{0}\right), h\left(x_{k}\right)\right)$.
Let us precise now the different assumptions for the times series and functions considered in (1). First, we have chosen to work in the frame of $\eta$-weakly dependent processes. This very general class of dependent processes was introduced in the seminal paper of Doukhan and Louhichi (1999) to generalize and avoid certain difficulties linked of strong mixing property. Indeed, this frame of dependence includes a lot of models like causal or non causal linear, bilinear, strong mixing processes or also dynamical systems. Secondly, this property of dependence is independent of the marginal distribution of the time series, that can be as well a discrete one, Lebesgue measurable one or else. Thirdly, non causal processes can be as well studied as causal ones with this property of dependence, in contrary of strong mixing processes or martingales. Finally, these definitions of dependence can be more easily proved and used in a lot of statistic contexts, in particular in the
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case of functions of the time series, than the strong mixing one.
The definition of such $\eta$-weak dependent property is the following. A process $X=\left(X_{n}\right)_{n \in \mathbb{Z}}$ with values in $\mathbb{R}^{d}$ is a so-called $\eta$-weakly dependent process when it exists a sequence $\left(\eta_{r}\right)_{r \in \mathbb{N}}$ converging to 0 satisfying:
\[

$$
\begin{equation*}
\left|\operatorname{Cov}\left(g_{1}\left(X_{i_{1}}, \ldots, X_{i_{u}}\right), g_{2}\left(X_{j_{1}}, \ldots, X_{j_{v}}\right)\right)\right| \leq\left(u \cdot\left(\operatorname{Lip} g_{1}\right) \cdot\left\|g_{2}\right\|_{\infty}+v \cdot\left(\operatorname{Lip} g_{2}\right) \cdot\left\|g_{1}\right\|_{\infty}\right) \cdot \eta_{r} \tag{3}
\end{equation*}
$$

\]

for all $\left\{\begin{array}{l}\bullet(u, v) \in \mathbb{N}^{*} \times \mathbb{N}^{*} ; \\ \bullet\left(i_{1}, \ldots, i_{u}\right) \in \mathbb{Z}^{u} \text { and }\left(j_{1}, \ldots, j_{v}\right) \in \mathbb{Z}^{v} \text { with } i_{1} \leq \cdots \leq i_{u}<i_{u}+r \leq j_{1} \leq \cdots \leq j_{v} ; \\ \bullet \text { functions } g_{1}: \mathbb{R}^{\text {ud }} \rightarrow \mathbb{R} \text { and } g_{2}: \mathbb{R}^{v d} \rightarrow \mathbb{R} \text { satisfying } \\ \left\|g_{1}\right\|_{\infty} \leq \infty,\left\|g_{2}\right\|_{\infty} \leq \infty, \text { Lip } g_{1}<\infty \text { and } \operatorname{Lip} g_{2}<\infty .\end{array}\right.$
A lot of usual time series are $\eta$-weakly dependent. Different examples of such time series will be studied in the following section: strong mixing processes (see Doukhan and Louhichi, 1999), $\operatorname{GARCH}(p, q)$ or $\operatorname{ARCH}(\infty)$ processes (see Doukhan et al., 2004), causal or non causal linear processes (see Doukhan and Lang, 2002), causal or non causal bilinear processes (see Doukhan et al., 2005) and causal or non causal Volterra processes (see Doukhan, 2003). Now, we can specify the different assumptions used in the general functional central limit theorem:

Assumptions A on the sequence $\left(x_{n}\right)_{n}$ :
(in the sequel, the norm is $\left|\left(u_{1}, \ldots, u_{d}\right)\right|=\max \left\{\left|u_{1}\right|, \ldots,\left|u_{d}\right|\right\}$ for $\left(u_{1}, \ldots, u_{d}\right) \in \mathbb{R}^{d}$ )

1. there exists $m$-th order moments for $\left(x_{n}\right)_{n}$ with $m>2$;
2. $\left(x_{n}\right)_{n \in \mathbb{Z}}$ is a $\eta$-weakly dependent process (defined from the inequality (3)) with values in $\mathbb{R}^{d}$, and the sequence $\eta=\left(\eta_{r}\right)_{r \in N}$ satisfies:

$$
\begin{equation*}
0<\eta_{r}=\mathcal{O}\left(r^{-\alpha}\right) \quad \text { for all } r \in \mathbb{N} \quad \text { with } \alpha>0 . \tag{4}
\end{equation*}
$$

## Assumptions H on the function $h$ :

1. $\mathbb{E}\left(h\left(x_{0}\right)\right)=0$;
2. There exists $a \geq 1$ and $A=A(d) \geq 1$ such that for all $u, v \in \mathbb{R}^{d}$,

$$
\begin{cases}|h(u)| & \leq A\left(|u|^{a} \vee 1\right) ; \\ |h(u)-h(v)| & \leq A\left(\left(|u|^{a-1}+|v|^{a-1}\right) \vee 1\right)|u-v| .\end{cases}
$$

Using a Bernstein's blocks technique, we prove here the following theorem:
THEOREM 1. Let $h$ and $\left(x_{n}\right)_{n \in \mathbb{Z}}$ satisfy respectively assumptions $H$ and $A$, with $m>2 a$. If $\alpha>\max \left(3 ; \frac{2 m-1}{m-2 a}\right)$, then $\sigma^{2}=\sum_{k=-\infty}^{\infty} \operatorname{Cov}\left(h\left(x_{0}\right), h\left(x_{k}\right)\right)<\infty$, and for any $Z \sim \mathcal{N}(0,1)$ random variable, for any $\phi \in \mathcal{C}^{3}(\mathbb{R})$ with bounded derivatives, there exists $c>0$ such that:

$$
\begin{equation*}
\left|\mathbb{E}\left(\phi\left(S_{n}\right)-\phi(\sigma \cdot Z)\right)\right| \leq c \cdot n^{-\lambda} \quad \text { with } \quad \lambda=\frac{\alpha(m-2 a)-2 m+1}{2(m+a-1+\alpha \cdot m)} . \tag{5}
\end{equation*}
$$

Even if this result may be not optimal in term of the conditions linking the moment assumption with the decay rate of weak dependence of the time series, this however concerns a lot of models and open new perspectives of treatments for non causal processes. Moreover, if $\alpha \rightarrow \infty$ and $m \rightarrow \infty$ are large enough, then $\lambda \rightarrow \frac{1}{2}$. In such an asymptotic case, the rate of convergence $n^{-\lambda}$ is close to the rate of sequence of i.i.d. random variables (that is $1 / \sqrt{n}$ ).

The remainder of this paper is organized as follows. The following Section 2 is devoted to statistical applications for different examples of $\eta$-weakly time series. Section 3 contains the main proof of the general functional central limit theorem.

## 2. Applications of the functional central limit theorem

### 2.1. Time series satisfying the Assumptions A

## $\underline{\text { Causal GARCH and ARCH( } \infty \text { ) processes }}$

The famous and from now on classical $\operatorname{GARCH}\left(q^{\prime}, q\right)$ model was introduced by Engle (1982) and Bollerslev (1986) and is given by relations

$$
\begin{equation*}
X_{k}=\rho_{k} \cdot \xi_{k} \quad \text { with } \quad \rho_{k}^{2}=a_{0}+\sum_{j=1}^{q} a_{j} X_{k-j}^{2}+\sum_{j=1}^{q^{\prime}} c_{j} \rho_{k-j}^{2} \tag{6}
\end{equation*}
$$

where $\left(q^{\prime}, q\right) \in \mathbb{N}^{2}, a_{0}>0, a_{j} \geq 0$ and $c_{j} \geq 0$ for $j \in \mathbb{N}$ and $\left(\xi_{k}\right)_{k \in \mathbb{Z}}$ are i.i.d. random variables with zero mean (for an excellent survey about ARCH modelling, see Giraitis et al., 2005). Under some additional conditions, the GARCH model can be written as a particular case of ARCH $(\infty)$ model (introduced in Robinson, 1991) that satisfied:

$$
\begin{equation*}
X_{k}=\rho_{k} \cdot \xi_{k} \quad \text { with } \quad \rho_{k}^{2}=b_{0}+\sum_{j=1}^{\infty} b_{j} X_{k-j}^{2} \tag{7}
\end{equation*}
$$

with a sequence $\left(b_{j}\right)_{j}$ depending on the family $\left(a_{j}\right)$ and $\left(c_{j}\right)$ in the case of $\operatorname{GARCH}\left(q^{\prime}, q\right)$ process. Then,

PROPOSITION 1. [See Doukhan et al, 2005] Let $h$ satisfies assumption H. Let $X$ be a stationary $A R C H(\infty)$ time series following equation (7), such that it exists $m>2 a$ satisfying $\mathbb{E}\left(\left|\xi_{0}\right|^{m}\right)<\infty$, with the condition of stationarity, $\left\|\xi_{0}\right\|_{m}^{2} \cdot \sum_{j=1}^{\infty}\left|b_{j}\right|<1$. Then, if:

- it exists $C>0$ and $\mu \in] 0,1\left[\right.$ such that $\forall j \in I N, 0 \leq b_{j} \leq C \cdot \mu^{-j}$, then $X$ is a $\eta$-weakly dependent process with $\eta_{r}=\mathcal{O}\left(e^{-c \sqrt{r}}\right)$ and $c>0$ (this is the case of $\operatorname{GARCH}\left(q^{\prime}, q\right)$ processes) and (5) is satisfied.
- it exists $C>0$ and $\nu>\max \left(4 ; \frac{3 m-2 a-1}{m-2 a}\right)$ such that $\forall j \in I N, 0 \leq b_{j} \leq C \cdot j^{-\nu}$, then $X$ is a $\eta$-weakly dependent process with $\theta_{r}=\mathcal{O}\left(r^{-\nu+1}\right)$ and (5) is satisfied.


## Causal Bilinear processes

Assume that $X=\left(X_{k}\right)_{k \in \mathbb{Z}}$ is a bilinear process (see the seminal paper of Giraitis and Surgailis, 2002) satisfying the equation:

$$
\begin{equation*}
X_{k}=\xi_{k}\left(a_{0}+\sum_{j=1}^{\infty} a_{j} X_{k-j}\right)+c_{0}+\sum_{j=1}^{\infty} c_{j} X_{k-j} \quad \text { for } k \in \mathbb{Z}, \tag{8}
\end{equation*}
$$

where $\left(\xi_{k}\right)_{k \in \mathbb{Z}}$ are i.i.d. random variables with zero mean and such that $\left\|\xi_{0}\right\|_{p}<+\infty$ with $p \geq 1$, and $a_{j}, c_{j}, j \in \mathbb{N}$ are real coefficients.
PROPOSITION 2. [See Doukhan et al., 2004] Let h satisfies assumption H. Let $X$ be a stationary bilinear time series satisfying equation (8) with $c_{0}=0, \mathbb{E}\left(\left|\xi_{0}\right|^{m}\right)<\infty$ and $\left\|\xi_{0}\right\|_{m} \cdot\left(\sum_{j=1}^{\infty}\left|a_{j}\right|+\right.$ $\left.\sum_{j=1}^{\infty}\left|c_{j}\right|\right)<1$ with $m>2 a$. If:
$-\left\{\begin{array}{l}\exists J \in \mathbb{N} \text { such that } \forall j>J, a_{j}=c_{j}=0, \text { or, } \\ \exists \mu \in] 0,1\left[\text { such that } \sum_{j}\left|c_{j}\right| \mu^{-j} \leq 1 \text { and } \forall j \in \mathbb{N}, 0 \leq a_{j} \leq \mu^{j}\right.\end{array}\right.$, then $X$ is a $\eta$-weakly dependent process with $\eta_{r}=\mathcal{O}\left(e^{-c \sqrt{r}}\right)$, constant $c>0$ and (5) is satisfied.
$-\forall j \in \mathbb{N}, c_{j} \geq 0$, and $\exists \nu_{1}>2$ and $\exists \nu_{2}>0$ such that $a_{j}=\mathcal{O}\left(j^{-\nu_{1}}\right), \sum_{j} c_{j}<1$ and $\sum_{j} c_{j} j^{1+\nu_{2}}<\infty$, then $X$ is a $\eta$-weakly dependent process with $\theta_{r}=\mathcal{O}\left(\left(\frac{r}{\log r}\right)^{-d}\right)$, where $d=\min \left(\nu_{1}-1 ; \frac{\nu_{2} \cdot \delta}{\delta-\nu_{2} \cdot \log 2}\right)$ and $\delta=\log \left(1+\frac{1-\sum_{j} c_{j}}{\sum_{j} c_{j} j^{1+\nu_{2}}}\right)$. Moreover, if $d>\max \left(3 ; \frac{2 m-1}{m-2 a}\right)$, then (5) is satisfied.

## Non-causal (two-sided) linear processes

PROPOSITION 3. [See Doukhan and Lang, 2002, p. 3] Let h satisfies assumption H. Let $X$ be a stationary bilinear time series satisfying equation

$$
\begin{equation*}
X_{k}=\sum_{j=-\infty}^{\infty} a_{j} \xi_{k-j} \quad \text { for } k \in \mathbb{Z} \tag{9}
\end{equation*}
$$

with $\left(a_{k}\right)_{k \in \mathbb{Z}} \in \mathbb{R}^{Z}$ and $\left(\xi_{k}\right)_{k \in \mathbb{Z}}$ a sequence of zero mean i.i.d. random variables such that $\mathbb{E}\left(\left|\xi_{0}\right|^{m}\right)<\infty$ for $m>2 a$. Assume that $a_{k}=\mathcal{O}\left(|k|^{-\mu}\right)$ with $\mu>\max \left(\frac{7}{2} ; \frac{5 m-2 a-2}{2(m-2 a)}\right)$. Then $X$ is a $\eta$-weakly dependent process with $\eta_{r}=\mathcal{O}\left(\frac{1}{r^{\mu-1 / 2}}\right)$ and (5) is satisfied.
REMARK 1. Despite the quite simplicity of this model, it exists very few results concerning the dependence of the two-sided linear processes. The main reason of this is difficulty to use martingale or mixing properties for a non-causal process. However, in Rosenblatt (2000, p. 52) a non-efficient strong mixing property for two-sided linear processes was given, but under restrictive conditions and with. The case of strongly dependent two-sided linear processes was also treated by Giraitis and Surgailis (1990) or Horvath and Shao (1999) but only with $a_{k}=\mathcal{O}\left(|k|^{-a}\right)$ for a fixed $-1<a<0$.

## Non-causal Volterra processes

Let $X=\left(X_{t}\right)_{t \in \mathbb{Z}}$ be the zero mean non causal (two-sided) and nonlinear time series, so called a non-causal Volterra process, such that for $t \in \mathbb{Z}$ :

$$
\begin{equation*}
X_{k}=\sum_{p=1}^{\infty} Y_{k}^{(p)}, \quad \text { with } \quad Y_{k}^{(p)}=\sum_{\substack{j_{1}<j_{2}<\ldots<j_{p} \\ j_{1}, \ldots, j_{p} \in \mathbb{Z}}} a_{j_{1}, \ldots, j_{p}} \xi_{k-j_{1}} \cdots \xi_{k-j_{p}}, \tag{10}
\end{equation*}
$$

where $\left(a_{j_{1}, \ldots, j_{p}}\right) \in \mathbb{R}$ for $p \in \mathbb{N}^{*}$ and $\left(j_{1}, \ldots, j_{p}\right) \in \mathbb{Z}^{p}$, and $\left(\xi_{k}\right)_{k \in \mathbb{Z}}$ a sequence of zero mean i.i.d. random variables such that $\mathbb{E}\left(\xi_{0}^{2}\right)=\sigma^{2}<\infty$ and $\mathbb{E}\left(\left|\xi_{0}\right|^{m}\right)<\infty$ with $m>0$. Such a Volterra process is a natural extension of the previous case of non-causal linear process.
PROPOSITION 4. [See Doukhan, 2003] Let h satisfies assumption H. Let $X$ be a stationary non-causal Volterra process, satisfying equation (10) with $\mathbb{E}\left(\left|\xi_{0}\right|^{m}\right)<\infty$ and

$$
\sum_{p=0}^{\infty} \sum_{\substack{j_{1}<j_{2}<\ldots<j_{p} \\ j_{1}, \ldots, j_{p} \in \mathbb{Z}_{p}}}\left|a_{j_{1}, \ldots, j_{p}}\right|^{m}\left\|\xi_{0}\right\|_{m}^{p}<\infty
$$

Assume that the process is in some finite order chaos (there exists $p_{0} \in \mathbb{N}$ such that $a_{j_{1}, \ldots, j_{p}}=0$ for $\left.p>p_{0}\right)$ and $a_{j_{1}, \ldots, j_{p}}=\mathcal{O}\left(\max _{1 \leq i \leq p}\left\{\left|j_{i}\right|^{-\mu}\right\}\right)$ with $\mu>\max \left(2 ; \frac{m+2 a-1}{m-2 a}\right)$. Then $X$ is a $\eta$-weakly dependent process with $\eta_{r}=\mathcal{O}\left(\frac{1}{r^{\mu+1}}\right)$ and (5) is satisfied.

## Non-causal (two-sided) bilinear processes

As a natural generalization of causal bilinear process, Doukhan et al. (2005), Lemma 2.1, define $X=\left(X_{t}\right)_{t \in \mathbb{Z}}$ a zero mean nonlinear time series, so called a non-causal (two-sided) bilinear process. They proved the stationarity in $\mathbb{L}^{k}$ (for any $\left.\left.k \in\right] 0, \infty\right]$ ) of such a bilinear process $X=\left(X_{k}\right)_{k \in \mathbb{Z}}$ satisfying the equation:

$$
\begin{equation*}
X_{k}=\xi_{k} \cdot\left(a_{0}+\sum_{j \in \mathbb{Z}^{*}} a_{j} X_{k-j}\right), \quad \text { for } k \in \mathbb{Z} \tag{11}
\end{equation*}
$$

where $\left(\xi_{k}\right)_{k \in \mathbb{Z}}$ are i.i.d. random bounded variables and $\left(a_{k}\right)_{k \in \mathbb{Z}}$ is a sequence of real numbers such that $\lambda=\left\|\xi_{0}\right\|_{\infty} \cdot \sum_{j \neq 0}\left|a_{j}\right|<1$.
PROPOSITION 5. [See Doukhan et al., 2005] Let h satisfies assumption H. If $X$ is a stationary non causal bilinear process, i.e. a solution of (11), such that $\left\|\xi_{0}\right\|_{\infty} \cdot \sum_{j \neq 0}\left|a_{j}\right|<1$. Moreover, assume that the sequence $\left(a_{k}\right)_{k \in \mathbb{Z}}$ is such that: $a_{k}=\mathcal{O}\left(|k|^{-\mu}\right)$ with $\mu>\max \left(4 ; \frac{3 m-2 a-1}{m-2 a}\right)$. Then $X$ is a $\eta$-weakly dependent process with $\eta_{r}=\mathcal{O}\left(\frac{1}{r^{\mu-1}}\right)$ and (5) is satisfied.

## Non-causal linear processes with dependent innovations

Let $X=\left(X_{n}\right)_{n \in N}$ be a zero mean stationary non causal (two-sided) linear time series satisfying equation (9) with a dependent innovation process. Following the results of Doukhan and Wintenberger (2005), if $\left(\xi_{n}\right)_{n \in \mathbb{Z}}$ is a $\eta$-weakly dependent process, then $X$ is an $\eta$-weakly dependent process:

PROPOSITION 6. Let h satisfies assumption $H$. Let $X$ be a linear time series satisfying (9) with $\left(a_{k}\right)_{k \in \mathbb{Z}} \in \mathbb{R}^{\mathbb{Z}}$ and $\left(\xi_{k}\right)_{k \in \mathbb{Z}}$ a $\eta^{(\xi)}$-weakly dependent process with zero mean, such that $\mathbb{E}\left(\left|\xi_{0}\right|^{m}\right)<$ $\infty$ and $m>2 a$. Moreover, assume that $a_{k}=\mathcal{O}\left(|k|^{-\mu}\right)$ and $\eta_{r}^{(\xi)}=\mathcal{O}\left(r^{-\nu}\right)$. Then $X$ is a $\eta$-weakly dependent process with $\eta_{r}=\mathcal{O}\left(r^{-\nu \cdot \frac{(\mu-2)(m-2)}{(\mu-1)(m-1)}}\right)$ and (5) is satisfied if $\frac{(\mu-2)(m-2)}{(\mu-1)(m-1)} \cdot \nu \geq \max \left(3 ; \frac{2 m-1}{m-2 a}\right)$.

### 2.2. Applications of the functional central limit theorem

1. The general functional theorem (1), which concerns the estimate of Dudley $\mid \mathbb{E}\left(\phi\left(S_{n}\right)-\phi(\sigma\right.$. $N)) \mid$, allows an interesting application: the majoration of a measure of the distance between $S_{N}$ and its Gaussian approximation. Indeed:

COROLLARY 1. Under the assumptions of Theorem 1, there exists some $c^{\prime}>0$ such that:

$$
\sup _{t \in R}\left|\mathbb{P}\left(S_{n} \leq t\right)-P(\sigma \cdot N \leq t)\right| \leq c^{\prime} \cdot n^{-\lambda / 4}, \quad \text { for } n \in I N
$$

Proof of Corollary 1. Arguing as in Doukhan (1994) we consider, in expression (2), a smooth approximation $\phi_{\varepsilon, x}$ of the indicator function $\phi_{x}(t)=\mathbb{I}_{\{t \leq x\}}$; this is possible to assume that $\phi_{x} \leq \phi_{\varepsilon, x} \leq \phi_{x+\varepsilon}$ and $\left\|\phi_{\varepsilon, x}^{(j)}\right\|_{\infty} \leq C \varepsilon^{-j}$ for some constant $C$ and for $j=1,2$ or 3 . Then the result may be specified and the bound may also be written with a constant $c=C$. $\left(\left\|\phi^{\prime}\right\|_{\infty}+\left\|\phi^{\prime \prime}\right\|_{\infty}+\left\|\phi^{\prime \prime \prime}\right\|_{\infty}\right)$ for some $C$ which does not depend on $\phi$. With the notation (2), we obtain the bound: $\Delta_{n}\left(\phi_{\varepsilon, x}\right) \leq C \varepsilon^{-3} n^{-\lambda}$ for some constant (still denoted) $C>0$ and each $x \in \mathbb{R}, \varepsilon \in] 0,1]$, and $n>0$. Using the relation $\sup _{u \in \mathbb{R}} \mathbb{P}(\sigma \cdot N \in[u, u+\varepsilon)) \leq \frac{\varepsilon}{\sigma \sqrt{2 \pi}}$, the above mentioned expression is then bounded above for a suitable constant $c$ by $c\left(\varepsilon^{-3} n^{-\lambda}+\varepsilon\right)$; the choice $\varepsilon=n^{-\lambda / 4}$ thus yields the result.

REMARK 2. Unfortunately, this rate is far from being optimal as stressed by Rio (2000) which obtains rate $n^{-\rho}$ for some $\rho<1 / 3$ in the case of strongly mixing sequences. Here, in the best cases $(\lambda \rightarrow 1 / 2$ when $\alpha \rightarrow \infty$, that is for instance the case of $\operatorname{GARCH}(p, q))$, we obtain the rate $n^{-\tau}$ for some $\tau<1 / 8$.
2. The general functional theorem (1) could be applied for providing central limit theorems for sample moments or cumulants. Here, we consider a real valued time series $\left(X_{n}\right)_{n \in \mathbb{Z}}$ satisfying assumption A (with parameters $a$ and $m$ that will be specified above). Indeed, for $k \in \mathbb{N}^{*}$, denote $p=\left(p_{1}, \ldots, p_{k}\right) \in \mathbb{N}^{k},|p|=p_{1}+\cdots+p_{k}$ and assuming that $\mathbb{E}\left(X_{1}^{|p|}\right)<\infty$, define:

$$
\begin{aligned}
m^{(p)} & =\mathbb{E}\left(X_{1}^{p_{1}} X_{2}^{p_{2}} \cdots X_{k}^{p_{k}}\right), \quad \text { the moment of order } p \\
\widehat{m}_{n}^{(p)} & =\frac{1}{n} \sum_{i=1}^{n} X_{i}^{p_{1}} X_{i+1}^{p_{2}} \cdots X_{i+k-1}^{p_{k}}, \quad \text { the sample moment of order } p
\end{aligned}
$$

Then, the following results generalize the usual central limit theorems for strong mixing processes (for instance, see a survey in Rosenblatt, 1985):

COROLLARY 2. 1. Set $k \in \mathbb{N}^{*}$ and $p=\left(p_{1}, \ldots, p_{k}\right) \in \mathbb{N}^{k},|p|=p_{1}+\cdots+p_{k} . \operatorname{Let}\left(X_{n}\right)_{n \in \mathbb{Z}}$ be a real valued time series satisfying assumption $A$ with $m>2|p|$ and $\alpha>\max \left(3 ; \frac{2 m-1}{m-2|p|}\right)$. Then:

$$
\sqrt{n}\left(\widehat{m}_{n}^{(p)}-m^{(p)}\right) \underset{n \rightarrow \infty}{\mathcal{D}} \mathcal{N}\left(0, \sigma^{2}(p)\right),
$$

with $\sigma^{2}(p)=\sum_{\ell \in \mathbb{Z}}\left(\mathbb{E}\left(X_{1}^{p_{1}} X_{2}^{p_{2}} \cdots X_{k}^{p_{k}} X_{\ell+1}^{p_{1}} \cdots X_{\ell+k}^{p_{k}}\right)-\left(m^{(p)}\right)^{2}\right)$.
2. More generally, let $I \in \mathbb{N}^{*},\left(k_{1}, \ldots, k_{I}\right) \in\left(\mathbb{N}^{*}\right)^{I}$, and for $i=1, \ldots, I, p^{(i)}=\left(p_{1}^{(i)}, \ldots, p_{k_{i}}^{(i)}\right)$. Let $\left(X_{n}\right)_{n \in \mathbb{Z}}$ be a real valued time series satisfying assumption $A$ with $m>2 \max \left(\left|p_{1}\right|, \ldots,\left|p_{I}\right|\right)$ and $\alpha>\max \left(3 ; \frac{2 m-1}{m-2 \max \left(\left|p_{1}\right|, \ldots,\left|p_{I}\right|\right)}\right)$. Then:

$$
\begin{equation*}
\sqrt{n}\left(\widehat{m}_{n}^{\left(p_{i}\right)}-m^{\left(p_{i}\right)}\right)_{1 \leq i \leq I} \xrightarrow[n \rightarrow \infty]{\mathcal{D}} \mathcal{N}_{I}\left(0, \Sigma\left(p_{1}, \ldots, p_{I}\right)\right), \tag{12}
\end{equation*}
$$

with $\Sigma\left(p_{1}, \ldots, p_{I}\right)=\left(\sum_{\ell \in \mathbb{Z}}\left(\mathbb{E}\left(X_{1}^{p_{1}^{(i)}} X_{2}^{p_{2}^{(i)}} \cdots X_{k}^{p_{k}^{(i)}} X_{\ell+1}^{p_{1}^{(j)}} \cdots X_{\ell+k}^{p_{k}^{(j)}}\right)-m^{\left(p_{i}\right)} m^{\left(p_{j}\right)}\right)\right)_{1 \leq i, j \leq I}$.
Proof. 1. Let $x_{i}=\left(X_{i}, \ldots, X_{i+k-1}\right)$ and $h^{(p)}:\left(z_{1}, \ldots, z_{k}\right) \in \mathbb{R}^{k} \mapsto z_{1}^{p_{1}} z_{2}^{p_{2}} \cdots z_{k}^{p_{k}}-m^{(p)}$ that satisfies Assumption H with $a=|p|$. Indeed, it is possible to prove that $|h(u)| \leq 2\left(m^{(p)} \vee|u|^{|p|}\right)$ and $\left.|h(u)-h(v)| \leq 2^{|p|}\left(|u|^{|p|-1}+|v|^{|p|-1}\right) \vee 1\right)|u-v|$. Then, theorem 1 can be applied.
2. Let $k=\max \left(k_{1}, \ldots, k_{I}\right)$ and $x_{i}=\left(X_{i}, \ldots, X_{i+k-1}\right)$. Let $\left(\lambda_{1}, \ldots, \lambda_{I}\right) \in \mathbb{R}^{I}$ and $h=\sum_{i=1}^{I} \lambda_{i}$. $h^{\left(p_{i}\right)}$. It is clear that $h$ satisfies Assumption H with $a=\max \left(\left|p_{1}\right|, \ldots,\left|p_{I}\right|\right)$ (indeed, if each $h^{\left(p_{i}\right)}$ satisfies Assumption H with coefficient $a_{i}=\left|p_{i}\right|$, then a linear combination of $h^{\left(p_{i}\right)}$ satisfies Assumption H with coefficient $\left.a=\max \left(\left|a_{1}\right|, \ldots, a_{I}\right)\right)$. Then Theorem 1 implies that $\sum_{i=1}^{I} \lambda_{i}$. $\widehat{m}_{n}^{\left(p_{i}\right)}$ satisfies a central limit theorem. It implies the multidimensional central limit theorem.

A natural and interesting example that generalizes usual central limit theorem under strong mixing conditions is the following:

EXAMPLE 1. Let $\left(X_{n}\right)_{n \in \mathbb{Z}}$ be a real valued time series satisfying assumption A. For all $m \in \mathbb{N}^{*}, \ell_{1}<\cdots<\ell_{m} \in \mathbb{N}^{m}$, define $R\left(\ell_{i}\right)=\mathbb{E}\left(X_{0} X_{\ell_{i}}\right)$ and $\widehat{R}_{n}\left(\ell_{i}\right)=\frac{1}{n} \sum_{j=1}^{n} X_{j} X_{j+\ell_{i}}$. Then

$$
\sqrt{n}\left(\widehat{R}_{n}\left(\ell_{i}\right)-R\left(\ell_{i}\right)\right)_{1 \leq i \leq m} \underset{n \rightarrow \infty}{\mathcal{D}} \mathcal{N}_{k}\left(0, \Sigma\left(\ell_{1}, \ldots, \ell_{m}\right)\right), \quad \text { if } \alpha>\max \left(3 ; \frac{2 m-1}{m-4}\right)
$$

with $\Sigma\left(\ell_{1}, \ldots, \ell_{m}\right)=\left(\sum_{k \in \mathbb{Z}}\left(\mathbb{E}\left(X_{0} X_{\ell_{i}} X_{k} X_{k+\ell_{j}}\right)-R\left(\ell_{i}\right) R\left(\ell_{j}\right)\right)\right)_{1 \leq i, j \leq m}$.
Moreover, the sample skewness and sample Kurtosis satisfy also central limit theorems from the Delta-method applied to multidimensional theorem (12).

More generally, another consequence of such a result is the central limit theorems satisfied by the estimation of the $k$-th cumulant of $X$ (obtained from the Taylor development of the characteristic function logarithm), defined by:

$$
\kappa^{(\mu)}=\operatorname{Cumulant}\left(X_{1}, X_{i_{2}}, \ldots, X_{i_{k}}\right), \text { for } \mu=\left\{1, i_{2}, \ldots, i_{|\mu|}\right\} \subset\{1, \ldots, k\} .
$$

From Leonov and Shiryaev (1959), there is a relation between cumulants and moments, that is:

$$
\kappa^{(\mu)}=\sum_{u=1}^{k}(-1)^{u-1}(u-1) \sum_{\left(\mu_{1}, \ldots, \mu_{u}\right)} \prod_{j=1}^{u} m^{\left(\mu_{j}\right)}
$$

where $\left(\mu_{1}, \ldots, \mu_{u}\right)$ (in the sum) describe all possible partitions in $u$ subsets of the subset $\mu$. Then:

COROLLARY 3. Set $k \in \mathbb{N}^{*}, \mu=\left\{1, i_{2}, \ldots, i_{|\mu|}\right\} \subset\{1, \ldots, k\}$. Let $\left(X_{n}\right)_{n \in \mathbb{Z}}$ be a real valued time series satisfying assumption $A$ with $m>2|\mu|$ and $\alpha>\max \left(3 ; \frac{2 m-1}{m-2|\mu|}\right)$. Then it exists $\gamma^{2}(\mu)>0$ such that:
$\sqrt{n}\left(\widehat{\kappa}_{n}^{(\mu)}-\kappa^{(\mu)}\right) \xrightarrow[n \rightarrow \infty]{\mathcal{D}} \mathcal{N}\left(0, \gamma^{2}(\mu)\right)$,
from the sample cumulant $\quad \widehat{\kappa}_{n}^{(\mu)}=\sum_{u=1}^{k}(-1)^{u-1}(u-1) \sum_{\left(\mu_{1}, \ldots, \mu_{u}\right)} \prod_{j=1}^{u} m_{n}^{\left(\mu_{j}\right)}$.

## 3. Proof of Theorem 1

From now on, $c>0$ denotes a constant which may vary from one line to the other.
First, define a truncation in order to be able to use the previous dependence condition and make Lindeberg technique work. For $T>0$, define $f_{T}(x)=(x \wedge T) \vee(-T)$ for $x \in \mathbb{R}$. Then $\operatorname{Lip} f_{T}=1$, $\left\|f_{T}\right\|_{\infty}=T$. For $\left(u_{1}, \ldots, u_{d}\right) \in \mathbb{R}^{d}$, we denote

$$
F_{T}\left(u_{1}, \ldots, u_{d}\right)=\left(f_{T}\left(u_{1}\right), \ldots, f_{T}\left(u_{d}\right)\right)
$$

and

$$
\begin{equation*}
Y_{i}=h\left(x_{i}\right), \quad Y_{i}^{(T)}=h\left(F_{T}\left(x_{i}\right)\right)-\mathbb{E}\left[h\left(F_{T}\left(x_{i}\right)\right)\right], \quad E_{i}^{(T)}=Y_{i}-Y_{i}^{(T)} \tag{13}
\end{equation*}
$$

LEMMA 1. Let $h$ and $\left(x_{n}\right)_{n \in \mathbb{Z}}$ satisfy respectively assumptions $H$ and $A$, with $m>2 a$. Then,
a) $\mathbb{E}\left[\left|E_{0}^{(T)}\right|\right] \leq c \cdot A \cdot T^{a-m}$ and $\mathbb{E}\left[\left(E_{0}^{(T)}\right)^{2}\right] \leq c \cdot A^{2} \cdot T^{2 a-m}$;
b) for all $i \in \mathbb{Z},\left|\operatorname{Cov}\left(Y_{0}^{(T)}, E_{i}^{(T)}\right)\right| \leq \mathbb{E}\left(\left|Y_{0}^{(T)}\right|,\left|E_{i}^{(T)}\right|\right) \leq c \cdot A^{2} \cdot T^{2 a-m}$;
c) for all $i \in \mathbb{Z},\left|\operatorname{Cov}\left(Y_{0}^{(T)}, Y_{i}^{(T)}\right)\right| \leq c \cdot A^{2} \cdot T^{2 a-1} \cdot \eta_{i}$.

Proof of Lemma 1. First note that for $\gamma \geq 1$ such that $a \gamma \leq m$, from assumptions on $h$,

$$
\begin{align*}
\mathbb{E}\left[\left|h\left(x_{0}\right)-h\left(F_{T}\left(x_{0}\right)\right)\right|^{\gamma}\right] & \leq A^{\gamma} \cdot \mathbb{E}\left[\left|\left(\left|x_{0}\right|^{a-1}+\left|F_{T}\left(x_{0}\right)\right|^{a-1}\right) \cdot\right| x_{0}-\left.F_{T}\left(x_{0}\right)\right|^{\gamma}\right] \\
& \leq(2 A)^{\gamma} \cdot \mathbb{E}\left[\left|x_{0}\right|^{a \gamma} \cdot \mathbb{I}_{\left\{\left|x_{0}\right| \geq T\right\}}\right] \\
& \leq(2 A)^{\gamma} \cdot \mu \cdot T^{\gamma a-m} \quad \text { (Markov inequality) } \tag{14}
\end{align*}
$$

a) The assumptions on $h$ lead to

$$
\begin{aligned}
\mathbb{E}\left[\left|E_{0}^{(T)}\right|\right] & \leq \mathbb{E}\left[\left|h\left(F_{T}\left(x_{0}\right)\right)-h\left(x_{0}\right)\right|\right]+\mathbb{E}\left[\left|h\left(F_{T}\left(x_{0}\right)\right)\right|\right] \\
& \leq 2 \mathbb{E}\left[\left|h\left(F_{T}\left(x_{0}\right)\right)-h\left(x_{0}\right)\right|\right]
\end{aligned}
$$

Now the relation (14) with $\gamma=1$ leads to $\mathbb{E}\left[\left|h\left(F_{T}\left(x_{0}\right)\right)-h\left(x_{0}\right)\right|\right] \leq 2 A \cdot \mu \cdot T^{a-m}$. Then,

$$
\mathbb{E}\left[\left|Y_{T, 0}\right|\right] \leq 4 A \cdot \mu \cdot T^{a-m}
$$

By the same arguments,

$$
\begin{aligned}
\mathbb{E}\left[\left(E_{0}^{(T)}\right)^{2}\right] & \leq 4 \mathbb{E}\left[\left(h\left(F_{T}\left(x_{0}\right)\right)-h\left(x_{0}\right)\right)^{2}\right] \\
& \left.\leq 16 A^{2} \cdot \mu \cdot T^{2 a-m} \quad \text { (relation (14) with } \gamma=2\right)
\end{aligned}
$$

b) Analogously, relation (14) with Hölder inequality yields

$$
\begin{aligned}
\left|\operatorname{Cov}\left(Y_{0}^{(T)}, E_{i}^{(T)}\right)\right| & \leq\left\|Y_{0}^{(T)}\right\|_{m / a} \cdot\left(\mathbb{E}\left[\left|E_{0}^{(T)}\right|^{\frac{m}{m-a}}\right]\right)^{\frac{m-a}{m}} \quad \text { (Hölder inequality) } \\
& \leq 2\left\|h\left(F_{T}\left(x_{0}\right)\right)\right\|_{m / a} \cdot 2\left(\mathbb{E}\left(\left|h\left(x_{0}\right)-h\left(F_{T}\left(x_{0}\right)\right)\right|^{\frac{m}{m-a}}\right)\right)^{\frac{m-a}{m}} \\
& \leq 2 A \cdot\left\|\left|x_{0}\right|^{a} \vee 1\right\|_{m / a} \cdot 2 A \cdot \mu^{\frac{m-a}{m}} \cdot\left(T^{-m\left(1-\frac{a}{m-a}\right)}\right)^{\frac{m-a}{m}} \quad(\text { assumptions on } h) \\
& \leq c \cdot A^{2} \cdot T^{2 a-m}
\end{aligned}
$$

c) Let $h^{(T)}(u)=h\left(F_{T}(u)\right)-\mathbb{E}\left[h\left(F_{T}\left(x_{0}\right)\right)\right]$ for $u \in \mathbb{R}^{d}$. From assumptions on $h$, it can be shown that $\left\|h^{(T)}\right\|_{\infty} \leq 2 A \cdot T^{a}$ and $\operatorname{Lip} h^{(T)} \leq 2 A \cdot T^{a-1}$. Then the weak dependence inequality (3) implies:

$$
\begin{aligned}
\left|\operatorname{Cov}\left(Y_{0}^{(T)}, Y_{i}^{(T)}\right)\right| & \leq\left|\operatorname{Cov}\left(h^{(T)}\left(x_{0}\right), h^{(T)}\left(x_{i}\right)\right)\right| \\
& \leq 8 A^{2} \cdot T^{2 a-1} \cdot \eta_{i} .
\end{aligned}
$$

LEMMA 2. Let $h$ and $\left(x_{n}\right)_{n \in \mathbb{Z}}$ satisfy respectively assumptions $H$ and $A$, with $m>2 a$ and

$$
\begin{equation*}
\alpha>\frac{m-1}{m-2 a} \quad \text { which implies } \quad \sum_{i=1}^{\infty} \eta_{i}^{\frac{m-2 a}{m-1}}<\infty \tag{15}
\end{equation*}
$$

Then:
a) The series $\left.\sigma^{2}=\sum_{i=-\infty}^{\infty} \operatorname{Cov}\left(h\left(x_{0}\right)\right), h\left(x_{i}\right)\right)=\sum_{i=-\infty}^{\infty} \operatorname{Cov}\left(Y_{0}, Y_{i}\right)$ converges;
b) With $\sigma_{p}^{2}=\operatorname{Var}\left(\sum_{i=1}^{p} Y_{i}\right)$, there is a constant $c>0$ such that

$$
\begin{equation*}
\left|\sigma^{2}-\frac{\sigma_{p}^{2}}{p}\right| \leq c \cdot\left(\frac{\log p}{p}+p^{\left(1-\frac{\alpha(m-2 a)}{m-1}\right)}\right) \tag{16}
\end{equation*}
$$

Proof of Lemma 2. a) With $T_{i}>0$ for $i \in \mathbb{Z}$, we write

$$
\operatorname{Cov}\left(Y_{0}, Y_{i}\right)=\operatorname{Cov}\left(E_{0}^{\left(T_{i}\right)}, E_{i}^{\left(T_{i}\right)}\right)+\operatorname{Cov}\left(Y_{0}^{\left(T_{i}\right)}, E_{i}^{\left(T_{i}\right)}\right)+\operatorname{Cov}\left(Y_{i}^{\left(T_{i}\right)}, E_{0}^{\left(T_{i}\right)}\right)+\operatorname{Cov}\left(Y_{0}^{\left(T_{i}\right)}, Y_{i}^{\left(T_{i}\right)}\right)
$$

From the previous lemma, $\left|\operatorname{Cov}\left(Y_{0}, Y_{i}\right)\right| \leq c \cdot A^{2} \cdot\left(T_{i}^{2 a-m}+T_{i}^{2 a-1} \cdot \eta_{|i|}\right)$. Now, set $T_{i}^{2 a-m}=T_{i}^{2 a-1} \cdot \eta_{|i|}$, then $T_{i}=\eta_{|i|}^{-\frac{1}{m-1}}>0$ and

$$
\begin{equation*}
\left|\operatorname{Cov}\left(Y_{0}, Y_{i}\right)\right| \leq c \cdot \eta_{i}^{\frac{m-2 a}{m-1}} \tag{17}
\end{equation*}
$$

As a consequence, $\sum_{i=-\infty}^{\infty}\left|\operatorname{Cov}\left(Y_{0}, Y_{i}\right)\right| \leq c \cdot \sum_{i=-\infty}^{\infty} \eta_{i}^{\frac{m-2 a}{m-1}}$ and $\sigma^{2}$ exists thanks to the assumption (15).
b) Decompose $\sigma^{2}-\frac{\sigma_{p}^{2}}{p}=D_{1}+D_{2}$ with $D_{1}=\sum_{|i| \geq p} \operatorname{Cov}\left(Y_{0}, Y_{i}\right)$ and $D_{2}=\frac{1}{p} \sum_{|i|<p}|i| \cdot \operatorname{Cov}\left(Y_{0}, Y_{i}\right)$. From assumption (15), we conclude as above with inequality (17), because:
$-\left|D_{1}\right| \leq c \cdot \sum_{i \geq p} \eta_{i}^{\frac{m-2 a}{m-1}} \leq c \cdot p^{\left(1-\frac{\alpha(m-2 a)}{m-1}\right)}$, and
$-\left|D_{2}\right| \leq \frac{c}{p} \cdot \sum_{|i|<p}|i| \cdot \eta_{|i|}^{\frac{m-2 a}{m-1}}$. Now, $\left\{\begin{array}{l}\text { if } \alpha \geq 2 \cdot \frac{m-1}{m-2 a}, \text { then }\left|D_{2}\right| \leq c \cdot \frac{\log p}{p} \\ \text { if } \frac{m-1}{m-2 a}<\alpha<2 \cdot \frac{m-1}{m-2 a}, \text { then }\left|D_{2}\right| \leq c \cdot p^{\left(1-\frac{\alpha(m-2 a)}{m-1}\right)}\end{array}\right.$.
LEMMA 3. Let $h$ and $\left(x_{n}\right)_{n \in \mathbb{Z}}$ satisfy respectively assumptions $H$ and $A$, with $m>2 a$. For $p \in \mathbb{N}^{*}$, define: $W_{p}=\sum_{i=1}^{p} Y_{i}$. Then, if $\alpha>3$, for all $0<\delta<\frac{m-2 a}{a}$, there exists a constant $c>0$ such that:

$$
\mathbb{E}\left|W_{p}\right|^{2+\delta} \leq c \cdot p^{r} \quad \text { with } \quad \frac{2+\delta}{2} \leq r=2+\delta-\frac{m-2 a-a \cdot \delta}{m-1}<2+\delta
$$

Proof of Lemma 3. Let $\Delta=2+\delta$ and $m=a(2+\zeta)$. With inequality (14) and $W_{p}^{(T)}=\sum_{i=1}^{p} Y_{i}^{(T)}$, we obtain:

$$
\left\|W_{p}\right\|_{\Delta} \leq\left\|W_{p}^{(T)}\right\|_{\Delta}+p\left\|Y_{0}-Y_{0}^{(T)}\right\|_{\Delta} \leq\left\|W_{p}^{(T)}\right\|_{\Delta}+c \cdot p \cdot T^{a-\frac{m}{\Delta}}
$$

The Hölder inequality provides:

$$
\mathbb{E}\left|W_{p}^{(T)}\right|^{\Delta} \leq\left(\mathbb{E}\left|W_{p}^{(T)}\right|^{2}\right)^{1-\delta / 2}\left(\mathbb{E}\left|W_{p}^{(T)}\right|^{4}\right)^{\delta / 2}
$$

Now from $\mathbf{c}$ ) of Lemma 1, we obtain $\mathbb{E}\left|W_{p}^{(T)}\right|^{2} \leq c \cdot p \cdot T^{2 a-1} \sum_{i=0}^{\infty} \eta_{i}$. Setting

$$
C_{r, T}=\max _{u=1,2,3} \sup _{s_{u+1}-s_{u}=r}\left|\operatorname{Cov}\left(\prod_{i=1}^{u} Y_{s_{i}}^{(T)}, \prod_{i=u+1}^{4} Y_{s_{i}}^{(T)}\right)\right|
$$

where this supremum is set over $s_{1} \leq s_{2} \leq s_{3} \leq s_{4}$, we obtain as in (??),

$$
\mathbb{E}\left|W_{p}^{(T)}\right|^{4} \leq c\left(p \sum_{k=0}^{p-1}(k+1)^{2} C_{k, T}+\left(p \cdot T^{2 a-1} \sum_{i=0}^{\infty} \eta_{i}\right)^{2}\right)
$$

We quote that $C_{k, T} \leq T^{4 a-1} \eta_{k}$ to derive

$$
\mathbb{E}\left|W_{p}^{(T)}\right|^{4} \leq c\left(p \cdot T^{4 a-1}+\left(p \cdot T^{2 a-1}\right)^{2}\right)
$$

Thus, from previous inequalities and with $m=(2+\zeta) a$,

$$
\begin{aligned}
\mathbb{E}\left|W_{p}\right|^{\Delta} & \leq c\left(p^{\Delta} \cdot T^{a \Delta-m}+\left(p \cdot T^{2 a-1}\right)^{1-\delta / 2} \times\left(p \cdot T^{4 a-1}+p^{2} \cdot T^{4 a-2}\right)^{\delta / 2}\right) \\
& \leq c\left(p^{\Delta} T^{a(\delta-\zeta)}+\left(p \cdot T^{2 a-1}\right)^{\Delta / 2}+p \cdot T^{a \Delta-1}\right)
\end{aligned}
$$

We now minimize this last inequality in $p$ by setting $T=p^{b}$ with $b>0$. With the condition $\delta<a \zeta$, we first show that it is necessary to have $b<1$ and the optimal $b$ is obtained by balancing of $p^{\Delta} T^{a(\delta-\zeta)}$ and $p \cdot T^{a \Delta-1}$. This value of $b$ is:

$$
b=\frac{1+\delta}{m-1}
$$

that satisfies $b<1$. We thus obtain $\mathbb{E}\left|W_{p}\right|^{\Delta} \leq c \cdot p^{2+\delta-\frac{a(\zeta-\delta)}{m-1}}$, that implies the result of the lemma.
3.0.0.1. Remark Notice that $r=2+\delta-\frac{m-2 a-a \cdot \delta}{m-1}>\frac{1}{2}$, contrarily to the classical MarcinkiewiczZygmund inequalities.

Proof of Theorem 1. We use a Bernstein blocks method for this proof. Consider three sequences of positive integers $p=(p(n))_{n \in \mathbb{N}}, q=(q(n))_{n \in \mathbb{N}}$ and $k=(k(n))_{n \in \mathbb{N}}$ such that:

- $\lim _{n \rightarrow \infty} \frac{p(n)}{n}=\lim _{n \rightarrow \infty} \frac{q(n)}{p(n)}=0 ;$
- $k(n)=\left[\frac{n}{p(n)+q(n)}\right]$ (thus $\left.\lim _{n \rightarrow \infty} k(n)=\infty\right)$.

These sequences are chosen as

$$
p(n)=\left[n^{\beta}\right], \quad q(n)=\left[n^{\gamma}\right], \quad \text { with } 0<\gamma<\beta<1
$$

the exponents $\beta$ and $\gamma$ will be chosen below. We form the blocks $I_{1}, \ldots, I_{k}$ and define the random variables $U_{1}, \ldots, U_{k}$ such that:

$$
\begin{aligned}
I_{j} & =\{(j-1)(p(n)+q(n))+1, \ldots,(j-1)(p(n)+q(n))+p(n)\} \text { for } j=1, \ldots, k(n) \\
U_{j} & =\sum_{i \in I_{j}} Y_{i}, \text { for } j=1, \ldots, k(n)
\end{aligned}
$$

Then expression (2) is decomposed as:

$$
\Delta_{n}=\sum_{\ell=1}^{3} \Delta_{\ell, n},
$$

where we set, for a standard Gaussian $N \sim \mathcal{N}(0,1)$,

$$
\begin{aligned}
\Delta_{1, n} & =\mathbb{E}\left(\phi\left(S_{n}\right)-\phi\left(\frac{1}{\sqrt{n}} \sum_{j=1}^{k} U_{j}\right)\right) \\
\Delta_{2, n} & =\mathbb{E}\left(\phi\left(\frac{1}{\sqrt{n}} \sum_{j=1}^{k} U_{j}\right)-\phi\left(N \sigma_{p} \sqrt{\frac{k}{n}}\right)\right) \\
\Delta_{3, n} & =\mathbb{E}\left(\phi\left(N \sigma_{p} \sqrt{\frac{k}{n}}\right)-\phi(\sigma N)\right)
\end{aligned}
$$

Term $\Delta_{1, n}$. Using assumption (15) and a Taylor expansion up to order 2:

$$
\begin{align*}
\left|\Delta_{1, n}\right| & \leq c \cdot\left(\frac{k(n) \cdot q(n)+p(n)}{n}\right) \frac{\left\|\phi^{\prime \prime}\right\|_{\infty}}{2} \sum_{i=0}^{\infty} \eta_{i}^{(m-2 a) /(m-1)} \\
& \leq c \cdot\left(n^{\beta-1}+n^{\gamma-\beta}\right) . \tag{18}
\end{align*}
$$

Term $\Delta_{3, n}$. Now, Taylor formula implies:

$$
\left\{\begin{array}{l}
\phi\left(N \sigma_{p} \sqrt{\frac{k}{n}}\right)=\phi(0)+N \sigma_{p} \sqrt{\frac{k}{n}} \phi^{\prime}(0)+\frac{1}{2} N^{2} \sigma_{p}^{2} \frac{k}{n} \phi^{\prime \prime}\left(V_{1}\right) ; \\
\phi(N \sigma)=\phi(0)+N \sigma \phi^{\prime}(0)+\frac{1}{2} N^{2} \sigma^{2} \phi^{\prime \prime}\left(V_{2}\right),
\end{array}\right.
$$

with $V_{1}$ and $V_{2}$ two random variables. Then, with Lemma 2,

$$
\begin{align*}
& \left\lvert\, \begin{aligned}
\left|\Delta_{3, n}\right| & \leq\left\|\phi^{\prime \prime}\right\|_{\infty} \cdot\left|\frac{k(n)}{n} \sigma_{p}^{2}-\sigma^{2}\right| \\
& \leq\left\|\phi^{\prime \prime}\right\|_{\infty} \cdot\left(\frac{p(n) \cdot k(n)}{n}\left|\sigma^{2}-\frac{1}{p(n)} \sigma_{p}^{2}\right|+\frac{n-p(n) \cdot k(n)}{n} \sigma^{2}\right) \\
& \leq c \cdot\left(\log (p(n)) \cdot p^{-1}(n)+p(n)^{1-\frac{\alpha(m-2 a)}{m-1}}+\frac{q(n)}{p(n)}\right) \\
\text { and therefore }\left|\Delta_{3, n}\right| & \leq c \cdot\left(n^{-\beta} \cdot \log n+n^{\beta-\frac{\alpha \cdot \beta \cdot(m-2 a)}{m-1}}+n^{\gamma-\beta}\right) .
\end{aligned} \$=\right.\text {. }
\end{align*}
$$

$\operatorname{Term} \Delta_{2, n}$. Let $\left(N_{i}\right)_{1 \leq i \leq k(n)}$ be independent $\mathcal{N}\left(0, \sigma_{p}^{2}\right)$-Gaussian random variables, independent of the process $\left(x_{i}\right)_{i \in \mathbb{Z}}$ (such variables classically exist if the underlying probability space is rich enough). We define $\phi_{j}(t)=\mathbb{E}\left(\phi\left(\frac{1}{\sqrt{n}} t+\frac{1}{\sqrt{n}} \sum_{i=j+1}^{k(n)} N_{i}\right)\right)$ for $j=1, \ldots, k(n)$. In the sequel,
for simplicity, empty sums are set equal to 0 . Then:

$$
\begin{aligned}
\Delta_{2, n} & =\mathbb{E}\left(\phi\left(\frac{1}{\sqrt{n}} \sum_{j=1}^{k(n)} U_{j}\right)-\phi\left(N \sigma_{p} \sqrt{\frac{k(n)}{n}}\right)\right) \\
& =\sum_{j=1}^{k(n)} \mathbb{E}\left(\phi\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{j} U_{i}+\frac{1}{\sqrt{n}} \sum_{i=j+1}^{k(n)} N_{i}\right)-\phi\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{j-1} U_{i}+\frac{1}{\sqrt{n}} \sum_{i=j}^{k(n)} N_{i}\right)\right) \\
& =\sum_{j=1}^{k(n)} \mathbb{E} \nu_{j, n}
\end{aligned}
$$

with $\nu_{j, n}=\phi_{j}\left(Z_{j}+U_{j}\right)-\phi_{j}\left(Z_{j}+N_{j}\right)$ and $Z_{j}=\sum_{i=1}^{j-1} U_{i}$.
Moreover, $\left\|\phi_{j}^{(\ell)}\right\|_{\infty} \leq n^{-\ell / 2}\left\|\phi^{(\ell)}\right\|_{\infty}$ for $\ell=0,1,2,3$. Making two distinct Taylor expansions (up to order 2 and 3 respectively) we obtain the two following expressions with some random variables $L_{j}$ for $j=1,2,3,4$ :

$$
\begin{aligned}
\left.\nu_{j, n}-\left[\phi_{j}^{\prime}\left(Z_{j}\right)\left(U_{j}-N_{j}\right)+\frac{1}{2} \phi_{j}^{\prime \prime}\left(Z_{j}\right)\left(U_{j}^{2}-N_{j}^{2}\right)\right)\right]= & \frac{1}{6}\left(\phi_{j}^{(3)}\left(L_{1}\right) U_{j}^{3}-\phi_{j}^{(3)}\left(L_{2}\right) N_{j}^{3}\right) \\
= & \frac{1}{2}\left[\left(\phi_{j}^{\prime \prime}\left(L_{3}\right)-\phi_{j}^{\prime \prime}\left(Z_{j}\right)\right) U_{j}^{2}\right. \\
& \left.-\left(\phi_{j}^{\prime \prime}\left(L_{4}\right)-\phi_{j}^{\prime \prime}\left(Z_{j}\right)\right) N_{j}^{2}\right] \\
\left.\left\lvert\, \nu_{j, n}-\left[\phi_{j}^{\prime}\left(Z_{j}\right)\left(U_{j}-N_{j}\right)+\frac{1}{2} \phi_{j}^{\prime \prime}\left(Z_{j}\right)\left(U_{j}^{2}-N_{j}^{2}\right)\right)\right.\right] \mid \leq & c\left(\frac{\left|U_{j}\right|^{2}}{n} \wedge \frac{\left|U_{j}\right|^{3}}{n^{3 / 2}}+\frac{\left|N_{j}\right|^{2}}{n} \wedge \frac{\left|N_{j}\right|^{3}}{n^{3 / 2}}\right) \\
\leq & \frac{c}{n^{1+\delta / 2}}\left(\left|U_{j}\right|^{2+\delta}+\left|N_{j}\right|^{2+\delta}\right)
\end{aligned}
$$

because the sequence $\left(N_{j}\right)_{j}$ is independent of the sequence $\left(x_{j}\right)_{j}$, and thus independent of the sequence $\left(U_{j}\right)_{j}$, and with the two relations $\mathbb{E} U_{j}^{2}=\sigma_{p}^{2}=\mathbb{E} N_{j}^{2}$ and $s^{2} \wedge s^{3} \leq s^{2+\delta}$ with $\delta \in[0,1]$ (that is valid for all $s \geq 0$ ). Now with the inequality $\mathbb{E}\left|N_{j}\right|^{2+\delta}=\left(\mathbb{E} U_{j}^{2}\right)^{1+\delta / 2} \mathbb{E}|\mathcal{N}(0,1)|^{2+\delta} \leq c \cdot \mathbb{E}\left|U_{j}\right|^{2+\delta}$ we derive

$$
\left|\mathbb{E} \nu_{j, n}\right| \leq\left|\operatorname{Cov}\left(\phi_{j}^{\prime}\left(Z_{j}\right), U_{j}\right)\right|+\frac{1}{2} \cdot\left|\operatorname{Cov}\left(\phi_{j}^{\prime \prime}\left(Z_{j}\right), U_{j}^{2}\right)\right|+\frac{c}{n^{1+\delta / 2}} \cdot \mathbb{E}\left|U_{j}\right|^{2+\delta}
$$

Thus, using Lemma 3, with $C_{j}=\left|\operatorname{Cov}\left(\phi_{j}^{\prime}\left(Z_{j}\right), U_{j}\right)\right|$ and $C_{j}^{\prime}=\frac{1}{2}\left|\operatorname{Cov}\left(\phi_{j}^{\prime \prime}\left(Z_{j}\right), U_{j}^{2}\right)\right|$.,

$$
\begin{align*}
\left|\Delta_{2, n}\right| & \leq \sum_{j=1}^{k(n)}\left(C_{j}+C_{j}^{\prime}+c \cdot n^{-1-\delta / 2} p^{r}\right) \\
& \leq c \cdot n^{-\delta / 2} p^{r-1}+\sum_{j=1}^{k(n)}\left(C_{j}+C_{j}^{\prime}\right) \tag{20}
\end{align*}
$$

Now, we can write the random variables $U_{j}, U_{j}^{2}, \phi_{j}^{\prime}\left(Z_{j}\right), \phi_{j}^{\prime \prime}\left(Z_{j}\right)$ as functions $G:\left(\mathbb{R}^{d}\right)^{u} \rightarrow \mathbb{R}$ of $x_{i_{1}}, \ldots, x_{i_{u}}$. The important characteristics of such $G$ are driven by the following respective orders:
Random variable
Order $w$
$\|G\|_{\infty}$
$\operatorname{Lip} G$
$U_{j}^{(T)}$
$\left(U_{j}^{(T)}\right)^{2}$
$\phi_{j}^{\prime}\left(Z_{j}\right)$
$\phi_{j}^{\prime \prime}\left(Z_{j}\right)$
$p(n)$
$p(n)$
$\leq n$
$\leq n$

$$
\mathcal{O}\left(A \cdot p(n) T^{a}\right)
$$

$$
\mathcal{O}\left(A \cdot p(n) T^{a-1}\right)
$$

$$
\mathcal{O}\left(A^{2} \cdot p(n)^{2} T^{2 a-1}\right)
$$

$$
\mathcal{O}\left(A \cdot T^{a-1} n^{-1}\right)
$$

$$
\mathcal{O}\left(A \cdot T^{a-1} n^{-3 / 2}\right)
$$

In order to use the weak dependence device for these two random variables $C_{j}$ and $C_{j}^{\prime}$, we have to use truncation $U_{j}^{(T)}$ obtained by replacing $Y_{i}$ 's by $Y_{i}^{(T)}$ and then,

$$
\left\{\begin{array}{l}
C_{j} \leq C_{j}^{(T)}+c \cdot\left\|\phi^{\prime}\right\|_{\infty} \cdot \frac{p(n)}{\sqrt{n}} \cdot \mathbb{E}\left|E_{0}^{(T)}\right| \text { with } C_{j}^{(T)}=\left|\operatorname{Cov}\left(\phi_{j}^{\prime}\left(Z_{j}\right), U_{j}^{(T)}\right)\right| \\
C_{j}^{\prime} \leq C_{j}^{\prime(T)}+c \cdot\left\|\phi^{\prime \prime}\right\|_{\infty} \cdot \frac{p^{2}(n)}{n} \cdot \mathbb{E}\left|Y_{0}^{2}-\left(Y_{0}^{(T)}\right)^{2}\right| \text { with } C_{j}^{\prime(T)}=\frac{1}{2}\left|\operatorname{Cov}\left(\phi_{j}^{\prime \prime}\left(Z_{j}\right),\left(U_{j}^{(T)}\right)^{2}\right)\right|
\end{array}\right.
$$

From the previous bounds, we obtain:

$$
\begin{aligned}
C_{j}^{(T)} & \leq c \cdot A^{2} \cdot\left(p(n) \cdot T^{2 a-1}+\left\|\phi^{\prime}\right\|_{\infty} \cdot p(n)^{2} \cdot T^{a-1} \cdot n^{-1 / 2}\right) \cdot \eta_{q(n)} \\
C_{j}^{\prime(T)} & \leq c \cdot A^{3} \cdot\left(p(n)^{2} \cdot T^{3 a-1} \cdot n^{-1 / 2}+\left\|\phi^{\prime \prime}\right\|_{\infty} \cdot p(n)^{3} \cdot T^{2 a-1} \cdot n^{-1}\right) \cdot \eta_{q(n)}
\end{aligned}
$$

For this, one should mention that if $s \in \mathbb{N}^{*}$, the function $G_{T}^{(s)}$ defined on $\mathbb{R}^{d s}$ as $G_{T}^{(s)}\left(u_{1}, \ldots, u_{s}\right)=$ $\prod_{j=1}^{s}\left(h\left(F_{T}\left(u_{j}\right)\right)-\mathbb{E}\left[h\left(F_{T}\left(x_{0}\right)\right)\right]\right)$ satisfies $\left\|G_{T}^{(s)}\right\|_{\infty} \leq T^{s a}$ and $\operatorname{Lip} G_{T}^{(s)} \leq c \cdot A^{s} \cdot T^{s a-1}$.

Thus,

$$
\left\{\begin{array}{l}
C_{j} \leq c \cdot A^{3} \cdot\left(\frac{p(n) \cdot}{\sqrt{n}} T^{a-m}+\left(p(n) \cdot T^{2 a-1}+\frac{p^{2}(n)}{\sqrt{n}} T^{a-1}\right) \eta_{q(n)}\right)  \tag{21}\\
C_{j}^{\prime} \leq c \cdot A^{3}\left(\frac{p^{2}(n)}{n} \cdot T^{2 a-m}+\left(\frac{p^{2}(n)}{\sqrt{n}} \cdot T^{3 a-1}+\frac{p^{3}(n)}{n} \cdot T^{2 a-1}\right) \cdot \eta_{q(n)}\right)
\end{array}\right.
$$

from relation (17), and because with inequalities (13),

$$
\mathbb{E}\left|Y_{0}^{2}-\left(Y_{0}^{(T)}\right)^{2}\right| \leq \mathbb{E}\left|E_{0}^{(T)}\right|^{2}+2 \mathbb{E}\left(\left|Y_{0}^{(T)}\right| \cdot\left|E_{0}^{(T)}\right|\right) \leq c \cdot T^{2 a-m}
$$

Now, those bounds have to be minimized in $n$ by choosing $T$ as a function of $n$. We assume $\beta<1 / 2$ and hence $C_{j}$ and $C_{j}^{\prime}$ are minimized by selecting $T=n^{\frac{\alpha \gamma-1 / 2}{a+m-1}}$, that implies:

$$
\left\{\begin{array}{l}
C_{j} \leq c \cdot A^{3} \cdot n^{\beta-1 / 2-(\alpha \gamma-1 / 2)\left(\frac{m-a}{m+a-1}\right)} \\
C_{j}^{\prime} \leq c \cdot A^{3} \cdot n^{2 \beta-1-(\alpha \gamma-1 / 2)\left(\frac{m-2 a}{m+a-1}\right)}
\end{array}\right.
$$

under the conditions $\frac{1}{2 \alpha}<\gamma<\beta<\frac{1}{2}$. Finally, from (20), we obtain the following bound:

$$
\begin{equation*}
\left|\Delta_{2, n}\right| \leq c \cdot A^{3} \cdot\left(n^{\beta(r-1)-\delta / 2}+n^{1 / 2-(\alpha \gamma-1 / 2)\left(\frac{m-a}{m+a-1}\right)}+n^{\beta-(\alpha \gamma-1 / 2)\left(\frac{m-2 a}{m+a-1}\right)}\right) \tag{22}
\end{equation*}
$$

Therefore, inequalities (18), (19), (22) and condition $\frac{1}{2 \alpha}<\gamma<\beta<\frac{1}{2}$ provide:

$$
\left|\Delta_{n}\right| \leq c \cdot A^{3} \cdot n^{\max \left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)} \quad \text { with } \quad\left\{\begin{array}{l}
p_{1}=\beta\left(1-\alpha \cdot \frac{m-2 a}{m-1}\right)  \tag{23}\\
p_{2}=\gamma-\beta \\
p_{3}=\beta\left(1+\delta-\left(\frac{m-2 a-a \delta}{m-1}\right)\right)-\delta / 2 \\
p_{4}=1 / 2-(\alpha \gamma-1 / 2)\left(\frac{m-a}{m+a-1}\right) \\
p_{5}=\beta-(\alpha \gamma-1 / 2)\left(\frac{m-2 a}{m+a-1}\right)
\end{array}\right.
$$

We have the possibility to make varying $\delta, \beta, \gamma$ (with certain conditions) for:

1. obtaining conditions on $\alpha$ and $m$, such that it exists $\delta, \beta, \gamma$ satisfying $\max \left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)<0$;
2. minimizing $\max \left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)$ with an optimal choice of $\delta, \beta, \gamma$ under the previous conditions.

To solve 1., the condition $p_{3}<0$ implies $\beta<\frac{m-2 a}{2(m-a)}$ with the optimal choice $\delta=m / a-2$. Moreover, condition $p_{4}<0$, implies $\gamma>\frac{1}{2 \alpha}\left(\frac{2 m-1}{m-a}\right)$. As a consequence, $\max \left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)<$ 0 is satisfied when:

$$
\begin{equation*}
\frac{1}{2 \alpha}\left(\frac{2 m-1}{m-a}\right)<\gamma<\beta<\frac{m-2 a}{2(m-a)} \quad \Longrightarrow \quad \alpha>\frac{2 m-1}{m-2 a} \tag{24}
\end{equation*}
$$

To solve 2 ., fist we show that only coefficients $p_{2}, p_{3}$ and $p_{4}$ have to be considered for the minimization (under conditions (24), coefficients $p_{1}$ and $p_{5}$ are smaller than $p_{2}, p_{3}$ and $p_{4}$ ). Then, the optimal choice for $\gamma$ and $\delta$ is provided by the resolution of the system: $p_{2}=p_{3}$ and $p_{2}=p_{4}$, that implies to:

$$
\beta_{0}=\frac{m+2 a-1+\alpha(m-2 a)}{2(m+a-1+\alpha \cdot m)} \quad \text { and } \quad \gamma_{0}=\frac{3 m+2 a-2}{2(m+a-1+\alpha \cdot m)}
$$

and therefore, we obtain the optimal rate:

$$
\left|\Delta_{n}\right| \leq c \cdot A^{3} \cdot n^{-\lambda} \quad \text { with } \quad \lambda=\frac{\alpha(m-2 a)-2 m+1}{2(m+a-1+\alpha \cdot m)}
$$
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