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ABSTRACT

A model of a generalized information storage and retrieval system is
proposed. The model consists of six subsystems {or blocks): logical
procegsor, gelector, desceriptor, file, loeator, document file, and
analysis block. These suEsystemg function in a partial environment
defined by the wser and data bloecks. Proceeding from a wverbal descrip-
tion, a functional representation of each subsystem is developed. The
functional representation descxribes not only what is done but also, to
some degree, how tasks are accomplished within each subsystem. An
immediate resultAgf the funvtional representation is the definition

of a metalanguage for identifying some necessary characteristics of

e

higher level langudges used in the implementation of information storage

and retrieval systems.



INTRODUCTION

Lack of a recognized, well accepted theory of information retrieval has
provided a constant disturbance to some workers in this field. In the Fall, 1966
issue of the Forum (the newsletter of the Special Interest Group on Information
Retrieval), Lauren Doyle [5] refers to the "soecial rurmoil" created bty use of the
term "information retrieval', This upheaval stems, as he notes, from the inability
of people to accept a common definition of the term. With such disagreement on
the definition of "information retrieval", a more disparate perception of what
is enconpassed by the field is a natural consequence. Recognition and acceptance
of a theory is believed by some [3] to offer some hepe for reducing this diversity
of views., We admit our membership in this optimistic group, and our purpose is to
attempt a small step in the path toward establishment of some fundamental principles,

The fundamental description offered ia this paper is not proposed as a theory;
rather, we geek to identify an appreach by which a theory could evolve. Characterigtic
of this appr~ach are the dual objectives: (1) descriptiveness and (2) generality,

Deseriptiveness is necessary if we are to evolve an accepted rhaory, i.e. one con-

7.1

tributing te "rheory users' [3]. Generality or the integration of several

rmingly
distinet envities, characteristics, and/or methods into a single concegtual unit, is
a requirement of any thecry, but we are determined to avoid the usual coreguisite -

abstraction., Abstraction may prove necessary in subsequent stages of development,

but our present work is based on the practical objective of describing the functions

performed within an information retrieval system.
RELATED WORK

Several authors have proposed theories of information retrieval or documen—

A e i e

tation, and we survey only the recent attempte that include the perspective of

automatic information retrieval systems. A more comprehensive treatment, exploring
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various subdisciplines and techniques of mathematics applied in the modeling
of informaricon retrieval systems and subsystems, is given by Hayes {71. His
purpose is to identify the role and contribution of mathematical models rather
than to develop a theory of information retrieval.

Most theories of information retrieval (IR) begin with a specific aspect of
the total problem. Jonker [9] offers a theory that deals primarily with the
classification or indexing aspect. His idea of the descriptive continuum is
that the existing indexing systems form a continuum based on the average length of
index terms. This continuum would have at one extreme the indzwing systems using
single word terms; at the other extreme are the hierarchical classification
schemes in which the lengest possible terms are used. Since the cost of an
IR system is largely dependent ou the indexing task, Jonker [9, p. 1311-1312]
argues that total system costs are reflectad in the position of an indexing
system on the continuum. More recently, Soergel [12] proposes a formal system
representation of documentation systems in terms of the classification and query
scarch functions. Using primarily a set-theoretic approach, Soergel is able to
construct a classification of IR systems based on the relationships among descriptor
and query components, i.a. indexing terms in the former case and query terms in the
lutter. Turslki [15] proposes a model of an IR system focused on a formal duvelop~
ment of the thesaurus concept.

Tn hie recent text Salton [1l] summarizes three approaches to modeling IR

systems. From these models certain theoretical relationships can be derived.

One approach is based on the search function, i.e. the relationship between the
specified set of query terms and the resulting document set retrieved. An IR
system (I) is defined by the triple

I = (b, R, T)

where




D iz ths finite set of documents,
R is the request language (finite set of request terms),
T is a function mapping R into all possible subsets of D.

Given the requests r and s from a& partially ordered set R, and if the ordering

. , ; . , ;D ;
(<) is such that s < r, then the retrieval function T: R + 2~ defines an

inclusive retrieval system if

s £ r > T(r) € T(s).

A second approach is to model the IR system with respect to the classification

function. This approach, stemming from the earlier work of Mooers [10], defines

an IR system as
I = (D,R,C,X,F)
where in addition to the document set (D) and request language (R)

C is the classification language,

X i3 the classification function, i.e

F is a function mapping the request 1
all possible subsets of the classi
i.e. Fr R - 20,

X: D=+ C, and
guage (set) into

The retrieval function T: R =+ 2P is then defined in terms of the functions X
and F, i.e. given the request r the set of documents d returnad is
T(r) = 1d|X{d) & B(x)}.

Mocers uses the Lagic concepts above to classify IR systeoms: (1) descoantovs
{asscciation of a set of terms with each document), (2) characters witn bilevarchy
(an hierarchical classification scheme), and (3) characters with logic (characters
conbined by logical operations). Mooers [10, p. 1332] defines a character as a
verbal symbol which (a) can be independently manipulated, (b) is primitive (non-
decomposable), (c) has definite meaning, and (d) is from a finite repertory.

A third approach discussed by Salton uses graph theory as the modeling

technique,
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FILMED FROM BEST AVA%LABLE COEY
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chosen to avoid mathematical developmonts -f an

Other autlicrs have
theory and preferred to concentrate on formulating the fundamental problems.
For example, Swanscn [13] gives a thought—-provoking discussion of the several
subproblems - indewing, file organization, and performance regquirements — com-—

prising the general IR problem.
THE FUNCTIONAL LANGUAGE AFPROACH

Conecern with the languages of information retrieval has be:n demonstrated by

at least three authors. Dolby [4] reviews the population of programming languages

and discusses thedir relative capability for IR applications. He concentrates on

assembly languages, COBOL, FL/I, and several specilal purp2o

and list processing, languages. Vickery [18] relates the function of an IR

language to the indexing and search tasks, providing a description of Yunguionsg
o g b 13 g I

thar may be performed in some particelsr syvstems, Fairth

algebraic representarica of IR languages that seeks to
among terms i the gystem vocabulary.

Our approach s to proopose a model of a generclized UE ¢ ol.on.

% comprised ol six 0 Leyvslems with distinet functions. We usg wall

o represent these subsystem functiones, One -

marasmng Lo ont . o

functiovul representation is to define a metalanpuage describingz not coniy what
£ g & ¥y what

happens within the JR system but, to some degree, how it happens. In this respect
we differ [rom previous approaches but at the potential expense of sacrificing

generality. 1In this effort we have emphasized descriptiveness.

1We have shown the model teo represent adequately four IR sysiems described
in the literature, QUERY, GIPSY, BIRS and SMART [2].
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FUNCTIONAL REFRESENTATION

One difficulty in develeoping a theory of information retrieval is the
lack of a well defined, completely comprehensive, existing system. In contrast
with the physical sciences, no entity is available for our examination. Con-
sequently, the comparison of the theory with the physical process, i.e. retrieving
information, is impossible. Thus, as Soergel [12, p. 170] notes, we must begin
with a preconceived model around which the theoretical framework can be structured.
We propose a generalized model of an IR system; identifying the six subsystems
and the environment in which the total system functions, i.e. the user and data
populations. Each subsystem is called a "blocek" (or module), and the user and
data populations also constitute "blocks". The blocks are examined independently,
and each subsystem is represénted in terms of the language requirements for im-

plementing that block.

The Generalized Model

Figure 1 shows the generalizad model of an information storsge and vetricval
system (IR syerem) propossd in the earlier work by Crouch [2]. The structural
similarity t< models proposed by cother authers, notably Vickery [L61, dis

4

acknowledg:d., o develuping the representation of the IR systam, wa concaunbrnia
on the functions executed by or within each subsystem (the rectanguiar blocks).
Toguther rhe user and data blocks serve to define the partial environment in which
the system operates, Ihé total environment would include the funders or operators
of the system with considerations of policy and economics of operation. A brief
degcription of the relationships among the blocks follows.

The user (generally assumed to be unfamiliar with mechanized ISR systems or
digitai computers) inputs its query to the system. The query is taken by the

logical processor which operates on the query and outputs to the selector the

query in terms of descriptors or index terms. The gelector uses the descriptors

- 7
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to search the deseriptor file (or index). The resultant specifications, i.e.,
peinters to those documents which have successfully satisfied the search according
Lo some pre-established criteria, are returmed to the seilector. The selecter,
which may or may not operate on these specifications, sends the final selectad
specifications to the Zocator, which uses this information to search the

docwment file. The documents themselves are returned first to the loeatocr and
from there to the user.

The second part of the environment definition is the data. Datea enters the
system at the analysis block. The analysis block operates on the input to produce
two oubtpuLs--a representation of the document in terms of descriptors, to be stored
in the deseriptor file along with a pointer to the document in the document fila,
and a reference to the document itself (i.e., an ddentifier) to be stored in the
document file.

Note the three feedback loops involving the user:

(1) from the wuser to the logical processor and back to the user,

(2) from the user to the logical processor and selector then back

to the uger, and

(3) from the ngor te the logical processor, selector, and

Ehies £o the wser,

In the first case, the logical processor is asking the user to re~formulate,

clarify, or augment his query. In the second case, the selector is requesting f

user approval of the selected specifications, i.e. for the wser to designate

from amongst the set those that most accurately describe his needs.
We assume that all information stored within the system enters through the .
analysis block; thus any informatien concerning the user, his use of the system,

or resulting from this use must be viewed as imput to the analysis block.

ERIC 9



Description of the Environment

The environment is described by the wser and datg blocks. Ecconomic aspects
of system operatian are ignored; so that we actually describe a partial environ-
ment. QOur assumptions about this environment are limited. We consider that the
user is motivated by a need for information and interacts with the IR system in
his attempt to satisfy this need. Perhaps being quite unknowledgeable of the
system structure and/or capability; nevertheless, he is able to supply the initial

character string in interaction with the system. We designate the input query Y

Hy

to be the set of all strings initially used to describe the :r:x» need for infer-

"

mation,

The second part of the enwvironment, the dataz block, comprisss the raw material
input to the IR system. We assume this input to be unprocessed fewtual material
in the recorded form convenient to the system. Although certain conventions may
be followed in compiling this material for input, no manipulation bv trained
personnel prior to entryy is assumed, No doubt the form of this raw material can
influence the system's nrocessing effectiveness (reducing the requirements for

matarial

automatic content snalvsie [15, 71 for example), but for cur nury

ig considered as a get of recorded symbols recognizable by the ane block,

This set of recognizable recorded symbols is called a
D:: = . -
) {lo 1 | Loyl e A}

where each document is composed of a finite number of symbols (characters)

[ai], i.e. single character strings which are members of the finite symbol set A.

We impose few requirements on the wuser and dgftg blocks, consequently forcing

2All symbols and notation used, except the operators in Table 1, are defined in
the Appendix in addition to their definition in the body of the paper.

e 0 A SN B e S R s
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the IR system to accept an inecreased responsibility at two points—~the logiecal
processor and arnalysis blocks. 1In fact, we see nothing at this time to prevent
the IR system's serving either a fact retrieval or document retrieval purpose;

however, the representation of the blocks corresponding to the six IR subsystems
(the Zogical processor, selector, deseriptor file, Locator, docwnent file, and

analysis block) is oriented toward document retrieval.

A Language Approach to Functional Representation

The symbols used in specifying the functional representation are defined in
the Appendix. Wherever possible we have attempted to follow "conventions" em—
ployed in programming language definition. or the "usual" mathematical notation.
Unfortunately, no single set of symbols and no standard terminology are univer—
sally accepted; hence, we apologize a priori to the reader for our failure to
adhere to his individual preference,

The operatoxrs used iﬁ the functional representation are defined in Table 1,

Basic definitions used in the development of the representatiorn are given in Table

2. Necessary additional notation is introduced within the development of each

block.

ERIC



Operator Description/Definition Use

+ comparison compares element on left side
of operator toc every element
of the set on the right side
of the operator

Q parentheses alters usual left-to-right
execution of Boolean expression
by giving higher priority to
operations to be performed within
innermost nested parentheses

@ relational (=,=,>,>,<,%) e denotes any member of the set
of relational operators

o logical (A,V) o denotes any member of the set
of logical operators. Both and
(A) and oxr (V) have the same
priority, modified only by the
presence of parentheses

Zo.i.axv(x)] the app;icaticn of the operator

o to the set X te form a string
(where square brackets denote that
the contents of the brackets is
considered a string, and v(X)
denotes the number of elements in :
the set X) %

K s ®» 3 -
oX QX.;[XlDX

string concatenation ;

i
Q

1% 417

e

Loy Taley g 1e

Table 1, Operators Used in the Functional Representation 1

ERIC . 42
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Notation Description
D a document
d a descriptor
D::={D set of all documents
As:={d set of all descriptors
R (x) a, contents of record R corresponding
to record identifier x, or
b. a set of items associated with
identifier x, or
c. a mapping which associates with
¥ a set of items R(x)
Q(D) set of descriptors asseciated with
(describing) document D
T(d) set of documents (document identifiers)
associated with (described by) descriptor d
v(x) value associated with =
G::={g} set of all grammatical constructions (punctuatios
symbols, non-meaningful strings)
Us:={u} set of all query terms

A::g{[ai],ifl,?,.,i,v(A)}

the symbol set recognizable by the system

Table 2.

Basic Definitions in the Functional Representation

13
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The Logieal Processor

We assume that the query is expressed in a restricted natural language;
if desirable the degree of restriction could be minor. The primary task of the
logical processor is to accept the query as input and to produce a reduced query,
i.e. the query expressed in the system's vocabulary, as output to the gelector.
Production of the reduced query can be subdivided imto the following tasks:
(1) query recognition - identifying the input string Y as a
legitimate query and possibly performing a syntactic
analysis of the input either independently or in dialogue
with the mser to enable modification according to system
requirements;
(2) query reduction - removing all grammatical constructions
and nonsubstantive words unrelated to the supposed
"information content' of the query;
(3) normalization — expanding the query by dictionary reference
in the process of translating the input strings into terms
consistent with thesystem vocabulary; and
(4) pre-search activities - using the formulation of the query
resulting from the three previous tasks, to allow user feed-
back in further query modification,
We can represent the function of the logical processor by beginning wtth
the query input string ¥, i.e.
Yi: = {vy}
where the set of all substrings y comprise the query Y. An essential assumption
is the left—-to—right ordered scan of all character strings, those produced as
well as those supplied. Thus all strings are examined in a left-to-right order
unless precedence operators, e.g. the parentheses characters, are present to
alter this order. We assume the permitted operator set to be composed of the
precedence operators ( , ) and the:.logical operators

o:: = {A,V}

(with the negation operator omitted).
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Let

G::={g}, the set of all grammatical constructions (punctuation)
and non-substantive terms, and

U::={u}, the universal set of all query terms,
then the set of all possible (Boolean) queries is defined recursively as the
set of strings
B::=U| (B) | BoB
During the query recognition phase, denoted by the subscript R,3 the logieal
procesegor (L) acts either to reject the query (if it is not syntactically
recognizable) or to augment it (in the case of incomplete syntax)
Lo (Y Ulylfe) =¥,
where {y} may be null and the rejection, indicated by ¢, obviously prompts some error
message.
The Zogical processor begins the query reduction task with a string Y {possibly
different from that submitted to the query recognition phase) where
Y={u"Ue"}and U" ¢ U, ¢” ¢ G.
In the query reduction phase the logieal processor is applied to constyuct Y
(the reduced query) o member of the Boolean query set dmplicit in Y.
LP: P{Y) = ¥7

with all g € G stripped away. The query reduction function P acts on the ordered

sequence as follows

P(Y) = {P(Y1>, P(yz)S"" P(YU(Y)>}

where V(Y) indicates the number of elements in Y. Note that the order of Y is %

-

preserved in Y7, i.e. for U”::={u} then the scan of Y causes uy to be the first Yy

i

such that y;=u, u € U, etc,

3The use of a subscript on a function symbol, e.g. L, serves only to identify a
particular task of a more comprehensive function in this case the logieal processoxr.

No relationship is intended between the function and the entities to which it is

ERIC . 15
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For example, the input to the quary reduction phase is scanned so as to
form strings with each string [{y]l, having one of the properties:

(1) consisting entirely of meaningful characters,

(2) consisting entirely of non-meaningful characters
(punctuation, blanks, articles, etc.), or

(3) consisting entirely of one or more reserved characters
(parentheses .or logical characters).

The query reduction operation causes the following wvalue assignments

y=u, u € U
=|i 11
y="and"
yfnc’_rn
A y=g, 8 € G
(E)Uy otherwise

P(y)+

B>~ ~E

where M(E) is an error message activated by the attempt to process V.
In the normalization or expansion phase, each meaningful term u is used to
identify the subset of all descriptors associated with u, i.e. N(u).

Ly Y* + plvN(e)] = Y77

N(u) 1if e = u
where N(e) =
_— ctherwise
The decomposition function p[oX] breaks the string of terms and logical

operatorg inte separate elements

D[QX]::=p[xlcxzc.i.cxch)]

b P

= {xl,o,ﬁzgc,..;,o, xv{x)}
and forms the set Y”” byits operation on Y”. Members of YY"~ are parentheses, the
logical operators (A,V) and discriptors (d) from the set of all descriptors

(Az::={d}). . %

ERIC 46
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The function of the logical processor in presearch activities would involve
repetition of these three phases. One can visualize the function of the logical

processor to be defined in terms of the individual task functiomns

Li:= LN{LP{ER{-—}}L

The Selector

The selector, using the processed form of the query (¥"7) as input, retrieves
from the deseriptor file the set of all documents associated with each descriptor
(d € Y'), The indicated logical operations are then performed in the order
specified (by the use of parentheses). The result is a set of selected specifi-
cations, i.e. the set of all document identifiers assoclated with the initial
query. In addition, selected specifications, e.g. a document listing, the number
of documents associated with each d, etc., may be returned to the user. This is
often termed post-search activity,

In representing the function of the selector, we must consider the relation-
ship between this block and the deseriptor file. We represent the deseriptor file
essentially as a passive block acted upon by the selector (and the analysis block).
Let §2 be the function which evaluates any valid set expression. The Function of

the selector (Sd) with respect to the deseriptor file is represented as

S v s Q((d - (D["("VT(d)")"])V dEY"i;), V > U , A= n) D~ (_: 5

d:

where D is the set of all documents.

While appearing complex, the representation of the selector is quite

straightforward, Consider the simple example

1'7
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V! C:dz!,\s d >}

7713 3,’

with the following document references

dl refers to D D D,

d2 refers to D

dS refers to D4: D7.

The actions of the szelector are:

(1) identify the document set T(d) associated with d, e.g.

for dl

(2) "or" the members of the document set (in a sense this

- {DB, Ds, DE};

creates a string) and enclose them in parentheses, e.g.

for d,;-(Dy V Dz VD.);
(3) apply the decomposition function to T(d) in its string

form and replace d by T(d), e.g. for dl - (DB’ v, DS, v, DE);
(4) this is repeated for all d € Y™~ to give the result, e.g.
{(D3,V, Dy, v, DLV, (@, V, DA, (0, V, D)D)
(5) all logical operators are replaced by the union and intersection

operators and the result is evaluated by applying &

(;Up UnHU (@, UDs) N, UDD))
producing the set of documents D, e.g.

{p DG}.

35 Dé! DS!

The second function (sometimes called post-search activity) of the selector

is to operate on D” in some manner so as to return some aspect of D” to the

Uger.

We use the notation v(D?) to indicate some "value'" associated with D7 as

the output.

Su: D7 > v(®)

The nature of v(D”) is system dependent,

ERIC
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Representing both functions of the selector (8) requires the execution of the
document selection followed by post-—search activity, i.e.

S::=5 {5&{;}},

i u
The Deseriptor File

Representation of the descriptor file begins with two assumptions:
(1) The hardware capability of the system is similar
to that of many existing systems; it includes
(besides a large mass memory and multiple tape
units) a number of auxiliary storage devices such
as disc, drum, and/or data cell, With the possible
exception of an interactive capability through
teletypewriter, it includes no specialized hardware
devices, :
(2) The main concern in dur generalized retrieval
- system is single query processing (i.e., the guery
of the individual user), rather than the batch
processing of multiple queries.
The descriptor file is viewed as passive as we note above. We can characterize
it by representing its organization ratheyr ihan prescribing any active functions
performed by it. A similar app~-ach is taken by Hsaio and Harary [8] in representing
the search functions (selector) as they relate to various file (deseriptor file)
organizations,
We consider the system vocabulary to be changing (probably increasing) and
determined by the criteria invoked in the analysis bloct (no static thesaurus
is assumed). Furthermore, we assume no weightings are applied to descriptors.
The essential task is to represent the process by which the set T(d) is defined

for the three principal file organization techn’ques: serial, inverted, and

multilist,

L8 19
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l. The Serial File

A typical serial file entry is seen as follows:

VCD) diidj ;Iii : dk_ :iib ‘; dm

Agsociated with each document D is a set R(D) of terms
or descriptors, di' The serial file may then be characterized

by:

(1) Q(D)::=R(D)

(2) I(d):ss{dwm + R(D), ¥ D e D’}

Thus T(d), the set 6f all documents associated with
descriptor d, is found by the following precess. First
d is compared to every element of the set R(D). If 4
is an element of R(D), v(D) (the associated document tag}
is returned. The comparison is made for all D contained
in the set D.

2. The Inverted File

A typical inverted file entry is reproduced below.

. E v(Dm)

i

dfvm)ivD) 1 vy

That is, associated with every descriptor d is a set R(d)
of documents Di‘ Inverted file organization can be represented by:
(1) T(d@)::=R(d)

(2) i:'z(D):=={ch)d + R(A), ¥ d & A}

ERIC
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3. The Multilist File
Multilist file organization is somewhat more complex
than the others, since it involves the use of an additional
file, frequently called the Directory. Multilist file

organization is pictured below.

Directory Main File
S I T ) T T -
d. D N 3 i ! '
y v(D,) v(D,) djf v(Di): P é
®,) L v
v (D, ees | .
i : l: ;dj ;V(Dl) LI
, T T T v - }
v(Dl) ; fee. ld VA A
L S S e

All main file entries are of the form ajf ﬁg where

v(d,)ﬁV(Dk). The diagram shows the directory entry associated
J

with some specified descriptor dj and the corresponding main

i

file entries.
i Thus multilist file organization can be characterized by: i
L) T@:r={d 4y + RERW@) / v(@)= A} UR@)
(2) Q(D):::{VCD)d + T(d) ,'A d e A}
In each search of the descriptor file by the selector, the object of the search

is the set T(d).

ERIC
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The Locator

Just as the selector searches the deseriptor file in order to extract the
documents or document tags associated with each descriptor in the expanded query,
the Zocator (R) searches the document file to extract the record associated with
each document in the set (D7) passed to it by the selector. This record may con-
sist of the document title, an abstract, or an extract. In any case, the contents
of the docwnent file entry associated with the document are returned to the user
under the heading of "located documents.'" We represent the function of the Llocator
as simply:

R: {R(), ¥ DeD"} ~+ wuger

where R(D) is the entire data record (entry) associated with document D,

The Document File

The document file is composed of entries R(D) which are the IR system's repre-—
sentation of the corresponding documents. Formed by the analysis block, the system's
representation of each document is determined by the criteria applied there. We
assume that in every case gz unique document identifier v(D) is an entry in the

document record R(D),.

Vickery [17] states that document representation may be formed in three
ways: by simple extraction, by selective extraction, and by the assignment
of certain keys (e.g., standard descriptors). The analysis block may leave the
document (data) input virtually intact,-operating only to construct the document's

representation in the deseriptor file. Consequently, the entire, unaltered

document may serve as its representation,
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The document file, like the descriptor file, is considered a passive block.
In this case the Zoeator is the active block operating on the document file.
Similarly, the representation involves defining the file organization which is

assumed to be simply by the document identifier v(D) or an ordering based on

frequency of use. In either case the document file is organized according to some

attribute (or combination of attributes) of the record R(D) corresponding to the

document D.

R(Dl) R(DZ) cas R(Dj) N

Thus file organization is represented simply as R(D).

The Analysis Block

The analysis block constitutes the second entry point for input external
to the IR system (the other being the logical processor). The function of the

analysis block is to process the incoming data in order to produce two outputs:

(1) some indication of the contents of the
incoming document, to be stored in the
descriptor file along with a pointer to
the document in the document file, and

(2) a representation of the document itself

(i.e., the system's representation of the document) ,
to be stored in the document file.

Obtaining the description of the document's contents is commonly called the

indexing task.
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The importance of the indexing task has been noted by several authors
[16, p. 22}, [1, p. 317]. Automatic indexing techniques fall into four general
categories:

(1) permutation indexing,

(2) citatien indexing,’

(3) statistical procedures, or

(4) syntactic procedures,
While application of the techniques in each category require quite different
assumptions and utilize different aspects of thé data, they all operate on the
data with the same objective: to construct a set of descriptors that "... somehow
indicate (emphasis given originally) the information content of the document ..."
[, p. 317].

The second major task of the analystie block is the construction and storage
of a document representation in the document file. This representation would
include a document identifier, all the elements of a bibliographic reference
(author, title, publisher, etc.), and might include references, an abstract, and/or
the complete document text,

We should also note the possible use of clustering techniques within the

analysis block, In information retrieval, the object of clustering algorithms is !

Lo penerate groups of associated terms (for use in a thesaurus) or to form

document clusters facilitating the matching of the analyzed search request with the

document identifiers., The reéult is to simplify the retrieval process. .

We view the task of document representation as requiring some of the functions
employed in the indexing task. Usually the indexing task is much more complex ¥
while the document representation may be almost perfunctory. Considering the

indexing function of the analysis block, Vickery [16, pp. 21-22] recognizes three
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stages in the assignment of document descriptors:
(1) scan of the text to derive those words,
phrases, and/or sentences which best represent
information content,
(2) a decision as to which of the descriptors
are worthy of being recorded in the deseriptor
file, in view of the purpose of the system,
and
(3) the transformation of the selected descriptors
into a standard ''descriptor language," the re-
sulting terms of which serve as the entry or
entries in the deseriptor file.
We describe these three stages by two functions, i.e. the string formation function
(AF) and the descriptor determination funetion (Ad)i
Recall that a document (D) is defined as a set of strings, i.e.
D::={[ai]|[ai]EA}
In its raw, unprocessed form, the data entering the analysis block are members of
the finite symbol set A::E{[ai], i=1,2,...,v(A)}, which can be conaidered single
character strings. This set can be partitioned into two subsets
¢t caand c®ga
i , R
where GI is the set of terminator symbols and C the set of non-terminators and
cFnock =g,
Thus we represzent the data (a single unprocessed document) as a sei
D:e={[a,]|[a,] € Al.
i i
The scan of D is assumed to be from left to right.
The string formation function AF operates to form the set of descriptox
candidates A by concatenating the symbols [ai] to produce terms.
- T
. . [e - = [e ; = A,
Ags Glagl 3 loy]l € C o], ¥[a;] € D) = A

As a consequence of this operation the set A can be defined as a set of strings

pei={lal|lay) & c¥ ¥l & [0l).
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The descriptor determination function A4 operates on the set A to select those
descriptors to be inserted in the descriptor file.

A A= {d|d € Q)}

a4
where Q(D) is the set of all descriptors associated with document D. In this
manner no limitations are placed on the size of the descriptor vocabulary (A)

where X is the set of all descriptors

A::={al.
Again, we use an example to illustrate our representation. Let
,7‘1'__{ Y. s .
¢ = H:‘s:s :‘s?i!s":"s;/;(;)}
R o - . ’ , ] e
c” = {a,B,C,D,E,F,C,H,1,J,K,L,M,N,0,P,Q,R,S,T,U,V,W,X,7,2}

then A = CTL’CR, A sample from the input string follows:
THIS BOOK DESCRIBES THE USE OF THE DIGITAL COMPUTER IN THE WORLD OF INDUSTRY,
COMMERCE, AND BANKING. ...

Then the first five symbols are

[0, ] = "T"
la,] = "u"
lag] = 1"
la, 1 = "s"
[og] = "B"

The operation of AF regults in the set

A = {fa]l, [a]zj"‘? [u]]..?}

where [aly = "THIS", [a], = "BOOK",..., [al,, = "BANKING".

2
The criteria used in the selection of descriptors is system dependent.

Application of Ad to the set A is equivalent to applying the funciion to each

member of the set, i.e. for our example

dq: b = {Ad: [u]l, Agiladyye.., Adz[a]l7}

<6
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where 4;: [0] - 4 according to the eriteria applied, otherwise

Ayt [] - A . If a fixed descriptor wvocabulary is used, the descriptor

gualification 4 [z] =+ 4 is easily determined. 1In a system where a fixed

a°
vocabulary is not used, v (o) might be used to determine the result.

Thus the function 4, can produce a different set of descriptors Q(D)

d
depending on the criteria which are applied. For our example, let us assume
that Ad operates on the set of strings A associated with document D as
follows:
. = . " "o
Adqt laly = 442 "THIS" > A

. = . "maor"
Ags La]z = Ayt BOOK" - A

. = . 11 ~ T L1
Agt [a]s Ag DIGITAL" - d;
= i = - t 1 TR .

: [a]9 Aqt COMPUTER" ~ d,

i s - = . 1 1
A [a]lo Ayt INY > A

Two additional functions remain to be accomplished in the amalysis block,
and these relate to the file maintenance requirements., For the deseriptor file
the tasks required differ according to the file organization employed. We
denote the maintenance function required for the descriptor file by AM and
represent the activities as follows:

1., The Serial File

Ay {d]d e @@} > R(D)

2. The Inverted File

Ay: vDUR),¥d e QD)) +'R()
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3. The Multilist File

Ay fd|v(@ = A, ¥ de Q)+ ROD)

v(D) ~R(d),¥d > de {QM)NA®}
dv(d)+R(R(d)) [ v(d) = A

¥d 34d = {Q®N A}
v(D) = v(d)

Note that in each case the file maintenance function begins with the set
Q(D) produced by Ad‘
The serial and inverted file maintenance functions are simple. In the
serial file the descriptor set is assigned to a document record; while the
inverted file requires the addition of a document identifier to the set of
document identifiers referenced by each descriptor d, For the multilist file,
the first operation refers to the formation of a main file record, the second
describes the fgrmagién of a new directory record, and the :third describes
the setting of the main file link,r
After determination of the descriptor set Q(D) and its subsequent use

in file maintenance functiens, the analysis block operates on the original text

input to construct and/or maintain the docuwment file. This [unction involves

only the construction of the document record R(D) and the adiition of 4
document to the set of all documents.
4 (@ > RO)UIRMD), D e B}~ {R(M®), D e D)

In summary, the function of the analysis block (4) can be represented as

ari= <ayla la 013, aged>

where the angular brackets enclose an ordered pair.
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OBSERVATIONS ON THE FUNCTIONAL REPRESENTATTION

Figure 2 provides a summary of the functional representation of an IR
system. The verbal description of each block is replaced by the functional ]
representation. The descriptor file and document file are indicated to be
passive entities by the nature of their interaction with the sgselector,

Locator, and analysis blocks. In addition to representing the function of :
each block, the production or output of one block that serves as input to
another is identified for each interaction between active blocks.

Several observations on the functional representation seem appropriate.
First, our purpose is to describe not only what is done in an IR system but
also, to some degree, h@wiit is done. The functional representation serves
this purpose, and in so doing defines a metalanguage for IR languages. Second,
we have strived for descriptiveness at the possible sacrifice of generality.
Our contention is that an immediate result of the funetional representation

is a metalanguage that provides useful information on the capability of higher

level programming languages used to implement either the entire IR system or

any subsystem. In the earlier work by Crouch [2], an algorithm, based oo the

metalanguage, is described that provides a quantitative evaluation of the data

eI s L T e T w b e e wa © 0 e

structure and operator capabilities of several programming languages.

Finally, the functional representation furnishes a direction that offers i
some promise in the identification of common ideas, practices, and methods ;
and the eventual integration of these into a coherent body of concepts. A ;
theory evolving in this direction should prove sufficiently descriptive to

"theory users'.
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Al
APPENDIX
Notation Description
= definition sign
= equivalence
{a I condition} . "set of all a, for which condition holds"
<D an ordered pair
{3} any set
[ 1] any string
& null set
£ "is an element of"
-+ replacement (or assignment)
@ : any binary relation (=,#,%,7,%,%)
o any Boolean relation (A,V)
Q the set evaluation function
: ' function operatoy
vD {p;, 1 =1, 2,...,n} where Dig:ﬁ
) (?ﬁor all p")
3 Y"zuch that"
AN corjunction, disjuncrion
A null field
U unlon of sets
] alternative (A|B ::=A or B)
noLu" literal string delimiters
intersection of sets
AS the coﬁplément of zeb A (Aczzg{xlx ¢ A},
¥ , blank character

Table Al. Notation Used in the Functional Representation
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Note: t is the value returned {yu:t
subscript)

, X > T
f(x) / yoz ::= ﬁn__%k_f(r} -
— false ysz
true return r

N X =+ r
{£(x) / yozl}::= — > f(r) > r
return r
— false ye=z
true

Table A2, Definition of Special Functions
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