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Abstract. Most slope limiter functions in high-resolution finite volume methods to solve hyper-
bolic conservation laws are designed assuming one-dimensional uniform grids, and they are also used
to compute slope limiters in computations on non-uniform rectilinear grids. However, this strategy
may lead to either loss of total variation diminishing (TVD) stability for 1D linear problems or
the loss of formal second-order accuracy if the grid is highly non-uniform. This is especially true
when the limiter function is not piecewise linear. Numerical evidences are provided to support this
argument for two popular finite volume strategies: MUSCL in space and method of lines in time
(MUSCL-MOL), and capacity-form differencing. In order to deal with this issue, this paper presents
a general approach to study and enhance the slope limiter functions for highly non-uniform grids in
the MUSCL-MOL framework. This approach extends the classical reconstruct-evolve-project pro-
cedure to general grids, and it gives sufficient conditions for a slope limiter function leading to a
TVD stable, formal second-order accuracy in space, and symmetry preserving numerical scheme on
arbitrary grids. Several widely used limiter functions, including the smooth ones by van Leer and
van Albada, are enhanced to satisfy these conditions. These properties are confirmed by solving
various one-dimensional and two-dimensional benchmark problems using the enhanced limiters on
highly non-uniform rectilinear grids.

Key words. finite volume method, MUSCL, capacity-form differencing, slope limiter, non-
uniform rectilinear grid, TVD stability, symmetry preserving
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1. Introduction. Limiting strategies are often employed in high-resolution finite
volume methods (FVM) to solve scientific and engineering problems that are governed
by time-dependent hyperbolic conservation laws. These problems are usually char-
acterized by discontinuous solutions at finite time even when the initial conditions
are smooth. Practical limiting strategies include the slope limiters [23, 14, 4, 10] and
the flux limiters [2, 28, 5], and they are equivalent to each other in certain situa-
tions. In both cases, the limiters are computed by evaluating a limiter function with
a smoothness monitor as input, which measures the local solution regularity. These
limiter functions are originally designed using one-dimensional uniform grids. It is
in this simple situation a number of properties, such as total variation diminishing
(TVD) stability, formal second-order accuracy in space for smooth solutions, and the
symmetry-preserving property are guaranteed for solving 1D linear problems by us-
ing these limiter functions. However, in practical computations they are often applied
in computations using non-uniform grids. The limitations of this strategy are well
documented in literature [25, 1].

The limitations are further shown in this paper (Sections 2, 5, and 6) by numerical
examples. In particular, two different finite volume methodologies are considered in
these examples: (1) the monotonic upstream-centered scheme for conservation laws
(MUSCL) in space and method of lines (MOL) in time, referred to as MUSCL-MOL
in this paper, and (2) the capacity-form differencing. Note that different implementa-
tions may lead to different numerical properties on non-uniform grids, but the general
observation is that either the TVD stability or the formally second-order spatial ac-
curacy will be lost, unless the piecewise linear limiter functions (such as the minmod,
superbee, or monotonized central (MC) limiters) are used with care (more details are
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2 X. ZENG

offered in Section 5). Because non-smooth limiter functions cause convergence diffi-
culties for steady-state computations [25], using piecewise linear limiters is not always
a solution to circumvent the aforementioned limitations.

This brings out the main question to be answered in the present paper: how to
analyze and enhance the slope limiter functions on general rectilinear grids, so that all
the desired properties (TVD stability, formal second-order accuracy, and symmetry-
preserving) are maintained on these grids. To this end, this paper starts with the
MUSCL-MOL framework, and chooses a representative implementation, which leads
to the loss of second-order accuracy but retaining the TVD stability (in the 1D linear
case) if conventional limiter functions are used. The effects of limiters are studied
by extending the classical reconstruct-evolve-project (REP) procedure [7] to take into
account of the non-uniformity of the grids. The analysis leads to sufficient condi-
tions that a slope limiter function should satisfy, so that the TVD stability, second-
order accuracy, and the symmetry-preserving property are preserved on general one-
dimensional grids. Several most widely used limiter functions are enhanced, so that
they satisfy these conditions. In particular, the enhanced minmod, superbee, and MC
limiters have exactly the same form as given in [1]; the enhanced van Leer limiter is
smoother than the one in the same reference; and the enhanced van Albada limiter,
to the knowledge of the author, is the first time proposed.

These sufficient conditions may not be valid for other MUSCL implementation,
but the methodology extends naturally. However, the methodology does not apply
to the capacity-form differencing, mainly due to the reason that the latter uses the
classical Riemann problem to approximate the Riemann problem of the governing
equation rewritten in capacity-form [13]. For this reason, using conventional limiters
may not be fully responsible to the loss of stability or accuracy of the capacity-form
differencing on non-uniform grids, as observed in the numerical examples in this paper.

The remainder of the paper is organized as follows. Section 2 briefly reviews
MUSCL-MOL and presents a case study to demonstrate the limitation of conventional
limiter functions for a particular implementation of MUSCL on highly non-uniform
grids. The slope limiters are studied using an extension of the REP procedure in Sec-
tion 3, in which sufficient conditions are derived for designing slope limiter functions
such that the resulting schemes are TVD stable, second-order accurate in space and
preserve symmetric solutions. Section 4 contains enhancements to several most widely
used limiter functions, so that they satisfy these conditions. Further 1D and 2D exam-
ples are present in Section 5 and Section 6, respectively, to confirm that the enhanced
limiter functions perform as expected, and to compare the results with alternative
strategies including MUSCL with a different implementation and the capacity-form
differencing. Finally, Section 7 concludes this paper.

2. Review of MUSCL and Case study.

2.1. The MUSCL scheme. Consider applying the MUSCL scheme [23] to solve
the 1D scalar conservation law

ut + f(u)x = 0 (2.1)

The computational domain Ω is divided into cells Ωi = [xi−1/2, xi+1/2], where · · · <
xi−1/2 < xi+1/2 < xi+3/2 < · · · are cell faces. The center of Ωi is xi = (xi−1/2 +

xi+1/2)/2, and the size of the cell is ∆xi
def
== |Ωi| = xi+1/2 − xi−1/2. The mesh is

supposed to be fixed in time.
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The following notations are used in this paper: u(x, t) denotes the exact solution
of the PDE of a variable u, ūi(t) designates the exact cell-averaged data at time-
instance t over the cell Ωi, u

n
i designates the numerical approximation of the value

ūi(t
n), and ui denotes the semi-discretized approximation of ūi.
Integrating Eq. (2.1) in space over Ωi, one obtains

dūi(t)

dt
+

f(u(xi+1/2, t))− f(u(xi−1/2, t))

∆xi
= 0 (2.2)

where ūi(t) is defined by

ūi(t) =
1

∆xi

∫ xi+1/2

xi−1/2

u(x, t)dx (2.3)

Eq. (2.2) leads to the semi-discretized equations for the approximated solution ui

dui

dt
+

Fi+1/2 − Fi−1/2

∆xi
= 0 (2.4)

Here Fi+1/2 is the numerical flux approximating f(u(xi+1/2, t)); and it is calculated
using the semi-discrete solutions uk. In the MUSCL approach, these fluxes are ob-
tained from exact or approximated Riemann solvers, namely

Fi+1/2 = FRiem(ui +
1

2
σi∆xi, ui+1 −

1

2
σi+1∆xi+1) (2.5)

Here FRiem(ul, ur) is the Riemann solver that takes the left value ul and right value
ur as inputs, and σi is the numerical slope in the cell Ωi. The canonical Godunov
scheme [6] fits in this framework by setting σi ≡ 0 and using the exact Riemann solver.
Due to the high computational cost of the exact Riemann solver for Euler equations,
the Roe solver [15] FRoe is used in this paper.

When σi is consistent with the local gradient ux(xi, t), Eq. (2.5) leads to a second-
order accurate discretization in space [14]. One of the most natural choices for such
σi on uniform meshes is given by

σi = D+
x ui

def
==

1

∆xi
(ui+1 − ui) (2.6)

To avoid spurious oscillations near discontinuities caused by Eq. (2.6), the MUSCL
approach scales Dxui with a factor φ, called the slope limiter

σi = φiDxui (2.7)

Here and in the remains of the paper, the symbol φ is reserved for slope limiters.
Once the limited slopes σi are computed, one may use any preferred ODE solver,

such as the forward Euler (for simplicity of analysis), to discretize Eq. (2.4) in time

un+1
i − un

i

∆t
+

Fn
i+1/2 − Fn

i−1/2

∆xi
= 0 (2.8)

The nature of this numerical approximation is clear by integrating Eq. (2.2) over
the time interval [tn, tn+1] to obtain an exact integral form of (2.1), namely

ūi(t
n+1)− ūi(t

n)

∆tn
+

1

∆xi

(

1

∆tn

∫ tn+1

tn
f(u(xi+1/2, t))dt

−
1

∆tn

∫ tn+1

tn
f(u(xi−1/2, t))dt

)

= 0 (2.9)
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where ∆tn = tn+1 − tn.
Thus the numerical flux Fn

i+1/2 is interpreted as an approximation to the time-
averaged flux at the cell face

Fn
i+1/2 ≈

1

∆tn

∫ tn+1

tn
f(u(xi+1/2, t))dt (2.10)

This interpretation plays an important role in subsequent analysis in Section 3.

2.2. Slope limiters. In practice, φi in Eq. (2.6) is a function of a local smooth-
ness monitor θi, of which a popular choice [20, 1] is

θi =
ui − ui−1

ui+1 − ui
(2.11)

Conventional practice of MUSCL defines the limiters φi as

φi = φ(θi) (2.12)

where the absence of the subscript of φ() highlights the common strategy that a single
limiter function is applied everywhere in the computational domain.

On the one hand, A. Harten [9] showed that on uniform meshes, a sufficient
condition for the fully discretized system (2.8) to be TVD stable is

0 ≤ φ(θ) ≤ 2, 0 ≤
φ(θ)

θ
≤ 2, ∀θ ∈ R (2.13)

On the other hand, one may study the effectiveness of limiters in retaining formal
second-order accuracy for smooth solutions by writing Eq. (2.5) in the flux-corrected
form

F (ui +
1

2
σi∆xi, ui+1 −

1

2
σi+1∆xi+1) = FL

i+1/2 + ϕi+1/2

(

FH
i+1/2 − FL

i+1/2

)

(2.14)

Here FL is any first-order numerical flux FL
i+1/2 = F (ui, ui+1); and FH designates

a second-order numerical flux. The flux limiters ϕ are defined at the cell faces, and
they make the solution-adapted transition from low-order flux to second-order flux
possible. Typically, ϕi+1/2 is a function of another local smoothness monitor defined
at cell faces θi+1/2

ϕi+1/2 = ϕ(θi+1/2) (2.15)

where the absence of the subscript of ϕ() again highlights the practice that a single
flux limiter is utilized everywhere. A sufficient condition to preserve second-order
spatial accuracy is ϕi+1/2 = 1 for linear data (linearity preserving), which leads to

ϕ(1) = 1 (2.16)

in the case of uniform grids.
For linear problems, one can often define θj and θj+1/2 properly so that Eqs. (2.14)

and (2.5) are equivalent to each other. This provides a convenient tool to study the
formal order of accuracy a limiter could deliver, as presented in Section 3.

Table 2.1 lists several most widely used limiter functions [16, 21, 22, 19]. Here the
superscript + designates the positive part of a real number. All these limiter functions
satisfy (2.13) and (2.16).
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Table 2.1: Limiter functions φminmod, φsuperbee, φMC, φvan Leer, and φvan Albada

Limiter minmod superbee MC van Leer van Albada

φ(θ) max(θ, 1)+ max(min(2θ, 1),min(θ, 2))+ min(2θ, 1+θ
2

, 2)+ θ+|θ|
1+|θ|

θ+θ2

1+θ2

Table 2.2: L1 errors in ρ using RK2, MUSCL with φvan Albada, and grids with r =
0, 0.2, and 0.3

r = 0.0 r = 0.2 r = 0.3

Mesh error rate error rate error rate

100 3.40e-3 4.55e-3 7.82e-3
200 9.66e-4 1.82 2.12e-3 1.10 4.02e-3 0.96
400 2.15e-4 2.17 9.82e-4 1.11 2.04e-3 0.98
800 4.61e-5 2.22 4.68e-4 1.07 9.72e-4 1.07
1600 1.04e-5 2.15 2.41e-4 0.96 5.03e-4 0.95

2.3. Loss of accuracy on non-uniform grids. The preceding methods, how-
ever, lead to loss of accuracy on highly irregular grids, as demonstrated by the subse-
quent example. Consider the 1D Euler equations with periodic boundary conditions

wt + f(w)x = 0, w =





ρ
ρu
E



 , f(w) =





ρu
ρu2 + p
u(E + p)



 , x ∈ [−1, 1] (2.17)

where w is the conservative fluid state vector and f is the physical flux function. ρ,
u and p are density, velocity, and pressure, respectively. E = p/(γ− 1)+ ρu2/2 is the
total energy, with γ = 1.4 being the heat capacity ratio. The initial condition is

ρ(x, 0) = 1+0.5 sin(πx), u(x, 0) = 2+0.5 sin(πx), p(x, 0) = 1+0.5 sin(πx) (2.18)

Given the number of cells N , the irregular mesh is constructed by perturbing the
uniform grid as follows

1. Let x′
i+1/2, i = 0, 1, · · · , N be the cell faces of the uniform mesh.

2. Set a fixed ratio r : 0 ≤ r < 0.5. For each grid point x′
i+1/2, i = 1, · · · , N − 1, define

xi+1/2 = x′
i+1/2 + rδi+1/2 where δi+1/2 are independent random variables obeying

uniform distribution on [−h, h], h = 2/N .

3. The two endpoints are fixed: x1/2 = x′
1/2 and x(2N+1)/2 = x′

(2N+1)/2.

In all tests, MUSCL-MOL with Roe flux and limiter functions in Table 2.1 in
space, and second-order TVD Runge-Kutta (TVD RK2) [8] in time is used. The time
step size is computed using the Courant number 0.6.

Given any limiter function and ratio r, solutions on five grids with number of cells
ranging from 100 to 1600 are computed. The global L1 errors in ρ calculated with
φvan Albada are reported in Table 2.2. Similarly, Table 2.3 summarizes the convergence
rates (using the two coarsest meshes) in ρ, u, and p by various limiter functions; the
rates on irregular grids are computed according to the method in Appendix A.

On the one hand, the results reveal that the convergence rates degrade towards
first-order when the grids become more and more irregular. On the other hand, the
stability seems to be unaffected by the fact that irregular grids are utilized. This is
observed by long term computations (up to T = 6.0), shown in Figure 2.1.
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Table 2.3: Convergence rates in ρ, u, and p by various limiter functions

r = 0.0 r = 0.2 r = 0.3

Limiter ρ u p ρ u p ρ u p

φminmod 1.52 1.70 1.68 0.98 1.05 1.02 0.95 1.02 1.00

φsuperbee 1.58 1.95 1.82 1.08 1.06 1.06 1.08 1.11 1.08
φMC 2.13 2.15 2.22 1.22 1.33 1.36 1.06 1.15 1.19

φvan Leer 1.80 1.99 2.00 1.12 1.29 1.28 1.00 1.09 1.06

φvan Albada 1.82 2.00 1.99 1.10 1.26 1.22 0.96 1.07 1.01
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Fig. 2.1: Densities at T = 6.0 using φminmod (left) and φvan Albada (right)

Remark 1: In practice, the slope limiter is sometimes implemented in a way
such that it is effective only if discontinuities are detected. This strategy, however,
falls into the range of discussion of current paper by noticing that it is equivalent to
a limiter function, such as

φswitch(θ) = 1 + χ{|θ−1|>δ}(φ(θ)− 1)

where χ is the characteristic function, and δ is the threshold to determine whether
discontinuities present.

Remark 2: The particular choices of Dxui and θi, given by (2.6) and (2.11), re-
spectively, are supposed throughout this paper, except in Section 5, where alternative
strategies are briefly discussed.

3. Mathematical analysis. This section focuses on studying the mechanism
behind which the conventional limiters lead to loss of accuracy on non-uniform grids
while retaining the nonlinear stability.

3.1. Slope limiters and TVD stability. Applying the classical REP approach
(Figure 3.1) to solve the 1D scalar advection equation

ut + cux = 0, c ≡ constant (3.1)

using non-uniform meshes, updating the data from tn to tn+1 involves four components

1. Obtaining the cell averages un
i from previous time step.

2. (Reconstruct.) Linearly reconstructing the data on each cell to obtain the function
ũ(x, tn) (Figure 3.1a)

ũ(x, tn) = un
i + σn

i (x− xi), x ∈ (xi−1/2, xi+1/2) (3.2)

3. (Evolve.) Solving Eq. (3.1) exactly over [tn, tn+1] with initial condition (3.2) to
have the solution at tn+1, denoted by ũ(x, tn+1) (Figure 3.1b).
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un
j and ũ(x, tn) in reconstruction

c > 0
→ → → → →

(a) REP-1

ũ(x, tn+1) after evolution

c > 0
→ → → → →

(b) REP-2

un+1
j after projection

c > 0

→ → → → →

(c) REP-3

Fig. 3.1: REP approach: (3.1a) cell averages and reconstructed data ũ at tn, (3.1b)
solution of ũ at tn+1, and (3.1c) cell averages at tn+1

4. (Project.) Computing cell averages at tn+1 (Figure 3.1c) as

un+1
i =

1

∆xi

∫ xi+1/2

xi−1/2

ũ(x, tn+1)dx (3.3)

For general hyperbolic conservation laws, one may perform the “evolve” and
“project” steps approximately.

A classical result concerning the TVD stability is due to Harten [9]:
Theorem 3.1 (Harten). If the numerical scheme can be written, for one time

step, in the following form:

un+1
i = un

i − Cn
i−1(u

n
i − un

i−1) +Dn
i (u

n
i+1 − un

i ) (3.4)

Then a sufficient condition for the scheme to be TVD is:

Cn
i−1 ≥ 0, Dn

i ≥ 0, Cn
i +Dn

i ≤ 1; ∀i, n (3.5)

here Cn
i , D

n
i can be any numbers including those that are data dependent.

Uniform grids are assumed in the original proof; however, this theorem can be
applied to non-uniform meshes naturally, by observing that the definition of discrete
total variance (Eq. (3.6)) is independent of the particular cell sizes.

TV({ui})
def
==

∑

i

|ui − ui+1| (3.6)

thus the result in Theorem 3.1 carries directly to any 1D grids.
In the subsequent discussion, the upwind cell index of Ωi is denoted by i′, namely

i′ = i+1 if c < 0 and i′ = i−1 if c > 0. Then the exact solution to Eq. (3.1) obtained
from the REP approach is

un+1
i = un

i − λi(u
n
i − un

i′)− sgn(c)
1

2
λi [(1− λi)∆xiσ

n
i − (1− λi′)∆xi′σ

n
i′ ] (3.7)

Here λi = |c∆tn|/∆xi is the absolute value of the local Courant number, and sgn(c)
is +1 if c ≥ 0 and −1 if c < 0. Assuming the smoothness monitor (2.11) and the
approximated gradients (2.6), the limited slopes are

σn
i =

1

∆xi
φi(θi)(u

n
i+1 − un

i ) (3.8)
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Note that the limiter function φ is equipped with subscript i to allow variance among
cells. Plugging (3.8) into (3.7), one may choose the parameters Cn

i and Dn
i in Theo-

rem 3.1 as

Cn
i−1 = λi +

1

2
λi(1− λi)

φi(θi)

θi
−

1

2
λi(1− λi−1)φi−1(θi−1), Dn

i = 0 (3.9)

if c > 0, and

Cn
i−1 = 0, Dn

i = λi +
1

2
λi(1− λi)φi(θi)−

1

2
λi(1− λi+1)

φi+1(θi+1)

θi+1
(3.10)

if c < 0. Then the theorem leads to the conclusion that the REP approach is TVD
stable given that

0 ≤ Cn
i−1 ≤ 1, if c > 0; and 0 ≤ Dn

i ≤ 1, if c < 0

These conditions hold whenever the Courant numbers are subject to the usual condi-
tion 0 ≤ λi ≤ 1 and

0 ≤ φi(θ) ≤ 2, 0 ≤
φi(θ)

θ
≤ 2, ∀i, θ (3.11)

For example, in the case c > 0 and assuming (3.11), one has

Cn
i−1 ≥ λi +

1

2
λi(1− λi) · 0−

1

2
λi(1− λi−1) · 2 = λiλi−1 ≥ 0

and

Cn
i−1 ≤ λi +

1

2
λi(1− λi) · 2−

1

2
λi(1− λi−1) · 0 = 2λi − λ2

i ≤ 1

The proof of 0 ≤ Dn
i ≤ 1 in the case c < 0 is similar.

Hence (3.11) is a sufficient condition for the limiter functions φi to lead to TVD
stability on non-uniform grids. This condition is the same as (2.13), which explains
why TVD stability is retained even if the conventional slope limiters are applied with
non-uniform meshes as observed in Section 2.

3.2. Second-order spatial accuracy. Introducing the numerical fluxes

Fn
i+1/2 = cun

i′′ +
1

2
|c| (1− λi′′)∆xi′′σ

n
i′′ (3.12)

where i′′ is the upwind cell index corresponding to a cell face xi+1/2, namely i′′ = i+1
if c < 0 and i′′ = i if c > 0, the exact solutions (3.7) is rewritten as

1

∆tn
(

un+1
i − un

i

)

+
1

∆xi

(

Fn
i+1/2 − Fn

i−1/2

)

= 0

Plugging the limited slopes (3.8) into Eq. (3.12) leads to

Fn
i+1/2 = cun

i′′ +
φi′′(θi′′)

Bi+1/2

(

cun
i′′ +

1

2
Bi+1/2 |c| (1− λi′′)(u

n
i′′+1 − un

i′′)− cun
i′′

)

(3.13)

Here Bi+1/2 are coefficients to be determined later.
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In order to express these fluxes in the flux-corrected form (2.14), the low-order
flux FL is chosen to be the first-order upwind flux

FL,n
i+1/2 = cun

i′′ (3.14)

and the “second-order” fluxes

FH,n
i+1/2 = cun

i′′ +
1

2
Bi+1/2 |c|

(

1−
|c|∆tn

∆xi′′

)

(un
i′′+1 − un

i′′) (3.15)

In order that FH,n
i+1/2 is indeed second-order, Bi+1/2 needs to be chosen carefully.

Applying Taylor series expansion in time to the right hand side of (2.10)

1

∆tn

∫ tn+1

tn
cu(xi+1/2, t)dt =

1

∆tn

∫ tn+1

tn
c [u∗ + (t− tn)u∗

t ] dt+O((∆tn)2)

= cu∗ +
1

2
c∆tnu∗

x +O((∆tn)2) (3.16)

Here the superscript ∗ indicates that the values are evaluated at (xi+1/2, t
n). Feeding

the exact data at tn to (3.15) and noticing that ū(xj , t) = u(xj , t) + O(∆x2
j ), j =

i′′, i′′ + 1, one obtains

FH,n
i+1/2 =cu∗ +

1

2
|c|u∗

x

[

1

2
Bi+1/2

(

1−
|c|∆tn

∆xi′′

)

(∆xi′′ +∆xi′′+1)−∆xi′′

]

+O(∆x2
i′′ +∆x2

i′′+1) (3.17)

Comparing (3.17) and (3.16) and using u∗
t + cu∗

x = 0, a proper value for Bi+1/2 is

Bi+1/2 =
2∆xi′′

∆xi′′ +∆xi′′+1
(3.18)

By comparing (2.14) and (3.13), (3.18), one has the following relation between the
flux limiter and slope limiter

ϕi+1/2 =
∆xi′′ +∆xi′′+1

2∆xi′′
φi′′(θi′′) (3.19)

On a uniform mesh, (3.19) indicates that the flux limiters and slope limiters are
equivalent to each other, which is, however, not true if the mesh is non-uniform. A
sufficient condition for second-order accuracy in space is the linear preserving property,
namely ϕi+1/2 = 1 for linear data, in which case

θi =
ui − ui−1

ui+1 − ui
=

∆xi−1 +∆xi

∆xi +∆xi+1

Thus a sufficient condition for second-order spatial accuracy is

φi

(

∆xi−1 +∆xi

∆xi +∆xi+1

)

=
2∆xi

∆xi +∆xi+1
, ∀i (3.20)

It follows that φi(·) must be defined locally, such that local grid sizes are taken
into account, for non-uniform grids. As a last note, the condition (3.20) is always
compatible with the TVD stability condition (3.11) when ∆xi > 0, ∀i.
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Fig. 3.2: Sweby’s diagrams for limiter functions: (3.2a) conventional limiters φ(·) =
φ1,1(·), (3.2b) enhanced limiters φA,B(·)

3.3. The Sweby’s diagram. The Sweby’s diagram [18] for limiter functions
that satisfy both (3.11) and (3.20) is revisited to take non-uniform grids into account.
In the view of Eq. (3.20), one may characterize the limiter function φA,B(·) by two
parameters A and B that satisfy

0 < B < min(2, 2A) (3.21)

and

φA,B(A) = B (3.22)

Using this notation, the conventional limiters are written as φ(·) = φ1,1(·), and the
corresponding Sweby’s diagram is shown in Figure 3.2a. In this diagram, the admis-
sible region of the limiter function is shaded. This region is bounded by four straight
edges: (1) φ(θ) = 2, (2) φ(θ) = 2θ, (3) φ(θ) = 1, and (4) φ(θ) = θ. The first two
edges correspond to the conventional TVD stability conditions (2.13); and the other
two edges lead to the Lax-Wendroff method [11] and the Beam-Warming method [26],
which correspond to applying using the following “slope limiters” on uniform meshes

φLW (θ) =







1 c > 0

θ c < 0
, φBW (θ) =







θ c > 0

1 c < 0

Thus one may interpret the Sweby’s diagram such that the limiter function should be
a convex combination of φLW and φBW , in addition to satisfying (2.13) and (2.16).

This interpretation may be extended to the limiter function φA,B as follows. First,
the limiter function φLW and φBW are generalized to satisfy (3.22)

φLW
A,B(θ) =







B c > 0

Bθ
A c < 0

, φBW (θ) =







Bθ
A c > 0

B c < 0

Next, the shaded admissible region is surrounded by the four edges: (1) φA,B(θ) = 2,
(2) φA,B(θ) = 2θ, (3) φA,B(θ) = B, and (4) φA,B(θ) = Bθ/A (Figure 3.2b).

Remark: by introducing A and B that satisfy (3.21), one generalizes one par-
ticular limiter function, such as φminmod, to a class of limiter functions φminmod

A,B (see
Section 4). This convention is used throughout the remainder of the paper.
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ut + cux = 0, c > 0

un
i−1

un
i

un
i+1

∆xu
i−1 ∆xu

i ∆xu
i+1

(a) Problem 1

vt − cvx = 0, c > 0

vni−1 = un
i+1

vni = un
i

vni+1 = un
i−1

∆xv
i−1 = ∆xu

i+1 ∆xv
i = ∆xu

i ∆xv
i+1 = ∆xu

i−1

(b) Problem 2

Fig. 3.3: Symmetry-preserving property on non-uniform meshes: (3.3a) problem 1,
and (3.3b) problem 2

3.4. Preserving symmetric solutions. Another desired property of slope lim-
iters is to preserving symmetric solutions. This property, however, need to be elab-
orated for non-uniform meshes first. In particular, it is defined for a class of limiter
functions φA,B(·) rather than a single one.

Definition 3.2 (Symmetry-preserving). A class of limiter functions φA,B(·)

preserves symmetric solutions, if the next two problems lead to un+1
i = vn+1

i , ∀i.

Problem 1: given the grid with cell sizes ∆xu
i+k and corresponding data at tn:

un
i+k, k = 0,±1, · · · , solving ut + cux = 0 for un+1

i using the limiter functions

φA,B(·) such that

φu
j (·) = φAu

j ,Bu
j
(·), Au

j =
∆xu

j−1 +∆xu
j

∆xu
j +∆xu

j+1

, Bu
j =

2∆xu
j

∆xu
j +∆xu

j+1

Problem 2: given the grid with cell sizes ∆xv
i+k and corresponding data at tn:

vni+k, k = 0,±1, · · · , such that

∆xv
i+k = ∆xu

i−k, vni+k = un
i−k (3.23)

solving vt − cvx = 0 for vn+1
i using the limiter functions φA,B(·) satisfying

φv
j (·) = φAv

j ,B
v
j
(·), Av

j =
∆xv

j−1 +∆xv
j

∆xv
j +∆xv

j+1

, Bv
j =

2∆xv
j

∆xv
j +∆xv

j+1

Here the superscript u or v designates one of the two problems to which a par-
ticular quantity is relevant. Figure 3.3 demonstrates this definition in the case c > 0.
Supposing c > 0, un+1

i = vn+1
i is equivalent to

un
i − λu

i (u
n
i − un

i−1)−

1

2
λu
i

[

(1− λu
i )φ

u
i (θ

u
i )(u

n
i+1 − un

i )− (1− λu
i−1)φ

u
i−1(θ

u
i−1)(u

n
i − un

i−1)
]

(3.24)

=un
i − λu

i (u
n
i − un

i−1)−

1

2
λu
i

[

(1− λu
i )φ

v
i

(

1

θui

)

θui (u
n
i+1 − un

i )− (1− λu
i−1)φ

v
i+1

(

1

θui−1

)

θui−1(u
n
i − un

i−1)

]

Here the following identities are utilized

(3.23) ⇒ λv
i+k = λu

i−k, θvi+k =
1

θui−k

, Av
i+k =

1

Au
i−k

, Bv
i+k =

Bu
i−k

Au
i−k
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Table 4.1: Enhanced limiter functions φminmod
A,B , φsuperbee

A,B , and φMC
A,B

Enhanced Limiter minmod superbee MC

φA,B(θ)
B
A
min(θ,A)+ max(min(2θ,B),min(Bθ

A
, 2))+ min(2θ, B

A+1
(θ + 1), 2)+

Clearly, a sufficient condition for Eq. (3.24) to hold is

φu
i−k(θ)

θ
= φv

i+k

(

1

θ

)

, k = 0, 1

which is equivalent to saying

φAu
i−k,B

u
i−k

(θ)

θ
= φAv

i+k,B
v
i+k

(

1

θ

)

= φ1/Au
i−k,B

u
i−k/A

u
i−k

(

1

θ

)

(3.25)

Definition 3.3 (Conjugate limiter function). Given a class of limiter functions
φA,B characterized by the two parameters A and B as before, the conjugate class of
limiter functions φ∗

A,B is defined by

φ∗
A,B = φ1/A,B/A (3.26)

It is easy to verify that φ∗ is well-defined, in the sense that:(1) for any (A,B) satisfying
(3.21), the pair (1/A,B/A) does so as well, (2) φ∗∗

A,B = φA,B for any pair (A,B). In
the view of Eq. (3.25), a sufficient condition for the symmetry-preserving property is

φA,B(θ)

θ
= φ∗

A,B

(

1

θ

)

(3.27)

In the case of conventional limiter functions φ = φ1,1, there is φ∗ = φ, and Eq. (3.27)
reduces to the classical symmetry-preserving condition, namely φ(θ)/θ = φ(1/θ).

Remark 1: M. Berger [1] proposes an alternative theory to study the symmetry-
preserving property, which writes the limiters as functions of a symmetry variable
instead of the classical smooth monitors. This strategy is not explored here.

Remark 2: as a final remark of this section, although the analysis remains
similar if alternative slopes and smoothness monitors are used, the conclusions may be
different. For example, one may use an alternative strategy to apply the conventional
limiters on irregular meshes without destroying the formal second-order accuracy, but
losing the TVD stability, as will be discussed in more detail in Section 5.

4. Enhanced limiter functions. This section proposes enhancements to the
limiters listed in Table 2.1 such that the improved limiters satisfy (3.11), (3.20), and
(3.27). In particular, the enhanced version of each limiter function φname is named
φname
A,B . Examples of the enhanced limiters are plotted in Figure 3.2b, among which

the three piecewise linear limiters are constructed naturally, as listed in Table 4.1.
Verifying that these enhanced limiters satisfy the three conditions is straight forward.

Constructing the enhanced van Leer and van Albada limiters is more elaborated,
as described below.
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4.1. Enhanced van Leer limiter. The reference [1] proposes two generalized
van Leer limiters using symmetry variables, which may be rewritten as

φBerger-1
A,B (θ) =























2θ

[

1−
(

1− B
2A

)

[

θ
θ+1 · A+1

A

]
B

2A−B

]

θ ≤ A

2

[

1−
(

1− B
2

)

[

A+1
θ+1

]
B

2−B

]

θ > A

(4.1)

φBerger-2
A,B (θ) =























B(θ+1)
A+1

[

1−
[

1− θ
θ+1 · A+1

A

]
2A
B

]

θ ≤ A

B(θ+1)
A+1

[

1−
[

1− A+1
θ+1

]
2
B

]

θ > A

(4.2)

Both limiters reduce to the conventional one in the case A = B = 1; and both func-
tions satisfy the TVD stability condition, order condition and symmetry-preserving
condition presented in this paper. They are plotted in Figure 3.2b by dotted lines.

A drawback of these two modifications is that they are not smooth at the point
θ = A; on the contrary, a smooth enhancement φvan Leer

A,B is presented below.

Noticing that limk→∞

∑k
l=1 A

l/
∑k

l=0 A
l = min(1, A), Eq. (3.21) suggests the

existence of an integer k > 0 such that

B ≤
2
∑k

l=1 A
l

∑k
l=0 A

l
(4.3)

To this end, the enhanced van Leer limiter is defined as

φvan Leer
A,B (θ) =

B
∑k

l=1 θ
l

∑k
l=0 θ

l
·

∑k
l=0 A

l

∑k
l=1 A

l
if θ ≥ 0, and 0 o.w. (4.4)

Clearly φvan Leer
A,B (A) = B; and it is easy to verify the TVD stability condition as

follows: given θ ≥ 0 and using (4.3)

φvan Leer
A,B ≤

2
∑k

l=1 θ
l

∑k
l=0 θ

l
< 2min(1, θ)

Verifying the symmetry-preserving condition (3.27) is straight forward and omitted.

A sample curve calculated with k = 3 is plotted in Figure 3.2b. And clearly,
if A = B = 1, Eq. (4.3) is satisfied by k = 1, in which case the enhanced limiter
Eq. (4.4) reduces to the conventional van Leer limiter.

Remark: This particular limiter can be used as a good example to show that, the
issue raised in this paper cannot always be resolved by choosing a different smoothness
monitor and at the same time applying the conventional limiter function. For example,
see next section and Appendix B.

4.2. Enhanced van Albada limiter. The enhanced van Albada limiter pro-
posed here is a smooth function of the smoothness monitor, and it is based on the
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inequality limk→∞(k − 1)k−1/kk = 0. Thus given A and B satisfying (3.21), there
always exists k such that

B ≤ 2

(

1 +
(k − 1)k−1

kk

)−1

min(A, 1) (4.5)

Then the limiter function is defined as

φvan Albada
A,B (θ) =

B(θk + θ)

θk +A
(4.6)

Verifying the conditions (3.20) and (3.27) is straight forward. Now considering the
TVD stability condition (3.11), the following inequalities are utilized

θ ≤ k

(

2

B
− 1

)
1
k
(

2A/B

k − 1

)

k−1

k

θ ≤

(

2

B
− 1

)

θk +
(k − 1) · 2A

(k − 1)B
=

(

2

B
− 1

)

θk +
2A

B

and similarly

1

θ
≤ k

(

2A

B
− 1

)
1
k
(

2/B

k − 1

)

k−1

k 1

θ
≤

(

2A

B
− 1

)

1

θk
+
(k − 1) · 2

(k − 1)B
=

(

2A

B
− 1

)

1

θk
+

2

B

An example with k = 2 is plotted in Figure 3.2b. Furthermore, the enhanced limiter
Eq. (4.6) coincides with the conventional one by setting k = 1 and A = B = 1.

Remark: in practice, evaluating the right hand side of Eq. (4.5) can be expensive.
An economical version may be derived using the fact that (k − 1)k−1/kk ≤ 1/k, thus
one may choose k such that

B ≤ 2

(

1 +
1

k

)−1

min(1, A)

This approach is adopted in all the numerical examples in this paper.

5. 1D examples and comparison with alternative strategies. The analysis
so far supposes the particular numerical slope (2.6) and the smoothness monitor (2.11).
In practice, one may choose different strategies to handle non-uniform meshes with
conventional limiters and still observe reasonably good results. This section discusses
two such alternatives, namely MUSCL-MOL using consistent numerical slope and the
capacity-form differencing [13], and compares them with the proposed method using
one-dimensional examples.

5.1. MUSCL-MOL using consistent slopes. One way to explain why using
(2.6) with conventional limiters leads to the loss of second-order accuracy is that when
the mesh is highly non-uniform, the unlimited σi is not a consistent approximation
to the solution’s slope, that is

Dxui =
1

∆xi
(ui+1 − ui) ≈

∆xi +∆xi+1

2∆xi
ux|x=xi

+O(h)

here h is the reference cell size of the mesh. Based on this observation, an obvious
alternative to (2.6) is to use a consistent numerical slope, such as

Dxui =
ui+1 − ui

(∆xi +∆xi+1)/2
(5.1)
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Fig. 5.1: Numerical solutions at t = 2.0 in (5.1a) global view, and (5.1b–5.1c) local
views, by: test (a) – slope (2.6) and φvan Leer, test (b) – slope (5.1) and φvan Leer, test
(c) – slope (2.6) and φvan Leer

A,B .

The MUSCL equipped with this slope and conventional limiters is second-order accu-
rate in space for smooth problems. In fact, using the piecewise linear limiters φminmod,
φsuperbee, and φMC, the resulting method is exactly the same as the one obtained by
using (2.6) and the enhanced limiters in Section 4 for linear advection equations.

However, the two strategies are in general different if nonlinear limiters are used.
In particular, using (5.1) with conventional van Leer limiter leads to the loss the TVD
stability property, as demonstrated by the subsequent example.

Considering the following advection problem

ut + ux = 0, x ∈ [0, 2]

with periodic boundary condition and the initial data

u(x, 0) = 100 if 0.75 ≤ x ≤ 1.25, and 0 o.w.

At t = 2.0, the exact solution is the same as the initial data. Using 200 cells and
r = 0.4 to mesh the domain, Figure 5.1 presents the solutions obtained by: (a)
slope (2.6) and φvan Leer, (b) slope (5.1) and φvan Leer, and (c) slope (2.6) and φvan Leer

A,B .
The Rusanov flux, TVD RK2, and Courant number 0.8 are used in all three tests.

On the one hand, the tests (b) and (c) show similar dispersion and dissipation
properties, indicating that both are second-order accurate in space. On the other
hand, the alternative strategy (test (b)) shows both overshoot and undershoot near
the jumps, whereas tests (a) and (c) exhibit TVD property as expected. In fact,
for a large class of possible alternative strategies, applying the conventional van Leer
limiter leads to the loss of either second-order accuracy or TVD stability, as proved
in Appendix B.

Using the slope (5.1) with the conventional van Albada limiter show similar ten-
dency to produce overshoots and undershoots on highly irregular grids. But the prob-
lem is much less severe than the van Leer limiter, because φvan Albada is designed such
that it stays away from the TVD stability bounds (see Figure 3.2). In particular, the
magnitude of undershoots is about 0.04 in absolute value by solving the same problem
using this strategy on a extremely irregular mesh generated by r = 0.4995. Note that
Section 6 contains a 2D example showing non-physical solution that are caused by
using the conventional van Albada limiter with a formal second-order accurate method
on non-uniform grids.

5.2. Capacity-form differencing. Another popular strategy to handle non-
uniform rectilinear grids is to solve the capacity form equation [12, 13, 3]. Unlike the
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method of lines considered in this paper, the capacity-form differencing incorporates
the time-integration explicitly in constructing the numerical flux, and it behaves very
differently in one- and two-dimensional cases.

In one space dimension, let ξ = ξ(x) be an increasing continuously differentiable

function such that ξi
def
== ξ(xi) = i∆ξ. Then the equation (2.1) is rewritten as

κ(ξ)ut + f(u)ξ = 0 (5.2)

where κ(ξ) = x′(ξ) > 0. Integrating (5.2) over a space-time slab Ωi × [tn, tn+1], and

approximating κ|Ωi by κi
def
== ∆xi/∆ξ, one arrives at

un+1 − un

∆tn
+

Fn
i+1/2 − Fn

i−1/2

κi∆ξ
= 0 (5.3)

Here Fn
i+1/2 is a numerical approximation to the time-averaged flux across ξi+1/2 =

ξ(xi+1/2); this flux explicitly incorporates ∆tn in its high-resolution version, and it
uses the conventional limiters to enhance nonlinear stability of the resulting scheme.
In principal, Fi+1/2 should be constructed using Riemann solvers to (5.2) rather than
the original conservation law; but in practice, the latter is always used. As explained
in [13], this strategy does not cause accuracy issue when x(ξ) is sufficiently smooth.
When the map x(ξ) is not smooth, such as the random meshes considered in this
paper, the second-order accuracy is lost in the 1D case, as demonstrated by the
example in Section 5.3. It is difficult to say whether this reduction in accuracy is due
to the usage of the wrong approximate Riemann solver or the limiter function that is
designed for uniform grids; and an analysis of the capacity-form differencing method
is beyond the scope of this paper.

The 2D capacity-form differencing method [13, 3], however, behaves very differ-
ently from the 1D one. In particular, because it is a single-stage method, it cannot rely
on the multiple Runge-Kutta stages to account for contributions between diagonally
adjacent cells (such as fluxes between Ωi,j and Ωi±1,j±1). These transverse contri-
butions must be explicitly included in the numerical fluxes for high-order methods;
this is a situation that does not appear for 1D problems. In the author’s experience,
these transverse fluxes are the crucial components to achieve formally second-order
on both uniform and non-uniform grids. Furthermore, even on highly non-uniform
meshes, the effects of these fluxes seem to counteract the reduced accuracy caused by
using the original Riemann solver and/or conventional limiters and lead to a formally
second-order method, see Section 6 for more details.

5.3. Accuracy test of the enhanced limiters. This example concerns about
solving the problem in Section 2 using the capacity-form differencing and the pro-
posed MUSCL-MOL (i.e., the test (c) in Section 5.1 with possibly different enhanced
limiters). The same meshes (r = 0.2 or 0.3), numerical flux (Roe flux), and Courant
number (0.6) as in previous test are used here. Tables 5.1–5.2 summarize the L1-
errors and convergence rates obtained by the two methods, respectively. The results
only show the effects of the van Leer and van Albada limiters; other limiter functions
lead to similar conclusion.

Regarding the capacity-form differencing (Table 5.1), as the mapping x(ξ) be-
comes less smooth by either increasing r or refining the mesh, the convergence rates
decrease from near second-order to only first-order, as mentioned before.

For the MUSCL-MOL presented in this paper, results in Table 5.2 confirm that
the enhanced limiters in Section 4 recover second-order accuracy w.r.t. reference mesh
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Table 5.1: L1 errors and convergence rates by capacity-form differencing to solve
(2.17) and (2.18) using φvan Leer or φvan Albada

r = 0.2 r = 0.3
ρ u p ρ u p

Mesh error rate error rate error rate error rate error rate error rate

φ
v
a
n

L
e
e
r

100 1.51e-3 1.64e-3 1.90e-3 1.99e-3 2.16e-3 2.52e-3
200 4.93e-4 1.62 5.32e-4 1.63 5.87e-4 1.70 7.20e-4 1.47 7.73e-4 1.48 8.51e-4 1.57
400 1.83e-4 1.43 1.93e-4 1.46 2.18e-4 1.43 2.92e-4 1.30 3.01e-4 1.36 3.46e-4 1.30
800 8.45e-5 1.12 8.86e-5 1.12 9.78e-5 1.16 1.39e-4 1.07 1.44e-4 1.06 1.61e-4 1.10
1600 4.16e-5 1.02 4.21e-5 1.07 4.64e-5 1.08 7.01e-5 0.99 7.12e-5 1.02 7.89e-5 1.03

φ
v
a
n

A
lb

a
d
a 100 2.18e-3 2.29e-3 2.75e-3 2.65e-3 2.83e-3 3.42e-3

200 6.44e-4 1.76 7.00e-4 1.71 7.86e-4 1.81 8.68e-4 1.61 9.52e-4 1.57 1.06e-3 1.69
400 2.17e-4 1.57 2.32e-4 1.59 2.66e-4 1.57 3.29e-4 1.40 3.46e-4 1.46 3.97e-4 1.42
800 9.19e-5 1.24 9.85e-5 1.24 1.10e-4 1.27 1.48e-4 1.15 1.57e-4 1.14 1.77e-4 1.17
1600 4.39e-5 1.06 4.47e-5 1.14 4.96e-5 1.15 7.38e-5 1.01 7.54e-5 1.06 8.41e-5 1.07

Table 5.2: L1 errors and convergence rates by MUSCL-MOL to solve (2.17) and (2.18)
using φvan Leer

A,B or φvan Albada
A,B

r = 0.2 r = 0.3
ρ u p ρ u p

Mesh error rate error rate error rate error rate error rate error rate

φ
v
a
n

L
e
e
r

100 2.52e-3 2.80e-3 3.30e-3 2.50e-3 2.81e-3 3.29e-3
200 7.35e-4 1.78 7.03e-4 1.99 8.25e-4 2.00 7.46e-4 1.74 7.15e-4 1.97 8.31e-4 1.98
400 1.41e-4 2.39 1.59e-4 2.14 1.74e-4 2.25 1.40e-4 2.41 1.59e-4 2.17 1.74e-4 2.26
800 3.15e-5 2.16 3.24e-5 2.29 3.65e-5 2.25 3.17e-5 2.15 3.26e-5 2.25 3.74e-5 2.21
1600 6.96e-6 2.18 7.34e-6 2.14 8.58e-6 2.09 7.06e-6 2.17 7.39e-6 2.19 8.61e-6 2.12

φ
v
a
n

A
lb

a
d
a 100 3.07e-3 3.54e-3 4.15e-3 3.04e-3 3.54e-3 4.11e-3

200 9.00e-4 1.77 8.82e-4 2.01 1.04e-3 2.00 9.08e-4 1.74 8.92e-4 1.99 1.04e-3 1.98
400 2.09e-4 2.11 2.09e-4 2.07 2.58e-4 2.01 2.29e-4 1.99 2.17e-4 2.04 2.65e-4 1.98
800 4.96e-5 2.08 4.73e-5 2.14 6.35e-5 2.02 4.55e-5 2.33 4.70e-5 2.21 5.82e-5 2.19
1600 1.30e-5 1.94 1.06e-5 2.17 1.44e-5 2.14 1.50e-5 1.60 1.18e-5 1.99 1.73e-5 1.75

sizes even on highly non-uniform grids. Furthermore, by looking at the absolute values
of the errors, they appear to be nearly independent of the perturbation level r.

5.4. Blast-wave problem. At last, the aforementioned methods are tested to
solve the one-dimensional Woodward-Colella blast-wave problem [27]. It is an Euler
problem on the domain x ∈ [0, 1] with initial condition

p(x, 0)|0<x<0.1 = 1000.0, p(x, 0)|0.1<x<0.9 = 0.01, p(x, 0)|0.9<x<1 = 100.0

ρ(x, 0)|0<x<1 = 1.0, u(x, 0)|0<x<1 = 0.0 (5.4)

The two boundaries are fixed walls. The solutions at T = 0.038 exhibit strong shocks
with two adjacent large density jumps. The densities computed using different meth-
ods are plotted in Figures 5.2. All the solutions are computed using either the con-
ventional or enhanced van Albada limiter, as indicated in the figure. The same mesh
is used for all the tests; it is composed of 400 cells that are computed using r = 0.3.
Figure 5.2 also includes a reference solution that is computed on a much finer uniform
grid. From the figures, there are the following observations
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Fig. 5.2: Densities at T = 0.038 of blast-wave problem in (5.2a) global view and
(5.2b) local view, by: test (a) – slope (2.6) and φvan Albada, test (b) – slope (5.1)
and φvan Albada, test (c) – slope (2.6) and φvan Albada

A,B , and test (d) – capacity-form

differencing and φvan Alabda

1. The capacity-form differencing is the least accurate among the four tests, possibly
due to the reason in Section 5.2.

2. Among the three MUSCL-MOL tests, the (2.6) with φvan Albada is less accurate
than the other two, which are formally second-order accurate on irregular meshes.

The conclusion from the one-dimensional example is that: within the MUSCL-
MOL framework, the effects of applying conventional limiters (especially the nonlinear
ones) on non-uniform meshes depend on the particular implementation, but it more
or less reduces the formal accuracy or stability of the scheme. The method present
in this paper focuses on the MUSCL implemented by using (2.6) and (2.11), and
proposes enhancements to conventional limiters so that the accuracy and stability are
almost independent of the irregularity of the grids.

6. Two-dimensional examples. The one-dimensional MUSCL-MOL method
extends to 2D rectangular grids naturally by applying the 1D spatial operators to
each direction. The numerical performance of combining (2.6) and (2.11) with both
conventional and enhanced limiter functions are assessed by solving several benchmark
two-dimensional flow problems. Note that the three enhanced piecewise linear limiters
are the same as the improved ones by Berger, hence they are not tested here.

As mentioned at the end of Section 5.2, the 2D capacity-form differencing method
for quadrilateral grids (details are found in numerous references, such as [13]) remains
formally second-order accurate even on highly non-uniform rectilinear grids, possibly
due to the explicit inclusion of transverse fluxes. This is confirmed in Section 6.1.
However, similar as the MUSCL-MOL with consistent slopes in previous section,
applying the capacity-form differencing with conventional limiter may reduce the sta-
bility of the scheme, in both cases of the van Leer limiter and the van Albada limiter,
as demonstrated in Section 6.2.

To generate the non-uniform Cartesian meshes, the algorithm in Section 2 is
applied to each direction independently. The resulting mesh is a rectilinear one with
non-uniformity level of the spacing in both x− and y− directions controlled by the
same parameter r ∈ [0, 0.5).
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Fig. 6.1: Pressure contours on the 1602 mesh (r = 0.3) by: (6.1a) MUSCL-MOL with
φvan Albada, (6.1b) MUSCL-MOL with φvan Albada

A,B , (6.1c) capacity-form differencing

6.1. Isentropic vortex advection. The isentropic vortex advection problem
[17] is to solve the 2D Euler equations

wt +∇x · F (w) = 0, w =









ρ
ρu
ρv
E









, F =









ρu ρv
ρu2 + p ρuv
ρuv ρv2 + p

(E + p)u (E + p)v









(6.1)

where u and v are velocity components, and the total energy is E = p/(γ − 1) +
ρ(u2 + v2)/2, γ = 1.4. The computational domain is (x, y) ∈ [−5, 5]2, with periodic
boundary condition imposed on all four edges. Given the initial condition

u(x, y, 0) = 1−
ǫy

2π
exp

(

1

2
(1− r2)

)

, v(x, y, 0) = 1 +
ǫx

2π
exp

(

1

2
(1− r2)

)

ρ(x, y, 0) =

(

1−
(γ − 1)ǫ2

8γπ2
exp(1− r2)

)

1
γ−1

, p(x, y, 0) = ρ(x, y, 0)γ

with r2 = x2 + y2 and ǫ = 5, the flow is an isentropic vortex with uniform entropy
p/ργ ≡ 1 that moves at constant velocity (1, 1). At T = 10, the vortex moves to its
original position; thus the initial condition serves as the reference solution.

Three tests are used to solve the problem: (a) MUSCL-MOL using conven-
tional limiters, (b) MUSCL-MOL using enhanced limiters given in Section 4, and
(c) capacity-form differencing. Two sets of meshes generated by r = 0.2 and r = 0.3
are used to assess the convergence behaviors. For each r, four meshes with sizes rang-
ing from 202 to 1602 are used. The numerical errors at T = 10 measured in L1-norm
as well as the convergence rates computed using the conventional or enhanced van
Leer limiters are summarized in Table 6.1. Similar results by using the van Albada
limiters are presented in Table 6.2. In Figure 6.1, the pressure contours obtained by
the three methods using the van Albada limiters on the finest mesh with r = 0.3 are
plotted. Clearly, the test (b) and test (c) show similar accuracy property, which are
much better than the test (a). Using van Leer limiters lead to similar results.

These results confirm that the enhanced limiter greatly improves the accuracy of
the MUSCL-MOL on highly non-uniform grids; and the numerical errors are almost
r-independent. The results also suggest that the capacity-form differencing method
is formally second-order accurate on these highly non-uniform grids.
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Table 6.1: L1 errors and convergence rates: solving the vortex problem using van Leer
limiters and various meshes – test (a) MUSCL-MOL and φvan Leer, test (b) MUSCL-
MOL and φvan Leer

A,B , and test (c) capacity-form differencing

Test (a) Test (b) Test (c)
r = 0.2 r = 0.3 r = 0.2 r = 0.3 r = 0.2 r = 0.3

Mesh error rate error rate error rate error rate error rate error rate

ρ

202 1.89e-0 1.96e-0 1.89e-0 1.89e-0 1.72e-0 1.73e-0
402 8.96e-1 1.08 1.11e-0 0.82 7.44e-1 1.34 7.58e-1 1.32 6.30e-1 1.45 6.58e-1 1.39
802 2.98e-1 1.59 4.82e-1 1.21 1.50e-1 2.31 1.55e-1 2.29 1.40e-1 2.17 1.57e-1 2.06
1602 1.15e-1 1.37 2.28e-1 1.08 3.21e-2 2.22 3.44e-2 2.17 3.59e-2 1.98 4.10e-2 1.94

u

202 4.13e-0 4.39e-0 4.08e-0 4.15e-0 3.80e-0 3.88e-0
402 1.67e-0 1.30 2.17e-0 1.02 1.39e-0 1.55 1.44e-0 1.52 1.26e-0 1.59 1.38e-0 1.49
802 5.45e-1 1.60 8.43e-1 1.36 4.01e-1 1.79 4.25e-1 1.76 3.52e-1 1.84 4.03e-1 1.78
1602 1.95e-1 1.49 3.73e-1 1.18 1.08e-1 1.89 1.16e-1 1.88 9.36e-2 1.91 1.09e-1 1.88

v

202 4.15e-0 4.44e-0 4.11e-0 4.15e-0 3.76e-0 3.83e-0
402 1.60e-0 1.38 2.05e-0 1.11 1.32e-0 1.63 1.36e-0 1.61 1.19e-0 1.67 1.26e-0 1.60
802 5.03e-1 1.67 8.35e-1 1.30 3.45e-1 1.94 3.64e-1 1.90 3.14e-1 1.92 3.53e-1 1.84
1602 1.95e-1 1.37 3.95e-1 1.08 8.90e-2 1.96 9.47e-2 1.95 7.96e-2 1.98 9.25e-2 1.93

p

202 2.55e-0 2.64e-0 2.53e-0 2.55e-0 2.38e-0 2.40e-0
402 1.18e-0 1.11 1.49e-0 0.82 9.60e-1 1.40 9.79e-1 1.38 8.48e-1 1.49 8.93e-1 1.43
802 3.83e-1 1.62 6.40e-1 1.22 1.91e-1 2.33 1.98e-1 2.31 1.87e-1 2.18 2.13e-1 2.07
1602 1.55e-1 1.31 3.12e-1 1.03 4.14e-2 2.21 4.45e-2 2.15 4.66e-2 2.01 5.55e-2 1.94

Table 6.2: L1 errors and convergence rates: solving vortex problem using van Albada
limiters and various meshes – test (a) MUSCL-MOL and φvan Albada, test (b) MUSCL-
MOL and φvan Albada

A,B , and test (c) capacity-form differencing

Test (a) Test (b) Test (c)
r = 0.2 r = 0.3 r = 0.2 r = 0.3 r = 0.2 r = 0.3

Mesh error rate error rate error rate error rate error rate error rate

ρ

202 2.08e-0 2.14e-0 2.04e-0 2.04e-0 1.94e-0 1.94e-0
402 1.12e-0 0.89 1.35e-0 0.66 9.14e-1 1.16 9.28e-1 1.14 8.20e-1 1.24 8.51e-1 1.19
802 4.16e-1 1.44 6.61e-1 1.03 1.95e-1 2.23 1.96e-1 2.23 1.83e-1 2.16 2.05e-1 2.05
1602 1.69e-1 1.30 3.29e-1 1.01 3.71e-2 2.39 3.88e-2 2.35 4.28e-2 2.10 5.14e-2 2.00

u

202 4.67e-0 4.90e-0 4.53e-0 4.60e-0 4.37e-0 4.45e-0
402 2.05e-0 1.19 2.66e-0 0.88 1.59e-0 1.51 1.64e-0 1.49 1.48e-0 1.56 1.58e-0 1.49
802 6.66e-1 1.62 1.13e-0 1.24 4.35e-1 1.87 4.56e-1 1.85 4.01e-1 1.88 4.48e-1 1.82
1602 2.63e-1 1.34 5.36e-1 1.07 1.20e-1 1.86 1.27e-1 1.85 1.09e-1 1.89 1.24e-1 1.85

v

202 4.75e-0 4.99e-0 4.59e-0 4.64e-0 4.37e-0 4.42e-0
402 1.97e-0 1.27 2.54e-0 0.97 1.56e-0 1.56 1.59e-0 1.55 1.44e-0 1.60 1.51e-0 1.55
802 6.71e-1 1.56 1.16e-0 1.13 3.94e-1 1.98 4.11e-1 1.95 3.79e-1 1.93 4.16e-1 1.86
1602 2.78e-1 1.27 5.72e-1 1.02 1.05e-1 1.91 1.10e-1 1.90 9.83e-2 1.94 1.11e-1 1.90

p

202 2.76e-0 2.82e-0 2.72e-0 2.73e-0 2.62e-0 2.64e-0
402 1.47e-0 0.90 1.81e-0 0.64 1.17e-0 1.21 1.20e-0 1.19 1.10e-0 1.25 1.14e-0 1.20
802 5.35e-1 1.46 8.82e-1 1.04 2.38e-1 2.29 2.46e-1 2.28 2.44e-1 2.17 2.74e-1 2.06
1602 2.25e-1 1.25 4.51e-1 0.97 4.81e-2 2.32 5.06e-2 2.28 5.64e-2 2.11 6.94e-2 1.98
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Fig. 6.2: Problem setup and density at T = 0.4 on a uniform 340× 100 grid

6.2. Shock-bubble interaction. The shock-bubble interaction problem [24]
solves the Euler equations to simulate the interaction between a moving shock and
a low-density bubble, indicated by Figure 6.2a. Because of the symmetry of the
problem, only the upper half of the domain is used in computation. The typical
density at T = 0.4 is shown in Figure 6.2b, which is computed using MUSCL-MOL
and a uniform 340×100 grid and the van Albada limiter. In this figure, the lower half
of the data is obtained by mirroring the upper half.

The densities in the whole computational domain and in the region indicated by
the black box in Figure 6.2b computed by different methods using van Leer limiters
are shown in the left column of Figure 6.3 and Figure 6.4, respectively. Similar results
computed using the van Albada limiters are plotted in the right column of Figure 6.3
and Figure 6.5 for the global views and local views, respectively.

On the one hand, by comparing the local views (Figures 6.4 and 6.5) with the
black box in the reference solution (Figure 6.2b), one may conclude that the MUSCL-
MOL using enhanced limiters are as accurate as the capacity-form differencing, which
are both more accurate than MUSCL-MOL with conventional limiters. On the other
hand, the upper-right corners of the global solutions (Figure 6.3) show that the
capacity-form differencing with conventional limiters tend to be unstable or unphysi-
cal on highly irregular grids, especially if the van Leer limiter is used. Note that unlike
the 1D example in Section 5.1, the van Albada limiter does not save the capacity-form
differencing from being unstable (Figure 6.3f).

7. Conclusions. This paper raises the issue of limitations of using conventional
slope limiter functions in finite volume methods using highly non-uniform rectilinear
grids. In particular, depending on particular FVM implementations, one may lose
either second-order accuracy or TVD stability in these situations, especially when the
limiter functions are smooth. Using the MUSCL in space and method of lines in time,
this paper analyzes and enhances the limiter functions on general 1D grids using an
extension of the REP procedure. These enhanced limiter functions, including the van
Leer and the van Albada limiters, satisfy sufficient conditions for a limiter function
to lead to a formally second-order accurate, TVD stable, and symmetry-preserving
methods. Their numerical performances are assessed by solving various 1D and 2D
benchmark problems; the results are compared to alternative FVM strategies to solve
these problems on non-uniform grids.
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(a) Test (a): φvan Leer (b) Test (a): φvan Albada

(c) Test (b): φvan Leer
A,B (d) Test (b): φvan Albada

A,B

(e) Test (c): φvan Leer (f) Test (c): φvan Albada

Fig. 6.3: Densities at T = 0.4 on a 340× 100 mesh (r = 0.3): (left column) van Leer
limiters, (right column) van Albada limiters; (6.3a–6.3b) MUSCL-MOL and conven-
tional limiters, (6.3c–6.3d) MUSCL-MOL and enhanced limiters, (6.3e–6.3f) capacity-
form differencing and conventional limiters

(a) Test (a) (b) Test (b) (c) Test (c)

Fig. 6.4: Local views of density at T = 0.4 on a 340 × 100 mesh (r = 0.3): (6.4a)
MUSCL-MOL and φvan Leer, (6.4b) MUSCL-MOL and φvan Leer

A,B , and (6.4c) capacity-

form differencing and φvan Leer
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(a) Test (a) (b) Test (b) (c) Test (c)

Fig. 6.5: Local views of density at T = 0.4 on a 340 × 100 mesh (r = 0.3):
(6.5a) MUSCL-MOL and φvan Albada, (6.5b) MUSCL-MOL and φvan Albada

A,B , and (6.5c)

capacity-form differencing and φvan Albada
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Appendix A. Computing convergence rates on non-uniform meshes.

Given two randomly generated irregular meshes of the domain [a, b]

Mesh I: a = xI
1/2 < xI

3/2 < · · · < xI
(N1−1)+1/2 < xI

N1+1/2 = b

Mesh II: a = xII
1/2 < xII

3/2 < · · · < xII
(N2−1)+1/2 < xII

N2+1/2 = b

let the reference cell-sizes be hI = (b− a)/N1 and hII = (b− a)/N2, respectively.
Supposing that the dependent variable is a scalar u, define uI

i and uII
i to be the

numerical solutions at T computed by the same scheme on the two meshes, respec-
tively. Letting uref(x, T ) be the reference solution, the L1 norm of the computed
errors are calculated as

EI,II =

N1
∑

i=1

(xI,II
i+1/2 − xI,II

i−1/2)
∣

∣

∣
uI,II
i − uref(xI,II

i , T )
∣

∣

∣

Then the convergence rates is estimated by

R =
log(EI)− log(EII)

log(hI)− log(hII)
(A.1)

This equation has wide usage for estimating convergence rates on uniform meshes, but
its validity for the same purpose on randomly generated non-uniform meshes is open
for discussion. Nevertheless, the numerical results presented in Section 6 justifies this
choice for irregular meshes generated in the way described in Section 2.

Appendix B. The conventional van Leer limiter. Consider the next general
strategy to construct the alternative unlimited slopes and smoothness monitors

θalti = αiθ
p
i , Dxui = βiθ

q
i

ui+1 − ui

∆xi
(B.1)

in which θi is the smoothness monitor (2.11), αi and βi are two positive numbers
that only depends on the local cell sizes. The other two numbers are p ∈ {−1, 1} and
q ∈ {0, 1}, so that (B.1) allows biased differencing in both directions.
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Thus by setting αi = βi ≡ 1 and using p = 1, q = 0, one obtains the strategy
chosen in this paper; whereas setting θi ≡ 1, p = 1, q = 0, and βi = 2∆xi/(∆xi +
∆xi+1), one has the consistent numerical slope (5.1). For the general formula (B.1),
the next theorem holds for the conventional van Leer limiter.

Theorem B.1. Using (B.1) and the conventional limiter function φvan Leer, there
exists a function φvan Leer

i for each i such that the limited numerical slopes satisfy

σi
def
== φvan Leer(θalti )Dxui = φvan Leer

i (θi)
ui+1 − ui

∆xi
(B.2)

These φvan Leer

i cannot satisfy both (3.20) and (3.11) for arbitrary non-uniform grids.
Before proving the theorem, the idea is that any alternative strategy that may

be written as (B.1), one can construct a “modified” limiter function such that the
analysis of Section 3 fits. In particular, the “modified” limiter function corresponding
to φvan Leer cannot satisfy both the (3.20) and (3.11) simultaneously for arbitrary
grids: thus there always be some irregular grids, such that this alternative strategy
leads to the loss of either second-order accuracy or the TVD stability.

Proof. For simplicity, θi > 0 is always supposed in the proof. The general
formula (B.1) together with conventional van Leer limiter leads to the following slopes

σi = φvan Leer(αiθ
p
i )βiθ

q
i

ui+1 − ui

∆xi
(B.3)

Thus (B.2) is established by defining the “modified” limiters as

φi = βiθ
q
i φ

van Leer(αiθ
p
i )

Plugging in the explicit expression of φvan Leer, one has the “modified” limiter function

φi = φvan Leer
i (θi); φvan Leer

i (θ)
def
==

θs

a+ bθ
, s ∈ {0, 1, 2} (B.4)

where a = 1/(2αiβi), b = 1/(2βi), s = 1 + q if p = 1, and a = 1/(2βi), b = 1/(2αiβi),

s = q if p = −1. Considering the two numbers A = ∆xi−1+∆xi

∆xi+∆xi+1
and B = 2∆xi

∆xi+∆xi+1

instead of {∆xj}, it is then sufficient to show that φvan Leer
i cannot satisfy both (3.20)

and (3.11) for all A,B such that (3.21) and (3.22) hold.
Indeed, suppose for some a, b, and s, φi of (B.4) satisfies both (3.20) and (3.11)

0 ≤
θs

a+ bθ
≤ 2min(1, θ), ∀θ > 0 ⇒ t = 1 and a, b ≥

1

2

Setting t = 1, φvan Leer
i (A) = B leads to

A

B
= 2a+ 2bA ≥ 1 +A

which is, however, not true for all A,B : 0 < B < 2min(1, A), contradiction.


