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Abstract

In this paper, we propose a novel first-order reformulation of the most well-known Boussinesq-type systems that are

used in ocean engineering. This has the advantage of collecting in a general framework many of the well-known

systems used for dispersive flows. Moreover, it avoids the use of high-order derivatives which are not easy to treat

numerically, due to the large stencil usually needed. These first-order PDE dispersive systems are then approximated

by a novel set of first-order hyperbolic equations. Our new hyperbolic approximation is based on a relaxed augmented

system in which the divergence constraints of the velocity flow variables are coupled with the other conservation laws

via an evolution equation for the depth-averaged non-hydrostatic pressures.

The most important advantage of this new hyperbolic formulation is that it can be easily discretized with explicit

and high-order accurate numerical schemes for hyperbolic conservation laws. There is no longer need of solving

implicitly some linear system as it is usually done in many classical approaches of Boussinesq-type models. Here a

third-order finite volume scheme based on a CWENO reconstruction has been used. The scheme is well-balanced and

can treat correctly wet-dry areas and emerging topographies.

Several numerical tests, which include idealized academic benchmarks and laboratory experiments are proposed,

showing the advantage, efficiency and accuracy of the technique proposed here.

Keywords: non-hydrostatic shallow water flows, Boussinesq-type systems, hyperbolic reformulation, breaking

waves, path-conservative finite volume methods, well-balanced schemes

1. Introduction

Computational Fluid Mechanics is today one of the most essential tools for the simulation of a multitude of

phenomena that take place in our environment related to geophysical flows. These phenomena are of considerable

interest since they may affect the population. For instance, the flow that occurs after a dam break, the circulation

of bodies in the water, the behavior of atmospheric currents, the evolution of pollutant discharge, erosion and the

transport of sediments, the propagation of a tsunami and its impact on a coastal area, among others, are of particular

interest.

When modeling and simulating geophysical flows, the Nonlinear Shallow-Water equations, hereinafter SWE, are

often a good choice as an approximation of the Navier-Stokes equations. Nevertheless, SWE do not take into account

the effects associated with dispersive waves.

In fluid dynamics, dispersion of water waves generally refers to frequency dispersion, which means that waves

of different wavelengths travel at different phase speeds. Water waves, in this context, are waves propagating on

the water surface, with gravity and surface tension as the restoring forces. As a result, water with a free-surface is

generally considered to be a dispersive medium. However, it is well-known that SWE do not take into account the

effects associated with dispersive waves. The Stokes linear theory (or Airy wave theory) explains this situation since

it states that the speed of wave propagation depends on the depth. More precisely, the phase velocity CAiry is given in

terms of the typical depth H, the gravitational acceleration g and the local wavenumber k as

C2
Airy = gH

tanh(kH)

kH
.
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It is a known fact that the phase velocity of SWE is given by

C2
S WE = gH,

which is far from the value CAiry.

In recent years, an effort has been made in the derivation of relatively simple mathematical models for shallow

water flows that include long nonlinear water waves. To improve the nonlinear dispersive properties of the model,

information on the vertical structure of the flow should be included. To do so, the approach used by Boussinesq-type

models is to retain some high-order terms in the Taylor expansion of the velocity potential. For instance, this is the

approach used in [1], [2], [3], [4], [5], [6], [7], [8], [9], and [10], among others. High-order Boussinesq-type models

offer better dispersive properties. The counterpart is that extremely complex systems with high-order derivatives arise

(see for instance fifth-order derivatives in [10]). This requires equally complex numerical schemes when solving

the equations. Moreover, a large stencil is needed to approximate the high-order derivatives and the development of

high-order schemes is not an easy task.

Alternatively, the development of non-hydrostatic pressure models for coastal water waves has been the topic

of many studies over the past 30 years. The idea is that, in order to incorporate dispersive effects in SWE-type

models, one should retain some vertical information on the structure of the flows. This means that following the usual

average process when obtaining SWE, one cannot assume the vertical velocity or non-hydrostatic pressure negligible.

Therefore, the pressure is split into a hydrostatic and a non-hydrostatic part. See for instance [11], [12], [13], and

[14], among others. The relation between non-hydrostatic pressure models and high-order Boussinesq-type models is

not straightforward, although some works show that they are similar. See for instance how in [13] the authors show

that the non-hydrostatic model they propose is related to [3], for the case of flat bottom and a modified relation on the

pressure terms. Another example is the work [15] where again the non-hydrostatic model is compared to [3] or [16],

where a specific quadratic vertical profile for the non-hydrostatic pressure yield equivalence to the Green-Naghdi

equations.

The advantage of non-hydrostatic models is that they present only first-order derivatives, which are easier to

treat numerically. Moreover, the particular structure of these types of models and their similarities with SWE allow

extending many well-known numerical schemes for SWE to non-hydrostatic models as it is done in [17]. One of the

drawbacks of non-hydrostatic models is that they do not fall into the class of hyperbolic PDE systems. Moreover, it

is required to solve implicit problems that account for the pressure term (see [17]). Implicit numerical schemes for

this class of PDEs will lead to solving linear systems at each time step of the numerical scheme that will become the

main bottleneck of the algorithm from a computational time point of view. This is done to avoid the restrictive time

step that would give an explicit scheme. Moreover, the numerical stencil and the condition number of the underlying

linear system to be solved will increase with the order of the scheme.

The first objective of this paper is to establish a link between the most well-known Boussinesq-type and non-

hydrostatic models. In particular, we propose a general non-hydrostatic system that allows covering all the classical

dispersive systems. This general formulation has the advantage that it will only include first-order derivatives, which

are easier to treat numerically. Moreover, as we have said, this would allow adapting different well known numerical

techniques similar to the work introduced in [17]. Nevertheless, we will merely establish the equivalence between the

two types of systems: Boussinesq-type and non-hydrostatic models. This does not change the nature of the system,

which means that the underlying difficulties related to the parabolic nature of the system remain.

Another advantage of this general formulation is that it allows in an easy way to extend the classical Boussinesq

systems by including some of the terms that were originally neglected without adding any extra complexity to the

system.

The second goal of the paper will be to use the proposed general non-hydrostatic system to present a general

numerical approach. The approach is based on a technique similar to the one introduced in [18]. The idea is to propose

a relaxation of the system which will cover the original one in the relaxed limit. The relaxed system is hyperbolic and

will be solved by employing a high-order finite volume scheme. The advantage is clear, as any numerical technique

used for the non-conservative hyperbolic system may be applied. Moreover, the extension to a high-order scheme will

be now easier.

The rest of the paper is organized as follows. Section 2 and 3 contain the derivation of the governing equations

and the reformulation of classical Boussinesq-type systems respectively; Section 4 and 5 present the hyperbolic ap-
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Figure 1: Sketch of the problem considered.

proximation technique and the numerical scheme respectively and Section 6 shows some numerical tests. Finally,

Section 7 summarizes the findings of this paper.

2. Derivation of the non-hydrostatic pressure system

In this section, a depth-averaged system derived from Euler equations is presented. In the deduction of the equa-

tions, some assumptions will be made on the vertical profile of the velocities as well as the pressure. For the sake

of simplicity, we shall consider here the 2D case so that (x, z) will represent the horizontal and vertical coordinates.

Nevertheless, everything that is done here can be easily generalized to the full 3D case. In this framework, we consider

the 2D Euler system


∂xu + ∂zw = 0,

∂tu + ∂x

(
u2 + pT

)
+ ∂z (uw) = 0,

∂tw + ∂x (uw) + ∂z

(
w2 + pT

)
= −g,

(1a)

(1b)

(1c)

where x and z denote the horizontal Ox and the vertical Oz axis respectively. We consider this system for

t > t0, x ∈ R, −H(x, t) ≤ z ≤ η(x, t),

where η is the unknown water elevation and H is the bathymetry, measured from a fixed reference level and it may

vary in space and time. u and w are the horizontal and vertical velocities respectively. The water height is h = η + H.

See Figure 1 for a sketch of the problem. The model is completed with boundary conditions at the free-surface and at

the bottom. More explicitly,


w(x, η(x, t), t) = ∂tη(x, t) + u(x, η(x, t), t)∂xη(x, t),

pT ((x, η(x, t), t)) = patm,

(2a)

(2b)

where patm is the atmospheric pressure, and no-penetration boundary condition is assumed at the bottom,

w(x,−H(x, t), t) = −u(x,−H(x, t), t)∂xH − ∂tH. (3)

The total pressure pT shall be decomposed into a sum of a hydrostatic and non-hydrostatic part:

pT = patm + g(η − z) + p, (4)

where p(x, z, t) is the non-hydrostatic pressure. Hereinafter, the atmospheric pressure will be supposed to be zero and

the non-hydrostatic pressure is assumed to vanish at the free-surface

p(x, η(x, t), t) = 0. (5)
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In what follows, given a function f , we will denote by f its average over the vertical direction z:

f ≡ f (x) =
1

h

∫ η

−H

f (x, z) dz.

We denote by f̂ its deviation with respect to the vertical average:

f̂ = f − f .

The integration on the vertical direction z of the incompressibility equation (1a), combined with conditions (2a)

and (3), gives the mass equation,

∂th + ∂x (hu) = 0. (6)

In a similar way, the integration on the vertical direction z of the momentum equation for u (1b) combined with

conditions (2) and (3), gives the momentum equation for the depth integrated horizontal velocity u,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + hp

)
= (gh + pb) ∂xH, (7)

where pb denotes the non-hydrostatic pressure at the bottom.

The following vertical momentum equation is also deduced by the integration on the vertical direction of the

momentum equation for w (1c) combined with conditions (2) and (3):

∂t (hw) + ∂x (huw) = pb.

Note that given two function f1 and f2 we have

f1 f2 = f1 · f2 + f̂1 f̂2.

Therefore we get:

∂t (hu) + ∂x

(
hu

2
+

1

2
gh2 + hp

)
+ ∂x

(
hû2

)
= (gh + pb) ∂xH,

∂t (hw) + ∂x (hu w) + ∂x

(
hûŵ

)
= pb.

Using (1a), equation (1c) can be rewritten as

∂tw + u∂xw + w∂zw + ∂z p = 0.

Taking the derivative with respect to z on the last equation, one gets

∂t (∂zw) + u∂x (∂zw) + (∂zw)2 = −∂z(û∂xw) − w∂zzw − ∂zz p.

Finally, multiplying by h2 and using the mass equation (6), we get

h∂t (h∂zw) + h∂x (hu∂zw) + h2 (∂zw)2 = −h2∂z(û∂xw) − h2w∂zzw − h2∂zz p.

Now remark that, again using the mass equation combined with (1a), we have:

h∂zw∂th + hu∂zw∂xh = −h2∂zw∂xu = h2(∂zw)2 + h2∂zw∂xû,

which combined with previous equation gives us:

∂t

(
h2∂zw

)
+ ∂x

(
h2u∂zw

)
= h2∂zw∂xû − h2∂z(û∂xw) − h2w∂zzw − h2∂zz p.

Equivalently, using the notation ξ = − 1

12
h∂xu, one may write

∂t (hξ) + ∂x (uhξ) =
1

12
h2∂zw∂xû − 1

12
h2∂z(û∂xw) − 1

12
h2w∂zzw −

1

12
h2∂zz p.
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To summarize, we get:



∂t (hu) + ∂x

(
hu

2
+

1

2
gh2 + hp

)
+ ∂x

(
hû2

)
= (gh + pb) ∂xH,

∂t (hw) + ∂x (hu w) + ∂x

(
hûŵ

)
= pb

∂t (hξ) + ∂x (uhξ) =
1

12
h2∂zw∂xû − 1

12
h2∂z(û∂xw) − 1

12
h2w∂zzw −

1

12
h2∂zz p.

To close the system, as mentioned before, we shall make some assumptions on the given vertical profiles of the

unknowns of the problem. We will suppose that deviations of the horizontal velocity u are small. This will allow us

to neglect the deviation from its vertical average. We shall suppose as well some information on the second-order

derivatives. More explicitly, we shall assume that w has a linear vertical profile and the non-hydrostatic pressure p has

a quadratic vertical profile:

u(·, z) ∈ P0, w(·, z) ∈ P1, p(·, z) ∈ P2.

Note that the hypothesis of constant vertical profile for the horizontal velocity corresponds to a shallow water regime.

In fact, if we take p = 0 in (4), we would get the SWE.

From (1a), using the assumption w(·, z) ∈ P1 and u(·, z) ∈ P0, one gets

w = wb + ∂zw(z + H) = wb − ∂xu(z + H),

where wb = w|z=−H is the vertical velocity at the bottom. Now, using this fact, from the definition of w and (3)

respectively one gets

w = wb −
1

2
h∂xu, wb = −u∂xH − ∂tH. (8)

The fact that p(·, z) ∈ P2 means that ∂zz p does not depend on z. Moreover, the non-hydrostatic pressure at the surface

vanishes. Therefore, using for instance the trapezoidal quadrature rule, one gets

p =
1

2
pb −

1

12
h2∂zz p,

where pb = p|z=−H corresponds to the non-hydrostatic pressure at the bottom.

Remark 1. One could also consider a linear vertical profile for the non-hydrostatic pressure. In that case, the relation

p =
1

2
pb

holds, and we get the system introduced in [13].

To sum up, collecting all the equations described before, and skipping the notation in bars to denote depth-averaged

variables, the system reads as:



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
uhu +

1

2
gh2 + hp

)
= (gh + pb) ∂xH,

∂t (hw) + ∂x (uhw) = pb,

∂t (hξ) + ∂x (uhξ) = p − 1

2
pb,

w = wb −
1

2
h∂xu, wb = −u∂xH − ∂tH,

ξ = −βh∂xu.

(9a)

(9b)

(9c)

(9d)

(9e)

(9f)
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where β is a free parameter. In the previous deduction it was given by β = 1/12 for the case p ∈ P2, and β = 0

for the assumption p ∈ P1. Remark that here and in the rest of the paper we are choosing u(·, z) ∈ P0, w(·, z) ∈ P1.

Nevertheless it could be chosen otherwise.

Proposition 1. Smooth solutions for system (9) satisfies the following entropy equality:

∂t

(
h

(
u2

2
+

w2

2
+
ξ2

2β
+ g

(
h

2
− H

)))
+ ∂x

(
hu

(
u2

2
+

w2

2
+
ξ2

2β
+ p + gη

))
= −(gh + pb)∂tH (10)

Proof. The proof is done as it is usual in this kind of models. First, using (9a), we rewrite (9b), (9c) and (9d) as

h∂tu + hu∂xu + ∂x (hp) = pb∂xH − gh∂xη,

h∂tw + hu∂xw = pb,

hβ−1∂tξ + huβ−1∂xξ = β
−1

(
p − 1

2
pb

)

Now multiply these equations by u,w, and ξ respectively and combine them with (9a) to obtain:

∂t

(
h

u2

2

)
+ ∂x

(
hu

(
u2

2
+ p + gη

))
= gη∂x (hu) + hp∂xu + pbu∂xH,

∂t

(
h

w2

2

)
+ ∂x

(
hu

w2

2

)
= wpb,

∂t

(
h
ξ2

2β

)
+ ∂x

(
hu
ξ2

2β

)
=

1

β
ξ

(
p − 1

2
pb

)

Adding these three equations one obtains:

∂t

(
h

(
u2

2
+

w2

2
+
ξ2

2β

))
+ ∂x

(
hu

(
u2

2
+

w2

2
+
ξ2

2β
+ p + gη

))
= gη∂x(hu) + p

(
h∂xu +

ξ

β

)
+ pb

(
u∂xH + w − ξ

2β

)

Now, remark that from (9e) one may write

u∂xH + w − ξ

2β
= −∂tH −

1

2

(
h∂xu +

ξ

β

)
.

We also rewrite

η∂x(hu) = −η∂th = −∂t

(
h

(
h

2
− H

))
− h∂tH.

Then, using the definition of ξ by (9f), the result follows.

3. Rewriting of classical Boussinesq and non-hydrostatic pressure systems

In this Section, we intend to show that (9) gives us a general framework that recovers many of the classical known

models for dispersive and non-hydrostatic fluids.

To do so, let us describe some of the well-known systems used for dispersive water waves. In particular we focus

on the models described in [13], [14], [3], [6], [4] which shall be denoted respectively by (BMSS), (YKC), (GN),

(PER), (MS). For each of them we describe the process of recasting these systems into the form of (9):

• Non-hydrostatic pressure system derived by Bristeau et al. in [13].

This system can be written in the general formulation (9) by setting β = 0. In this case, given that ξ = −βh∂xu =

0, we get

p =
1

2
pb, (11)
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and therefore the equations (9d) and (9f) can be suppressed resulting in:



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + hp

)
= (gh + 2p) ∂xH,

∂t (hw) + ∂x (huw) = 2p,

w = wb −
1

2
h∂xu, wb = −u∂xH − ∂tH.

(BMSS)

• Non-hydrostatic pressure system derived by Yamazaki et al. in [14].

We set again β = 0. Then, in a similar way as before, this system can be written in the general formulation (9)

by neglecting the convective terms in the momentum equation for the variable w :



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + hp

)
= (gh + 2p) ∂xH,

∂t (hw) = 2p,

w = wb −
1

2
h∂xu, wb = −u∂xH − ∂tH.

(YKC)

Remark 2. The formulation used here for (YKC) differs from the one introduced in [14]. In [14] the conserved

variables are not used and the system is written in terms of the pressure at the bottom pb rather than the average

pressure p, where (11) is assumed. Moreover, [14] makes an extra hypothesis and simplifies the third equation

to

h∂tw = 2p,

by assuming that h ≈ H. We shall not make this assumption here and we shall use the formulation (YKC).

• Green-Naghdi system derived in [3].

The system written as in [15], [19] or [20], reads:



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + h2

(
P
3
+
Q
2

))
=

(
gh + h

(
P
2
+ Q

))
∂xH,

P = −h
(
∂txu + u∂xxu − (∂xu)2

)
,

Q = ∂xzb (∂tu + u∂xu) + u2∂xxzb.

(GN)

This system was written in an equivalent form as a non-hydrostatic pressure shallow water system in [15]. The

general formulation (9) described in this work recovers the Green-Naghdi system by setting β = 1/12.
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It is interesting to remark that in the particular case of flat bottom, as stated in [13], the system is equivalent to



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + hp

)
= 0,

∂t (hw) + ∂x (huw) =
3

2
p,

w = −1

2
h∂xu.

(12)

Indeed from ∂xH = 0, and equations (9e)-(9f) we get

w = −1

2
h∂xu, and ξ = − 1

12
h∂xu,

therefore

w = 6ξ. (13)

Using the equations in (9c)-(9d), and (13), it can be easily deduced that

pb =
3

2
p. (14)

So that the general formulation (9) is reduced to (12) in this situation. This means that, for the case of flat

bottom, this system is the same as (BMSS) but setting pb =
3

2
p. A particular analysis under this hypothesis of

flat bottom, as well as an efficient numerical strategy to solve it was proposed in [13] and [18] respectively.

• Classical system derived by Peregrine in [6]. This system was introduced in the form:



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2

)
= gh∂xH +

1

2
H2∂xxt (Hu) − 1

6
H3∂xxtu.

(PER)

Note that the momentum equation in (PER) can be written equivalently as

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + H (p1 + p2)

)
= (gh + 2p1 + 3p2) ∂xH,

where

p1 = ∂t (Hw1) , w1 = −
1

2
u∂xH − 1

2
H∂xu,

p2 = ∂t (Hw2) , w2 =
1

6
H∂xu.

Let us define

p = p1 + p2, pb = 2p1 + 3p2,

w = 2w1 + 3w2, ξ = w1 + w2 −
1

2
w.

Then, system (PER) may also be written using the formulation (9). This can be done by neglecting convective

terms in the momentum equations (9c)-(9d), assuming ∂tH = 0, and using the assumption h ≈ H in equa-
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tions (9c)-(9f) and in the term ∂x(hp) of equation (9b):



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + Hp

)
= (gh + pb) ∂xH,

∂t (Hw) = pb,

∂t (Hξ) = p − 1

2
pb,

w = wb −
1

2
H∂xu, wb = −u∂xH,

ξ = − 1

12
H∂xu.

(15)

Remark that the assumption h ≈ H is usually made in the derivations of this type of models and in particular in

the deduction proposed in [6].

• Madsen-Sørensen system derived in [4].

In [4], the authors propose a novel Boussinesq-type system with enhanced dispersive properties. The derivation

is done by taking as a starting point the Peregrine equations and introducing a free parameter B that is then

optimized to improve the dispersive relations obtained. The genuine system derived in [4], reads



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2

)
= gh∂xH +

1

2
H2∂xxt (Hu) − 1

6
H3∂xxtu + Bψ,

(MS)

where ψ is given by

ψ = H2∂xxt (Hu) + gH3∂xxxη + 2gH2∂xxη∂xH. (16)

In [4], a dispersion analysis of the linearised system is done, similar to the one performed in this paper in

Subsection 4.2. In [4] authors found the values of B = 1/15 and B = 1/21 to be optimal to match with the

Stokes linear theory. These values will be adopted as well in this paper.

First, note that following the same ideas as for Peregrine’s system, one can rewrite the equations (MS) in a

similar way as (15): 

∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + Hp

)
= (gh + pb) ∂xH + Bψ,

∂t (Hw) = pb,

∂t (Hξ) = p − 1

2
pb,

w = wb −
1

2
H∂xu, wb = −u∂xH,

ξ = − 1

12
H∂xu.

(17)

The term ψ contains high-order derivatives which we would like to avoid. To do so, using again similar manip-

ulations as before, one may write

ψ = ∂x

(
H2∂xt (Hu) + gH3∂xxη

)
−

(
2H∂xt (Hu) + gH2∂xxη

)
∂xH.

9



Now, define the new variables p̃, p̃b, and w̃ by

p̃ = p − BH∂xt (Hu) − BgH2∂xxη,

p̃b = pb − 2BH∂xt (Hu) − BgH2∂xxη,

w̃ = w − 2B∂x (Hu) .

Then, system (17) may be written as



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
hu2 +

1

2
gh2 + Hp̃

)
= (gh + p̃b) ∂xH,

∂t (Hw̃) = p̃b + BgH2∂xxη,

∂t (Hξ) = p̃ − 1

2
p̃b +

1

2
BgH2∂xxη,

w̃ = (1 + 2B) wb −
1

2
(4B + 1) H∂xu, wb = −u∂xH,

ξ = − 1

12
H∂xu.

(18)

Therefore, the system derived in [4] can also be recast into a non-hydrostatic formulation. Nevertheless, opposed

to the previous cases, we still have here a second-order derivative for the term ∂xxη. In the next subsection,

we intend to give a more general formulation that collects all of the studied cases and includes only first-

order derivatives. Remark that this is done so that one could recover systems similar to the Madsen-Sørensen.

Nevertheless, if one is interested just in the previous cases (B = 0), then (9) suffices.

3.1. A general formulation

Given what has been said before, we aim now to propose a general formulation for commonly used dispersive

systems that extends (9). The system shall be written using only first-order derivatives of the variables. To do so, let

us consider first the following extension of (9):



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
uhu +

1

2
gh2 + hp

)
= (gh + 2 (p − q)) ∂xH,

∂t (hw) + ∂x (uhw) = 2 (p − q) + Bgh2∂xxη,

∂t (hξ) + ∂x (uhξ) = q +
1

2
Bgh2∂xxη,

w = (1 + 2B) wb −
1

2
(4B + 1) h∂xu, wb = −u∂xH − ∂tH,

ξ = −βh∂xu.

(19a)

(19b)

(19c)

(19d)

(19e)

(19f)

Note that setting B = 0 and q = p− 1

2
pb in (19) one recovers (9). Nevertheless, for B , 0, (19) includes second-order

derivatives of the free-surface that originally appears in (18) and we would like to avoid. To do so, let us define

ζ = B∂xη.

First remark that, from (19a), one has

∂t (hζ) = −B∂x (hu) ∂xη − Bh∂xx (hu) − Bh∂txH = −ζ∂x (hu) − Bh∂txH − Bh∂xx (hu) . (20)
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Note that the last term, Bh∂xx (hu) , can be written as

Bh∂xx (hu) = B
(
hu∂xxh + 2h∂xh∂xu + h2∂xxu

)
= Bhu∂xxh + B∂x

(
h2∂xu

)
,

and using equation (19f)

Bhu∂xxh + B∂x

(
h2∂xu

)
= Bhu∂xxη + Bhu∂xxH − Bβ−1∂x (hξ) = hu∂xζ + Bhu∂xxH − Bβ−1∂x (hξ) .

Thus, equation (20) yields

∂t (hζ) + ∂x

(
uhζ − Bβ−1hξ

)
= −Bhu∂xxH − Bh∂txH. (21)

In the following we will assume ∂xxH ≈ 0 and ∂txH ≈ 0. These assumptions are in agreement with the mild bottom

variation hypothesis made in [4]. In any case, these terms may be retained and the resulting system may be also recast

into the general formulation as it is shown in Remark 3.

Now, using the fact that

Bgh2∂xxη = gh2∂xζ = g
(
∂x

(
h2ζ

)
− 2hζ∂xh

)
,

system (19) may be written as



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
uhu +

1

2
gh2 + hp

)
= (gh + 2 (p − q)) ∂xH,

∂t (hw) + ∂x

(
uhw − gh2ζ

)
+ 2ghζ∂xh = 2 (p − q) ,

∂t (hξ) + ∂x

(
uhξ − 1

2
gh2ζ

)
+ ghζ∂xh = q,

w = (1 + 2B) wb −
1

2
(4B + 1) h∂xu, wb = −u∂xH − ∂tH,

ξ = −βh∂xu.

∂t (hζ) + ∂x

(
uhζ − Bβ−1hξ

)
= 0,

(22a)

(22b)

(22c)

(22d)

(22e)

(22f)

(22g)

where the coefficient Bβ−1 is set to zero when β = 0. Remark that setting B = 0, ζ = 0 and q = p − 1

2
pb we recover

(9).

System (22) has now the advantage that it only includes first-order derivatives and covers all the well-known and

leading dispersive systems that are used in ocean engineering.

Remark that in some cases additional hypothesis should be done. Some terms are neglected in the derivation of

some classical dispersive models, whereas they are present in this general formulation. More explicitly, we have seen

in Section 3 that the system (BMSS) proposed in [13] is recovered by setting B = β = 0. System (GN) introduced

in [3] falls directly into the general formulation for B = 0, β = 1/12. The system (YKC) found in [14] may be

recovered by setting B = β = 0 and neglecting the convective terms ∂x(hw) and ∂x(hξ). In a similar way the system

(PER) derived in [6] can be recovered by setting B = 0, β = 1/12, neglecting the convective terms ∂x (hw) , ∂x (hξ) ,

and replacing h by H in equations (22c)-(22g) as well as in the term ∂x(hp) in equation (22b). Remark that these

assumptions were already made in [6] in the derivation of the model. Finally, (MS) introduced in [4] may be written

in the form (22) using the similar hypothesis as for (PER) and using B = 1/21 or B = 1/15. All of this is summarized

in Table 1. Moreover, one may not use these additional assumptions which would leads us, depending on the values of

B and β in (22), to a system that provides a new generalization to the well-known dispersive systems (PER), (YKC)

and (MS). The difference being that all the terms that were neglected during their original derivation are now included.

This means that, for B = 0 and β = 0 we obtain (BMSS), which is an extension of the original (YKC); for B = 0

and β = 1/12 we obtain (GN) which may be seen as an extension of the original (PER); and for B free parameter and

β = 1/12 we obtain an extension of the original (MS) which shall be denoted by (EMS) in what follows.
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Coefficients and assumptions

B β Assumptions

BMSS 0 0 ✕

YKC 0 0 ∂x (uhw) = ∂x (uhξ) ≈ 0, ∂t(hw) ≈ h∂tw

GN 0 1
12

✕

PER 0 1
12

∂x (uhw) = ∂x (uhξ) ≈ 0, h ≈ H

MS 1
15
, 1

21
1

12
∂x (uhw) = ∂x (uhξ) ≈ 0, h ≈ H

Table 1: Choice of parameters and additional assumptions needed in order to recover classical dispersive models from (22).

Furthermore, we will see in Section 4.2 that this new generalization of the classical dispersive systems will not

change the linear dispersion relations satisfied by its original counterpart.

Remark 3. Concerning the terms that were neglected in equation (21),

Bhu∂xxH + Bh∂txH,

note that, they can be also rewritten as

∂t (Bh∂xH) + ∂x (Bhu∂xH) .

Then equation (21) reads

∂t (h (ζ + B∂xH)) + ∂x

(
uh (ζ + B∂xH) − Bβ−1hξ

)
= 0.

Therefore, one can define ζ̃ = ζ + B∂xH and equations (22c), (22d) and (22g) read as

∂t(hw) + ∂x

(
uhw − gh2ζ̃

)
+ 2ghζ̃∂xh = 2(p − q) − gBh2∂xxH,

∂t(hξ) + ∂x

(
uhξ − 1

2
gh2ζ̃

)
+ ghζ̃∂xh = 2(p − q) − 1

2
gBh2∂xxH,

∂t

(
hζ̃

)
+ ∂x

(
uhζ̃ − Bβ−1hξ

)
= 0.

The resulting system is then first-order, except for the term ∂xxH. Nevertheless, this term may be considered as data

and should not give major difficulties. Another possibility is to neglect it as it is done in [4].

Remark 4. In Section 4, the system (22) will be relaxed and approximated by a hyperbolic system. To do so, we

remark that from (22) one may deduce some relations that will be of interest in the relaxation process. More explicitly,

in the case of a flat bottom one gets

w = −µh∂xu, ξ = −βh∂xu, µ =
1

2
(4B + 1) ,

and therefore

µξ = βw.

In a similar way, we can deduce that for a flat bottom one gets

2βp = (µ + 2β) q +
1

2
(µ − 2β) gh2∂xζ.
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For the sake of completeness, let us show how to obtain the last equation:

Multiplying equation (22c) by β :

β (∂t(hw) + ∂x(uhw)) = βgh2∂xζ + 2β (p − q) .

Now, using that for a flat bottom µξ = βw, the above relation becomes:

µ (∂t(hξ) + ∂x(uhξ)) = βgh2∂xζ + 2β (p − q) .

Now, using equation (22d) multiplied by µ one has:

µ (∂t(hξ) + ∂x(uhξ)) =
1

2
βgh2∂xζ + µq,

and the result follows.

Remark 5. The classical Boussinesq-type systems (YKC), (GN), (PER) or (MS) were derived under the assumption

of stationary bed, that is, ∂tH = 0. This general formulation (22) allows us to easily extend them for the case of

non-stationary bottoms. This can be done by using the sea-bed boundary condition (3)

wb = −u∂xH − ∂tH.

3.2. Modeling of breaking waves

As pointed out in [17], [18], [21] among others, in shallow water flow complex events can be observed related

to turbulent processes. One of these processes corresponds to the breaking of waves near the coast. As it will be

seen in the numerical tests shown in the next section, the PDE systems considered in this paper cannot describe this

process without an additional term that allows the model to dissipate the required amount of energy in such situations.

In this work, we adopt a simplified version of the breaking mechanism introduced in [17], [22] and later adopted

for approximated hyperbolic dispersive systems in [18] where a friction term is added to the right hand side of the

equations:

∂t (hw) + ∂x

(
uhw − gh2ζ

)
+ 2ghζ∂xh = 2 (p − q) + κw, κ = −2b|∂x (hu) |,

∂t (hξ) + ∂x

(
uhξ − 1

2
gh2ζ

)
+ ghζ∂xh = q + κξ.

Note that, as it was pointed out in Remark 4, in the case of flat bottom we have µξ = βw and the amount of energy

dissipated is consistent in both equations.

The breaking mechanism must be combined with a breaking criteria to switch on and off this extra dissipation

term, and this is controlled by the parameter b. The definition of this empirical parameter b is based on a quasi-

heuristic strategy to determine when the breaking occurs (see [17], [21] and references therein).In this work it is given

by

b = 1 − ∂x(hu)

U1

,

where wave energy dissipation associated with breaking begins when |∂x(hu)| ≥ U1 and continues as long as |∂x(hu)| ≥
U2, where

U1 = b1

√
gh, U2 = b2

√
gh,

denote the flow speeds at the onset and termination of the wave-breaking process. b1, b2 are coefficients that should

be calibrated through laboratory experiments. In this work, as in [17], [18] or [21], we use b1 = 0.5 and b2 = 0.15 for

all the test cases studied.
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4. A hyperbolic approximation

The general formulation (22) has two main advantages. On the one hand, as it has already been said, it covers all

the classical and well known dispersive systems. Moreover, it allows us to propose a generalization of some of these

systems by including the terms that were neglected in their original derivation. On the other hand, (22) corresponds

to a first-order PDE system instead of a higher-order PDE.

This will allow us to propose a general, simple and efficient algorithm to solve it numerically, based on ideas

presented in [17]. Let us remark that, even though (9) or (22) only presents first-order derivatives, we have merely

rewritten in a different way the original systems and they are in fact equivalent. This means that the original nature of

the systems has not changed. See for instance how the numerical strategy used in [17] requires to solve implicitly the

pressure, as one usually does in parabolic equations, in order to avoid the restrictive time step that an explicit scheme

would need.

However, implicit numerical schemes for this class of PDE systems will lead to solving linear systems at each time

step of the numerical algorithm, which will become the main bottleneck of the algorithm from a computational time

point of view. Moreover, the complexity of the numerical scheme, the numerical stencil and the condition number of

the underlying linear system to be solved will increase with the order of the scheme. This makes high-order schemes

for Boussinesq-type systems not so efficient as one would prefer. The aforementioned problems are even more difficult

to be dealt with for the case of high-order PDE systems such as (MS).

Additional challenges come up when designing robust and efficient numerical schemes in the context of dispersive

shallow flows. For example, the presence of wetting and drying fronts and the ability of the numerical scheme to

preserve the positivity of the total water depth is not an easy task. Another important property is related to well-

balancing: we expect the scheme to preserve stationary solutions such as lake-at-rest steady states. Moreover, the

selection of a good linear solver plays an important role in the computational efficiency of the final scheme.

The aim is then to deduce a hyperbolic system that may be seen as a relaxation of the system (22), which can be

efficiently solved by arbitrary high-order numerical methods. To do so, we consider the following modified system:



∂th + ∂x (hu) = 0,

∂t (hu) + ∂x

(
uhu +

1

2
gh2 + hp

)
= (gh + 2 (p − q)) ∂xH − τb,

∂t (hw) + ∂x

(
uhw − gh2ζ

)
+ 2ghζ∂xh = 2 (p − q) + κw,

∂t (hξ) + ∂x

(
uhξ − 1

2
gh2ζ

)
+ ghζ∂xh = q + κξ,

∂t (hp) + ∂x (uhp) + γ1c2 (w − µBwb + µh∂xu) = 0, wb = −u∂xH − ∂tH

∂t (hq) + ∂x (uhq) + γ2c2 (ξ + βh∂xu) = 0,

∂t (hζ) + ∂x

(
uhζ − Bβ−1hξ

)
= 0,

(23a)

(23b)

(23c)

(23d)

(23e)

(23f)

(23g)

where µ = (4B + 1) /2, µB = 2B + 1 and β, B are free parameters. c = α
√

gH0 is a given constant celerity, H0 being a

typical average still water depth and α > 1. γ1 and γ2 are two parameters to be chosen conveniently.

The approximation is based on a modified system in which the divergence constraint on the velocity field is

coupled with the other conservation laws, following the ideas of the so-called hyperbolic divergence cleaning. This

hyperbolic divergence cleaning was applied in the context of the generalized Lagrangian multiplier (GLM) method

for the magnetohydrodynamics equations put forward in [23], [24]. We suggest a formulation in which the divergence

errors are transported with a finite speed of c. Remark that, when α → +∞, the system (23) formally converges to

(22). We refer the reader to [18] where a similar approach was proposed for the system (BMSS) and (12). In the

subsequent Section, we study the hyperbolicity of the augmented system.

Finally, the bottom friction is included in the model via a usual Manning-type friction formula [25] for the bottom
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shear stress τb that reads

τb = n2
mghu

|u|
h4/3

.

Remark 6. We want to ensure that the new system satisfies a similar relation between the variables w, ξ and p, pb for

the case of flat bottom, as it was stated in Remark 4. This can be obtained by choosing

γ1 = µ + 2β, γ2 = 2µ,

and hereinafter we will set γ1 and γ2 as described above.

4.1. Eigenstructure of the modified equations

System (23) can be written in compact matrix-vector form as

∂tU + ∂xF(U) + B(U)∂xU = S(U), (24)

with

U =



h

hu

hw

hξ

hp

hq

hζ



, F(U) =



hu

uhu + hp

uhw − gh2ζ

uhξ − 1

2
gh2ζ

hu

(
p + γ1µc2

)

hu
(
q + γ2βc2

)

uhζ − Bβ−1hξ



, S(U) =



0

−τb

2 (p − q) + κw

q + κξ

−γ1c2(w + µB∂tH)

−γ2c2ξ

0



, B(U)∂xU =



0

(gh + 2 (p − q)) ∂xη − 2 (p − q) ∂xh

2ghζ∂xh

ghζ∂xh

γ1c2u∂x

(
1

2
h − µBη

)

−γ2βc2u∂xh

0



.

Equivalently, the system may also be written in quasi-linear form:

∂tU + A(U)∂xU = S(U),

with

A(U) = JF(U) + B(U),

where JF = ∂F/∂U is the Jacobian of the flux F with respect to the conserved variables U. Some easy calculations

show that the eigenvalues of the matrix A(U) are

λ1,2,3 = u, λ4,5 = u ±
√

Bβ−1gh/2, λ6,7 = u ±
√

gh + p + γ1µc2.

Therefore, system (23) is hyperbolic provided that Bβ−1gh/2 ≥ 0 and gh + p + γ1µc2 ≥ 0. This means that (23)

may be solved by means of the usual numerical schemes for non-conservative hyperbolic systems, provided that α is

sufficiently large.

Remark 7. Note that the usual hydrostatic solutions corresponding to the non-linear shallow water equations can be

recovered by setting B = 0 and imposing the initial conditions

p(x, 0) = q(x, 0) = ζ(x, 0) = 0.
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4.2. Linear dispersion relation

As it was stated previously, system (23) intends to be a generalization of classical well-known dispersive systems.

Therefore, the dispersive relations satisfied by this new system should be studied. To do so we consider the approach

that is usually followed (see [4], [18], [26], [27], [28]). More explicitly, the case of flat bottom is considered and

system (23) is linearised around the steady state solution h = H, u = 0, w = 0, ξ = 0, p = 0, q = 0, ζ = 0. An

asymptotic expansion in the form

f = f (0) + ǫ f (1) + O(ǫ2),

is considered, where f stands for any generic variable of the system. After some easy calculations and neglecting

O(ǫ2) terms, the following linearised system is obtained:



∂tη
(1) + H∂xu(1) = 0,

∂tu
(1) + g∂xη

(1) + ∂x p(1) = 0,

H∂tw
(1) − 2

(
p(1) − q(1)

)
− gH2∂xζ

(1) = 0,

H∂tξ
(1) − q(1) − 1

2
gH2∂xζ

(1) = 0,

H∂t p
(1) + γ1c2µH∂xu(1) + γ1c2w(1) = 0,

H∂tq
(1) + γ2c2βH∂xu(1) + γ2c2ξ(1) = 0,

H∂tζ
(1) − Bβ−1H∂xξ

(1) = 0.

(25)

We shall now proceed to perform a Stokes-type Fourier analysis and look for solutions of the form,

f (1)(x, t) = f0ei(ωt−kx), (26)

f being any of the variables of the system. ω represents the angular frequency and k is the wave number. By

substituting (26) into (25), we get the linear system



iω −iHk 0 0 0 0 0

−igk iω 0 0 −ik 0 0

0 0 iHω 0 −2 2 igH2k

0 0 0 iHω 0 −1
1

2
igH2k

0 −iγ1µHkc2 γ1c2 0 iHω 0 0

0 −iγ2βHkc2 0 γ2c2 0 iHω 0

0 0 iBβ−1Hk 0 0 0 iHω



·



η0

u0

w0

ξ0

p0

q0

ζ0



= 0. (27)

As we look for non-trivial solutions, the matrix of the linear system (27) must be singular, yielding the linear dispersion

relation:

BgH(kH)2(C4
p(kH)2 + 2c2γ1(gH + 2c2βγ2) −C2

p(2c2γ1 + (kH)2(gH + c2γ1µ)))

2β(−C6
p(kH)4 + 2c4gHγ1γ2 +C4

p(kH)2(c2(2γ1 + γ2) + (kH)2(gH + c2γ1µ)))

2β(−c2C2
p(gH(kH)2(2γ1 + γ2) + c2γ1γ2(2 + (kH)2(2β + µ)))) = 0

(28)

16



where Cp =
ω

k
is the phase velocity and we recall that c2 = α2gH. Simple manipulations of equation (28) show that

for α2 → ∞, we recover formally the linear dispersion relation satisfied by the original system (22):

C2
p

gH
=

1 + B(kH)2

1 +

(
β +

µ

2

)
(kH)2

. (29)

Remark that this dispersion relation corresponds to the full system (22), that is, β and B are parameters to be selected

and none of additional assumptions given in Table 1 is made. Therefore, this would be the dispersive relation satisfied

by (BMSS), (GN) and (EMS).

Comparing this dispersion relation with the original classical systems, we see that the same one is obtained, which

is one of the objectives of the general formulation proposed. In particular, for β = 1/12, B , 0, system (22) gives us

a generalization of (MS) system introduced in [4], which we have denoted by (EMS). For this particular choice of the

parameters, the dispersive relation (29) reduces exactly to the one satisfied by the original system (MS).

Similarly, for β = B = 0, one recovers the system (BMSS) introduced in [13], which may be seen as an extension

of (YKC) introduced in [14] when no additional hypothesis are made. Again the dispersive relation (29) coincides

with the original one.

Finally, for β = 1/12, B = 0 we obtain (GN) introduced in [3], which is in fact a generalization of (PER) given

in [6] when no additional hypothesis are made. Again the same dispersive relation is obtained.

Figure 2 shows the percent relative error of the phase velocities Cp when compared to the phase velocity given by

the Airy theory

C2
Airy

gH
=

tanh(kH)

kH
,

in a range of kH ∈ [0, 4]. This interval is chosen accordingly to the range in which the original weakly non-linear

weakly dispersive systems show a good match with respect to the Stokes linear theory. The value of B = 1/21 will be

chosen hereinafter as in [4], which minimizes the error for kH ∈ [0, 4]. This can also be observed in Figure 2.

Although we are interested in the formal limit α→ +∞, one could also analyze the exact phase velocity given by

(28) for any α. The exact expression of the phase velocity is too tedious and is not given here explicitly. Nevertheless,

solving equation (28) will lead to three solutions, corresponding to three phase velocities C++p , C+p and C−p , called

the rapid and slow phase velocities respectively. The velocities C+p , C++p are always larger than the one obtained for

system (22). They do not have any physical meaning and describe the evolution of artificial high-frequency waves

related to the modification of the system. It is C−p the one of interest, which converges to (29) for large values of α.

Figures 3, 4 and 5 show the percent relative error of the phase velocities C−p when compared with the Airy linear

theory for different values of α, as well as the one obtained for system (22).

It can be stated that even for the value of c = 3
√

gH, the linear dispersion relation of the proposed hyperbolic

system is quite close to the original one. Therefore not so large values of α are needed in practice, which is good as

otherwise a too restrictive CFL condition would be obtained.

5. Numerical scheme

In this Section, we briefly describe the numerical scheme used to discretize the system (24). We shall employ a

finite volume method approach. The numerical scheme used here is based on a well-balanced Polynomial Viscosity

Matrix (PVM) path-conservative scheme (see [29], [30]). A third-order CWENO reconstruction operator in space

will be used, combined with a third-order Total Variation Diminishing (TVD) Runge-Kutta method in time. Remark

that one may choose any other numerical approach suitable for non-conservative hyperbolic systems. This is precisely

one of the advantages of (24).

As usual, we consider a set of finite volume cells Ωi = [xi−1/2, xi+1/2] that, for the sake of simplicity, we shall

consider of constant length ∆x, and define

Ui(t) =
1

∆xi

∫

Ωi

U(x, t) dx,
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BMSS

Figure 2: Relative error of the phase velocities with respect to the Airy theory for the original systems (MS), (GN), (BMSS).

Figure 3: Relative error of the phase velocities with respect to the Airy theory for the original system (MS) (black) and for its new hyperbolic

approach (23) (B = 1/21, β = 1/12) using α = 3 (blue), α = 5 (red) and α = 10 (magenta).
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Figure 4: Relative error of the phase velocities with respect to the Airy theory for the original system (GN) (black) and for its new hyperbolic

approach (23) (B = 0, β = 1/12) using α = 3 (blue), α = 5 (red) and α = 10 (magenta).

BMSS

BMSS

BMSS

BMSS

Figure 5: Relative error of the phase velocities with respect to the Airy theory for the original system (BMSS) (black) and for its new hyperbolic

approach (23) (B = β = 0) using α = 3 (blue), α = 5 (red) and α = 10 (magenta).
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the cell average of the function U(x, t) on cell Ωi at time t. The resulting system (24) can be then recast as an ODE

system for the cell averages, which is discretized using a third-order Total Variation Diminishing (TVD) Runge-

Kutta method [31]. For the sake of clarity, the semi-discrete scheme will be described in what follows, although the

third-order in time scheme is used in practice. The source terms S(U) are discretized semi-implicitly. Thus, in the

description of the numerical scheme, they are neglected and only flux and non-conservative products are considered.

The semi-discrete in space high-order path-conservative scheme for the system (24) reads as follows

U′i(t) = −
1

∆x

(
D−i+1/2(t) +D+i−1/2(t) + Ii(t)

)
,

where, dropping the dependence on t to relax the notation,D±
i+1/2

is given by a PVM path-conservative scheme

D±i+1/2 =
1

2

(
F(U+i+1/2) − F(U−i+1/2) + Bi+1/2

(
U+i+1/2 − U−i+1/2

))
± 1

2
Qi+1/2,

Ii = F(U−i+1/2) − F(U+i−1/2) +

∫

Ωi

B[Pi,U(x)]
∂Pi,U(x)

∂x
dx.

In the expression above Qi+1/2 is the numerical viscosity that depends on the choice of the PVM method and U±
i+1/2

is

defined by a reconstruction procedure on the variables to the left (−) and right (+) of the inter-cell xi+1/2. This is done

using a reconstruction operator Pi,U(x) and will be described in the next subsection.

The term Bi+1/2

(
U+

i+1/2
− U−

i+1/2

)
accounts for the path-integral of non-conservative terms. In this work, the simple

straight-line segment path for the variables h, η, u, w, ξ, p, q and hζ is chosen, and thus the path-integral can be

computed exactly using a mid-point quadrature rule, or equivalently:

Bi+1/2 = B(Ui+1/2).

For example, for the second component of Bi+1/2

(
U+

i+1/2
− U−

i+1/2

)
, it reads:

Bi+1/2

(
U+i+1/2 − U−i+1/2

)
[2]
=

(
ghi+1/2 + 2

(
pi+1/2 − qi+1/2

)) (
η+i+1/2 − η−i+1/2

)
− 2

(
pi+1/2 − qi+1/2

) (
h+i+1/2 − h−i+1/2

)
.

Finally, Ui+1/2 contains the Roe averages of the variables.

The viscosity term Qi+1/2 results from the evaluation of a Roe Matrix at xi+1/2 by a polynomial that interpolates

the absolute value function (see [29]). Here we are using a first-degree polynomial that uses some estimation of the

slowest (S L) and fastest (S R) wave speeds. With this choice, the numerical scheme coincides with an extension for

non-conservative systems of the classical HLL Riemann-solver.

Finally, the volume integral ∫

Ωi

B[Pi,U(x)]
∂Pi,U(x)

∂x
dx,

is numerically approximated using any Gaussian quadrature rule of the same order of the scheme.

Remark 8. The first-order numerical scheme considered here is well-balanced for water at rest solutions

η = h − H = cst, u = w = ξ = p = pb = ζ = 0,

and linearly L∞−stable under the usual CFL condition

∆t < CFL
∆x

|λmax|
, 0 < CFL ≤ 1, |λmax| = max

i

{
|ui| +

√
ghi + piγ1µc2, |ui| +

√
Bβ−1ghi/2

}
.

Moreover, the scheme is positive preserving for the water height h for a smooth bathymetry H, under
1

2
CFL condition.

Remark 9. For the test cases shown in the next section, c is chosen proportional to the characteristic celerity c =

α
√

gH0, where H0 is the characteristic depth of the medium. However, the larger the value of α is, the more restrictive

CFL condition we have. In practice, numerical tests show that α = 3 is a good choice to keep a good balance between

accurate numerical results and dispersion relations (see Figures 3-5).

Remark 10. A high-order numerical scheme will be well-balanced and positive preserving, provided a well-balanced

and positive preserving reconstruction operator is used (see [32]).
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5.1. High-order scheme based on reconstruction operator

In this subsection, we briefly describe the reconstruction procedure employed in this paper. For a generic scalar

variable v(x), given a sequence {Vi} of cell averages, an approximation function is calculated inside every cell Ωi,

using the values V j in a given stencil,

Pi,V (x) = Pi(x; Vi−l, . . . ,Vi+r),

with l, r two natural numbers. The reconstructions at the cell boundaries are then calculated by taking the limits of

these functions:

lim
x→x+

i−1/2

Pi,V (x) = V+i−1/2, lim
x→x−

i+1/2

Pi,V (x) = V−i+1/2.

In order to have a reconstruction operator which is well-balanced for water at rest solutions, the following strategy

may be followed. Starting from a sequence

{
h j, hu j, hw j, hξ j, hp j, hq j, hζ j,H j

}i+r

j=i−l

of cell values, consider the new sequence

{
h j, hu j, hw j, hξ j, hp j, hq j, hζ j, η j

}i+r

j=i−l
,

where η j = h j − H j, and apply the reconstruction operator to obtain polynomials

Pi,h, Pi,hu, Pi,hw, Pi,hξ, Pi,hp, Pi,hq, Pi,hζ , Pi,η;

then define

Pi,H = Pi,h − Pi,η.

This reconstruction is exactly well-balanced for stationary solutions corresponding to water at rest if the reconstruction

operator is exact for constant functions. In this paper we will consider the CWENO3 reconstruction with the optimal

definition of the nonlinear weights (see [33] for more details). Therefore, we propose here an explicit finite volume

and well-balanced numerical method of third-order accuracy in both space and time.

5.2. Numerical treatment of wet-dry fronts

A wet-dry treatment, as described in [17], [34], in regions with emerging bottom is considered in the numerical

scheme. No special treatment is required for the non-hydrostatic pressure as usual, since in the presence of wet-

dry fonts it vanishes automatically. The key to the numerical treatment for wet-dry fronts with emerging bottom

topographies relies on:

• The computation of the gradient of η for emerging bottoms is carried out as in [34] to avoid spurious pressure

forces.

• To compute velocities (such as u) from the discharges (hu), very small values for the water height h may appear.

To overcome the difficulties due to large round-off errors in computing velocities, we define them as in [35],

applying the desingularization formula

u =

√
2hhu

√
h4 +max(h4, ǫ4)

, (30)

which gives the exact value of u for h ≥ ǫ, and gives a smooth transition of u to zero when h tends to zero

without truncation. In this work we set ǫ = 10−5 for the numerical tests. A more detailed discussion about the

desingularization formula can be seen in [35].
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5.3. Boundary conditions

For the numerical tests studied in the next section, boundary conditions (BC) are imposed weakly, by enforcing

suitable relations at virtual exterior nodes, at each boundary.

Nevertheless, to mimic free-outflow boundary conditions, reflections at the boundaries might perturb the numerical

solution at the inner domain. As in many other works (see [27], [36], [37], [38] among others), this condition is

supplemented here with an absorbing BC. This is done by using a relaxation zone method similar to the one proposed

in [38]. Absorption of waves is achieved by simply defining a relaxation coefficient 0 ≤ m(x) ≤ 1.

Given a width LRel of the relaxation zone, the solution within the relaxation zone is then redefined to be

Ũi = miUi

for every i in the relaxation zone. mi is defined as

mi =

√

1 −
(

di

LRel

)2

,

where di is the distance between the centre of the cells Ii to the closest boundary. In our numerical experiments we set

L ≤ LRel ≤ 1.5L,

being L the typical wavelength of the outgoing wave.

6. Numerical tests

In this section we intend to exhibit the ability of the proposed general hyperbolic formulation (23) to deal with

and correctly represent a wide variety of complex situations involving dispersive water waves over wet-dry fronts or

emerging topographies; breaking waves; propagation, shoaling and inundation of solitary waves; among others.

In order to validate the general formulation and its hyperbolic approximation proposed in this paper, we will

show comparisons with laboratory data as well as some standard numerical test for dispersive systems. We provide

comparisons between the numerical results from the original systems (BMSS) (B = β = 0), (GN) (B = 0, β = 1/12),

(MS) (B = 1/21, β = 1/12), and their hyperbolic approximations given by (23) and the corresponding parameters

B and β that will be tagged in the following with (H-BMSS), (H-GN) and (H-EMS) respectively. For the case of

the (MS) comparisons, we sometimes supplement with numerical simulations of the hyperbolic system (23) with

B = 1/21, β = 1/12, and making some assumptions to be detailed, tagged as (H-MS).

Concerning the numerical results corresponding to the discretization of the original Boussinesq-type systems, here

we employ the ideas raised in [17] and in [22] to numerically approximate them. Remark that these Boussinesq-type

systems have already been validated in different works (see [14], [17], [18], [19], [20], [21], [22], [36], [37], [39] and

references therein).

In what follows, the gravity acceleration is set to g = 9.81. The relaxation parameter is set to α = 3. A Manning

coefficient of nm = 0.01 is used to define the glass surface roughness used in the experiments. The breaking criteria

is considered with the parameters b1 = 0.5, b2 = 0.15 as it was already mentioned in Subsection 3.2. Similarly,

as it was mentioned in Subsection 5.2, the parameter value appearing in the desingularization formula (30) is set to

ǫ = 10−5. Finally, in all test cases the initial condition for the auxiliary variable ζ is numerically approximated as

ζ(x, 0) = B∂xη0(x), η0 being the corresponding initial condition for the free-surface variable η. This is done using

finite differences of fourth-order. All the quantities are expressed in units of measure of the International System of

Units.

6.1. Order of accuracy

In this test, we take as an initial condition a solitary wave of amplitude A = 0.1 over a flat bottom H = 1. To do

that, we use the analytical solution for the system (BMSS) given in [13] as an approximate solitary wave solution for

the hyperbolic system (H-BMSS) (see also [18]). Similarly, we employ the analytical solution for the system (GN)

given in [13] as an approximate solitary wave solution for the hyperbolic system (H-GN). Finally, in the case of the
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system (H-EMS), we employ the same exact solitary wave as for the (GN) system, since both systems share a closer

dispersion relation.

From the previous indications, we define the initial condition for the variables h, hu, hw, and hp. Then, for a flat

bottom, using Remark 4 as well as the very definition of ζ, we have that the remaining variables hξ, hq and hζ can be

computed as

hξ =
β

µ
hw, hq =

1

µ + 2β

(
2βhp − 1

2
(µ − 2β) gh3∂xζ

)
, hζ = h∂xη. (31)

The exact solutions of the hyperbolic systems are not known, but reference solutions are computed with the third-order

scheme and 12800 cells. Periodic boundary conditions are imposed and the computational domain isΩ = [−150, 150].

The third-order scheme is run with an increasing number of cells and the errors for some of the variables of the system

are computed. The integration time is T = 1, and the CFL number is set to 0.4.

Table 2 shows the errors and the convergence rates for the more challenging case of the system (H-EMS). Table 2

shows a perfect agreement with the expected values showing that the theoretical order of accuracy is achieved.

N L1 error h L1 error hu L1 error hw L1 error hp L1 error hζ

800 3.03e-04 – 9.29e-04 – 5.70e-04 – 2.58e-03 – 1.63e-05 –

1600 3.87e-05 2.97 1.22e-04 2.93 6.78e-05 3.07 2.99e-04 3.11 2.08e-06 2.96

3200 4.80e-06 3.01 1.55e-05 2.97 7.65e-06 3.15 3.52e-05 3.09 2.58e-07 3.02

6400 5.34e-07 3.17 1.80e-06 3.11 7.39e-07 3.37 3.95e-06 3.16 2.85e-08 3.18

Table 2: Accuracy test. L1 numerical errors and convergence rates.

6.2. Still water steady-state

In this test we consider the same domain and boundary conditions as in the previous test. The bathymetry H is

given by

H(x) = 1 − 0.9e−x2

.

We consider the initial condition given by

h0(x) = H(x), hu0(x) = hw0(x) = hξ0(x) = hp0(x) = hq0(x) = hζ0(x) = 0.

The exact solution is a steady-state with still water, coinciding at all times with the initial condition. Table 3 shows

the errors observed at time T = 100, with a CFL number set to 0.9. It clearly shows that the scheme is well-balanced

since these are all of the order of the machine precision.

6.3. Comparison between classical models and the new approach presented in this paper

We shall compare the general system (22) for different values of B and β, using the hyperbolic approach, with the

corresponding original counterpart. To do so, we propose an idealized case of waves that propagates over two bumps.

An emerging bathymetry is included for the simulation of shoreline processes such as shoaling, breaking of the waves

and run-up. The bathymetry is given by

H(x) = 1 − 0.2e−x2/20 − 0.6e−(x+50)2/60 − 1.75e−(x−100)2/800,

and the domain channel is Ω = [−115, 115], discretized into cells of ∆x = 0.2 length. We shall consider the still water

reference level at z = 0 so that the bottom emerges. We then perturb the free-surface by adding a wave at x = 0 and

define the initial water thickness by

h0(x) = max{H + 0.75e−x2/1.25, 0},
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N L1 error η L1 error hu L1 error hw L1 error hp L1 error hζ

80 2.55e-16 2.38e-15 1.45e-15 4.81e-15 1.36e-16

160 2.13e-16 2.98e-15 1.50e-15 4.95e-15 1.38e-16

320 3.59e-16 2.71e-15 2.25e-15 9.72e-15 2.21e-16

640 1.93e-16 8.12e-16 7.45e-16 5.93e-15 1.38e-16

Table 3: Well-balancing errors for the still water steady states.

in other words, the free-surface is given by η0 = 0.75e−x2/1.25 up to the point where the bottom emerges. The rest

of the flow variables are set initially to zero, except for ζ(x, 0) = B∂xη0. The integration time is T = 25, and the

CFL number is set to 0.9. For this numerical test the breaking mechanism is turned off in order to make the fairest

comparisons between the different models.

In the beginning, the initial water surface elevation is released and split into two waves that travel in opposite

directions trying to leave the domain. The first bump situated at the bathymetry at x = 0, force the appearance of the

first high harmonic waves, and once they travel over the second bump, the waves split into higher harmonics. This

evidence can be observed in nature, as it can be seen in [40] where a generated wave train travels over a submerged

bar that force the appearance of higher harmonic waves.

In Figures 6 and 7 we show the snapshots at different times of the result obtained with the hyperbolic models

(H-BMSS) and (H-GN), compared with their original systems. The comparison between the originals and the approx-

imated hyperbolic models show excellent agreement, even for the small value of α = 3, covering the propagation,

shoaling, generation of non-linear higher harmonics and run-up.

Figure 8 shows the same comparison, as described above, between the genuine system (MS) derived by Madsen et

al in [4] and the hyperbolic system (H-EMS). Here we can observe more discrepancies, even though the two leading

waves are captured by the hyperbolic system with a reasonable error in both amplitude, frequency, and position.

The run-up is also well captured when comparing both simulations. These discrepancies can be explained from the

assumptions made in the derivation of the original system (MS) in [4], which have not been considered here.

Consequently, we have considered a comparison with the hyperbolic system (23) with β = 1/12, B = 1/21, which

corresponds to the (MS) system neglecting convective terms ∂x(uhw) = ∂x(uhξ) ≈ 0, as well as by substituting h by

H in the equations (23c)-(23g) and in the term ∂x(hp) in equation (23b). This corresponds to the same substitutions

performed in the original (MS) system, and results in the fairest comparison between the original (MS) system and a

hyperbolic approach. The results are shown in Figure 9. Figure (10) shows a zoomed snapshot at t = 10 and t = 25

where the aforementioned discrepancies can be better observed.

6.4. Head-on collision of two solitary waves

The head-on collision of two equal solitary waves is a common test for the Boussinesq-type models (see [17], [21],

[22], [37]). Neglecting viscosity effects, the collision of the two waves is comparable to the reflection of one wave

by a vertical wall. After the interaction, one should ideally recover the initial profiles. This numerical test presents

additional challenges to the model due to the abrupt change of the non-linear and frequency dispersion characteristics.

The initial condition consists of two solitary waves of equally amplitude A = 0.2, given as in Subsection 6.1,

propagating on a depth of H = 1 in opposite directions. The waves are initially placed at x = 50 and x = 150.

The domain Ω = [0, 200] is discretized with ∆x = 0.1. Finally, free-outflow boundary conditions are considered and

the CFL number is set to 0.9. Figure 11 shows the entire evolution of the two solitary waves. After the collision,

both waves maintain the initial amplitude and the same speed but in opposite directions as expected. An excellent

agreement can be observed at the final time, after the collision. Figure 12 shows a detailed comparison of the computed

and exact solitary wave solutions at the right boundary for the free-surface at time T = 100/vA,where vA =
√

g(A + H)

is the propagation velocity of the solitary wave.
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Figure 6: Comparison of the computed free-surfaces from the system (BMSS) (red) and from the proposed hyperbolic approximation (H-BMSS)

(orange).
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Figure 7: Comparison of the computed free-surfaces from the system (GN) (red) and from the proposed hyperbolic approximation (H-GN) (green).
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Figure 8: Comparison of the computed free-surfaces from the system (MS) (red) and from the proposed hyperbolic approximation of the (MS)

extension (H-EMS) (blue).
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Figure 9: Comparison of the computed free-surfaces from the system (MS) (red) and from the proposed hyperbolic approximation (H-MS) neglect-

ing the convective terms ∂x (uhw) = ∂x (uhξ) ≈ 0 and substituting h by H in (23c)-(23g) (blue).
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Figure 10: Comparison of the computed free-surface from the system (MS) (red), the hyperbolic extension (H-EMS) (blue) and from the proposed

hyperbolic (H-MS) (green) at time t = 10 and t = 25.
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Figure 11: Head-on collision of two solitary waves at times T
√

g(A + H) = 0, 25, 50, 100.
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Figure 12: Zoom of Head-on collision of two solitary waves at time T
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g(A + H) = 100.
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Figure 13: Sketch of the bathymetry used for the solitary wave run-up onto a beach test problem.

Thus, this numerical test also evinces the ability of the numerical approach proposed in this paper to correctly

propagate solitary waves over flat bottoms.

6.5. Solitary wave run-up on a plane beach

Synolakis [41] carried out laboratory experiments for incident solitary waves, to study propagation, breaking and

run-up over a planar beach with a slope 1 : 19.85. Many researchers have used this data to validate numerical models

(see [17], [18], [21], [22], [36], [37] among others). With this test case, we assess the ability of the model to describe

shoreline motions and wave breaking, when it occurs. Experimental data are available in [41] for surface elevation at

different times. The bathymetry of the problem is described in Figure 13. A solitary wave of amplitude A = 0.3, given

as in Subsection 6.1 is placed at the location x = 20. This serves as initial condition for the free-surface elevation

and all other flow quantities. The computational domain Ω = [−10, 40] is divided into cells of length ∆x = 0.1.

Free-outflow boundary conditions are considered and the CFL number is set to 0.9.

Figure 14 shows snapshots at different times corresponding to T
√

g/H = 15, 20, 25, 30 (here we are using H = 1).

Comparison between experimental and simulated data is shown for the systems (H-MS), (H-GN), (H-BMSS) and

(SWE), which stands for hydrostatic simulations (non-linear shallow water equations, see Remark 7).

Figure 14 also shows, between vertical bars, the region where the breaking mechanism is active. Numerical results

also evince small discrepancies for the different systems. Some of this differences may be expected in view of the

dispersive relation celerity shown in Figure 2. Systems (H-GN) and (H-EMS) tend to decelerate waves which results

in the later time of arrival for the wave. The simulations highlight as well the importance of dispersive effects when

compared with hydrostatic simulations (SWE).

In addition, good results are obtained for the maximum wave run-up, where the friction terms play an important

role. Note that no additional wet-dry treatment for the non-hydrostatic pressure is needed. This test shows that the

proposed hyperbolic strategy, the chosen breaking mechanism, as well as the standard SWE friction term, perform

adequately for the proposed hyperbolic systems. Moreover, the corresponding discretization is robust and can deal

with the presence of wet-dry fronts correctly.

6.6. Waves generated by an impulsive bed up-thrust

Let us consider now a laboratory test with a moving bottom configuration. We shall consider the wave generation

produced by an impulsive exponential bottom movement. This experiment was studied previously (analytically and

experimentally) by Hammack in [42] and later tested by Fuhrman et al in [43] by means of a high-order Boussinesq-

type system. The experiment considers an impulsive exponential bed up-thrust described by

H(x, t) = H0 − A(1 − e−1.11t/tc )H
(
b2 − x2

)
,

where H is the Heaviside step function and H0 = 0.9. Here A = 0.1, b = 12.2 and tc = 0.148b/
√

g (A + H) are the

three parameters that characterize the bed displacement: an amplitude of movement A, a characteristic size b, and

a characteristic time tc (see [42]). Here we supplement the impulsive bed condition with a lake-at-rest steady state

initial condition, that is, h corresponds to the still water depth and the rest of the flow variables are initially set to

zero, including ζ0 = B∂xη0 = 0. A domain Ω = [−100, 500] discretized with ∆x = 0.1 is considered and free-outflow

boundary conditions are imposed. The CFL number is set to 0.9.
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Figure 14: Comparison of experiments data (red) and simulated ones with the proposed hyperbolic systems during the run-up at times T
√

g/H =

15, 20, 25, 30. Between bars, regions where breaking mechanism is active are shown.
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Figure 15: Comparison of experiments data (red) and simulated ones with the proposed hyperbolic systems at time T
√

g/H = 20.
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Figure 16: Time series of surface elevations from the hyperbolic systems (full line) and experiments (dashed line, from Hammack) at locations (a)

(x − b)/H0 = 0, (b) 20, (c) 180, and (d) 400.

Time series at different points from [42] are presented in Figure 16. In general, Figure 16 shows a good, though

not perfect, agreement between the computed and the observed time series. The differences start being noticeable

from the beginning (see (a) in Figure 16), near the generation. Here the free-surface is overestimated by the numerical

models when compared to the experimental data. The discrepancies are not so strong in (b), further away from the

generating source. Then (c) and (d) show that the waves given by the models are similar in shape to the experimental

data. The peaks are a little bit overestimated with respect to the experimental data but they are in general placed at the

correct time. Nevertheless, the position of the second peak for (BMSS) is not so good. The results are in agreement

with the observations made by other authors as in [43]. Remark that (H-EMS), which has the most accurate dispersive

relation, gives the best agreement.

These results confirm the ability of the hyperbolic systems introduced in this paper to model shallow dispersive

waves coming from underwater earthquake type events. Moreover, the natural extension to the case of non-stationary

bathymetry for the (H-EMS) model provided here has turned out to perform adequately in such situations.

7. Conclusion

A novel first-order reformulation of classical Boussinesq-type models for shallow non-hydrostatic free-surface

flows has been proposed. The aim is to incorporate dispersive effects in the propagation of waves in a homogeneous,

inviscid and incompressible fluid.
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The new reformulation collects the main Boussinesq-type dispersive systems and it even allows to propose gen-

eralizations of them, by including missing terms that were neglected during their derivation. It allows also to easily

take into account the effects of a time-dependent bathymetry that was not considered originally. The new system has

the following advantages:

First, it covers in a simple and general way the main well-known dispersive shallow water systems that are used in

ocean engineering. The equivalence with the different models is done by means of two free parameters and eventually,

some additional assumptions (see Table 1).

Second, a single numerical approach may be proposed which will result in providing a unified implementation

of the leading dispersive systems. Moreover, the proposed reformulation consists of a first-order PDE system. This

results in an advantage when designing numerical schemes. On the one hand, it makes simple the implementation

of the numerical schemes. It allows as well to obtain more efficient computations, due to the absence of high-order

derivatives, reducing the numerical stencil needed. On the other hand, it avoids several and challenging situations

involving the design of robust, well-balanced and positive preserving numerical schemes for high-order PDEs.

Finally, the system (22) has been solved numerically by means of relaxed hyperbolic system (23) that formally

converges to the original one. The dispersion properties of this new hyperbolic system are close to those of the

aforementioned original model (see Figures 3-5 ). The most important advantage of this new hyperbolic formulation

is that it can be easily discretized with explicit and high-order accurate numerical schemes for hyperbolic systems.

Here, a third-order finite volume scheme based on a CWENO reconstruction and a path conservative PVM method has

been proposed. Nevertheless, any numerical scheme for non-conservative hyperbolic systems such as Discontinuous

Galerkin schemes among others can also be considered.

We have presented different numerical tests: academic examples, accuracy, and well-balanced test, comparison

with experimental data, and run-up processes in wet-dry areas near the shore, etc. The numerical approach works well

and provides a good approximation. Comparisons with the original Boussinesq-type systems that are approximated

show excellent results.

The proposed model and the numerical scheme presented in this work provide thus a general, efficient and accurate

approach to model dispersive effects in the propagation of waves near coastal areas and intermediate waters.
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[20] R. Cienfuegos, E. Barthélemy, P. Bonneton, A fourth-order compact finite volume scheme for fully nonlinear and weakly dispersive

Boussinesq-type equations. Part I: Model development and analysis, International Journal for Numerical Methods in Fluids 51 (2006)

1217–1253.

[21] V. Roeber, K. F. Cheung, M. H. Kobayashi, Shock-capturing Boussinesq-type model for nearshore wave processes, Coastal Engineering 57

(2010) 407–423.

[22] C. Escalante, E. D. Fernández-Nieto, T. Morales de Luna, M. J. Castro, An Efficient Two-Layer Non-hydrostatic Approach for Dispersive

Water Waves, Journal of Scientific Computing 79 (2019) 273–320.
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