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Abstract. A generalization of Zubov’s theorem on representing the domain of attraction via the
solution of a suitable partial differential equation is presented for the case of perturbed systems with
a singular fixed point. For the construction it is necessary to consider solutions in the viscosity sense.
As a consequence maximal robust Lyapunov functions can be characterized as viscosity solutions.

1. Introduction. The domain of attraction of an asymptotically stable fixed
point has been one of the central objects in the study of continuous dynamical systems.
In the late 1960s there was a particular surge of activity with a number of papers by
Coleman [8], Wilson [24], Bhatia [6] analyzing properties of the domains. One of the
celebrated results of that era was what came to be known as Zubov’s method [25]
which asserts that the domain of attraction of an asymptotically stable fixed point x∗

of

ẋ = f(x) , x ∈ Rn

may be characterized by solutions v of the partial differential equation

Dv(x) · f(x) = −h(x)(1 − v(x))
√

1 + ‖f(x)‖2 .(1.1)

Namely, under suitable assumptions on h, the set v−1([0, 1)) is equal to the domain
of attraction. These results are presented in several books, see [10] or [13]. For
the case of real-analytic systems a constructive procedure is presented in [10] that
allows for the approximation of the domain of attraction. This method was extended
and simplified in [23], where again a constructive approach for the case of analytic
systems is presented. The construction was extended to the case of asymptotically
stable periodic orbits in [2].
In recent years much effort has been devoted to the development of numerical

methods for the approximation of domains of attractions. Zubov’s method also lends
itself to the construction of such schemes, see [23], [12] and the paper [1] which
considers a particular application.
In this paper our aim is to generalize Zubov’s basic result by incorporating per-

turbations into the setup. That is we consider systems of the form

ẋ = f(x, a) ,

with the property that the fixed point (which we take to be zero) is not perturbed
under all perturbations. Under a local stability assumption, which guarantees that it
is reasonable to consider domains of attraction we are interested in the set of points
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that is attracted to the fixed point regardless of the perturbation considered. This
is what we call the robust domain of attraction. This subset of the domain of the
unperturbed system ẋ = f(x, a0) is also studied in [17], [18], where in particular
an approximation scheme for the robust domain of attraction is presented based on
ideas of optimal control. In this paper we concentrate on proving an existence and
uniqueness result for a Zubov type equation and examining properties of the solutions
that can be obtained. Numerical aspects and actual examples are presented in [7].
In the following Section 2 we begin defining robust domains of attraction for the

class of systems under consideration and state some fundamental properties. In the
ensuing Section 3 we define the generalization of (1.1) suitable for our case and discuss
the question of solvability of this equation. For this we turn to the methodology of
viscosity solutions. We refer to [3] for an introduction to this theory in the context
of optimal control. Using viscosity solutions we obtain an existence and uniqueness
result for the generalized equation. In Sections 4 and 5 we note some properties of
the constructed solutions. In particular, the solutions can be interpreted as robust
Lyapunov functions for the perturbed system and via suitable choices of the parame-
ters this Lyapunov function can be guaranteed to be globally Lipschitz, or smooth at
least on subsets of the robust domain of attraction. Finally, in Section 6 we provide
a simple example illustrating our results.

2. The robust domain of attraction. Let ϕ(t, x0, a) be the solution of

{
ẋ(t) = f(x(t), a(t)) , t ∈ [0,∞) ,
x(0) = x0,

(2.1)

where a(·) ∈ A = L∞([0,+∞), A) and A is a compact subset of Rm. Throughout
the paper the map f is taken to be continuous and bounded in Rn × A and locally
Lipschitz in x uniformly in a ∈ A. Furthermore, we assume that the fixed point x = 0
is singular, that is f(0, a) = 0 for any a ∈ A.
We assume that the singular point 0 is uniformly locally exponentially stable for

the system (2.1), i.e.

(H1)
there exist constants C, σ, r > 0 such that ‖ϕ(t, x0, a)‖ ≤ Ce−σt‖x0‖
for any x0 ∈ B(0, r) and any a ∈ A.

We now define the following sets which describe domains of attraction for the
equilibrium x = 0 of the system (2.1).
Definition 2.1. For the system (2.1) satisfying (H1) we define the robust domain

of attraction as

D = {x0 ∈ R
n : ϕ(t, x0, a)→ 0 as t→ +∞ for any a ∈ A} ,

and the uniform robust domain of attraction by

D0 =

{

x0 ∈ R
n :

there exists a function β(t)→ 0 as t→∞
s.th. ‖ϕ(t, x0, a)‖ ≤ β(t) for all t > 0, a ∈ A

}

.

In order to obtain a different characterization of D0 we introduce the following “first
hitting time” defined by t(x, a) := inf{t > 0 : ϕ(t, x, a) ∈ B(0, r)}. Note that
by the assumption on B(0, r) there exists T > 0 independent of x and a such that
ϕ(t, x, a) ∈ B(0, r) for any t ≥ t(x, a) + T .
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Fig. 2.1. Sketch for Example 2.1

Lemma 2.2. Assume (H1), then the robust domains of attraction D and D0
satisfy

D = {x ∈ Rn : t(x, a) < +∞ for any a ∈ A} .

D0 =

{

x ∈ Rn : sup
a∈A
{t(x, a)} < +∞

}

.

Proof. This is immediate from Definition 2.1.
Before we begin analyzing some of the properties of D and D0 let us give an

example that shows that for general nonlinear systems they are different.
Example 2.1. Let n = 2, y0 = [−1 , 0 ]′. We fix two discs around y0 given by

B := B(y0, 1/2) and C := B(y0, 3/4) and let Z := {x = [x1, x2] ∈ R2 : x1 > −1},
see Figure 2.1.
Fix a C∞ function h : R2 → R such that

h ≥ 0 , h|B ≡ 1 , h|Cc ≡ 0 .

Fix any f : R2 → R2 such that f|B ≡ 0, f(0) = 0 and such that the set Z \ clB is
contained in the domain of attraction of x∗ = 0 for the system ẋ = f(x). We may
assume furthermore that for the first component function of f (denoted by f1) we
have f1(x) > 0 on the annulus C \ clB. Now consider the system

ẋ = f(x) + h(x)

[
(x1 + 1)

2 + x22 + 1− a
2

a

]

=: g(x, a) ,

where a ∈ [−1, 1]. It is easy to see that for x0 ∈ B it holds that the first component
of the solution ϕ1(t, x0, a) is strictly increasing as long as ϕ(t, x0, a) ∈ B. We even
have that for any x0 ∈ B ∩ clZ and any a ∈ A there is a time T = T (x0, a) such
that ϕ(T, x0, a) /∈ B. Also by our assumption on f , h and the construction of g the
first component of the solutions is strictly increasing on C \ clB. As a consequence
y0 ∈ D. On the other hand for y0 we have that for any time t > 0 and any ε > 0
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there is some a ∈ A with ‖y0 − ϕ(t, y0, a)‖ < ε by [11, Chap. 3,Theorem 6] as 0 is
contained in the convex hull of {g(y0, a) : a ∈ A}. Hence, t(y0, a) is unbounded over
A and so y0 /∈ D0.
In the following proposition we present some relevant properties of the (uniform)

robust domain of attraction. Several of these bear a striking resemblance to those of
the domain of attraction of an asymptotically stable fixed point of a time-invariant
system, compare [10, Chap. IV]. It will frequently be convenient to consider the
reachable set at time T from an initial condition x0 ∈ Rn defined by

R(x0, T0) := {x ∈ R
n : ∃ 0 ≤ t ≤ T0, a ∈ A such that x = ϕ(t, x0, a)} .

Note that by the boundedness of f it is immediate that the reachable set from a
bounded set of initial conditions S given by

R(S, T ) :=
⋃

x∈S

R(x, T )

is bounded for any T ≥ 0.
Proposition 2.3. Consider system (2.1) and assume (H1), then
(i) clB(0, r) ⊂ D0.
(ii) D0 is an open, connected, invariant set. D is a pathwise connected, invariant
set.

(iii) supa∈A{t(x, a)} → +∞ for x→ x0 ∈ ∂D0 or ‖x‖ → ∞.
(iv) D ⊂ clD0.
(v) clD0 = clD is an invariant set.
(vi) D0, D are contractible to 0.
(vii) If for some a0 ∈ A f(·, a0) is of class C1, then D0 is C1-diffeomorphic to Rn.
(viii) If for every x ∈ ∂D0 there exists a ∈ A such that ϕ(t, x, a) ∈ ∂D0 for all t ≥ 0

then D = D0.
(ix) If for all x ∈ D the set {f(x, a) : a ∈ A} is convex then D0 = D.
Proof.
(i) This is a consequence of the exponential bound in (H1), which can easily be
shown to extend to clB(0, r).

(ii) Let x0 ∈ D0 and T0 = supa∈A{t(x0, a)}. Then there exists T such that
ϕ(t, x0, a) ∈ B(0, r/2C) for any a ∈ A, t ≥ T . Let δ be such that if ‖x0−x‖ ≤
δ, then ‖ϕ(t, x0, a)− ϕ(t, x, a)‖ ≤ r/2C for any t ≤ T and any a ∈ A. Then
ϕ(t, x, a) ∈ B(0, r) for t ≥ T and a ∈ A. Therefore x ∈ D0 and it follows
that D0 is open. By definition from each x ∈ D0 (x ∈ D) there exists a
trajectory ϕ(·, x, a) entering B(0, r). This shows connectedness. To prove
invariance assume that for some x ∈ D0, a1 ∈ A there exists a t > 0 such
that y := ϕ(t, x, a1) 6∈ D0. This implies supa∈A{t(y, a)} = ∞. But clearly,
supa∈A{t(x, a)} ≥ supa∈A{t(y, a)} contradicting the choice of x. A similar
argument works for D.

(iii) Let xn → x0 ∈ ∂D0 and set Tn = supa∈A{t(xn, a)}. If we assume that
Tn is bounded and we take r

′ < r, we can find T such that, for any n,
ϕ(t, xn, a) ∈ B(0, r′) for any t ≥ T and for any a ∈ A.
For any ǫ > 0, there exists δ > 0 such that if ‖x′ − x′′‖ ≤ δ, ‖ϕ(t, x′, a) −
ϕ(t, x′′, a)‖ ≤ ǫ for any t ≤ T , for any any a ∈ A. Thus, setting ǫ = r − r′

and choosing n sufficiently large such that ‖xn − x0‖ ≤ δ we obtain that
ϕ(t, x0, a) ∈ B(0, r) for any t ≥ T and for any a ∈ A. Hence x0 ∈ D0,
a contradiction. The assertion is clear for ‖xn‖ → ∞, as our assumptions
exclude solutions exploding in backward time.



A GENERALIZATION OF ZUBOV’S EQUATION 5

(iv) The statement follows from an application of [20, Lemma III.2], which states
that if x ∈ D \D0, or equivalently, if supa∈A{t(x, a)} =∞, while t(x, a) <∞
for every a ∈ A, then x ∈ ∂D as in every neighborhood of x there exists a
point y and a control ay such that t(y, ay) =∞.

(v) If for some x ∈ clD0 and a ∈ A we have ϕ(t, x, a) 6∈ clD0 then by con-
tinuous dependence on initial conditions we have that D0 is not invariant,
contradicting (i). The equality of the two sets is an immediate consequence
of (iv).

(vi) This follows by regarding the flow of ẋ = f(x, a0) for some a0 ∈ A.
(vii) In the proof we follow the outline given in [18]. Recall that a paracompact

manifoldM with the property that every compact subset of M has an open
neighborhood that is diffeomorphic to Rn is itself diffeomorphic to Rn, see
[16, Lemma 3]. Let K ⊂ D0 be compact and consider a neighborhood U of
K with B(0, r) ⊂ U ⊂ D0. Choose a relatively compact neighborhood U2 of
K with B(0, r/2) ⊂ clU2 ⊂ U and fix a C∞ function h : Rn → [0, 1] with
h|U2 ≡ 1 and h|Uc ≡ 0. Now consider the system

ẋ = h(x)f(x, a0) ,

with associated flow ψ(t, x). It is clear that for some T large enough we have
K ⊂ ψ(−T,B(0, r/4)) ⊂ U . This proves the assertion as ψ(−T,B(0, r/4)) is
diffeomorphic to B(0, r/4) which is in turn diffeomorphic to Rn.

(viii) By the pathwise connectedness of D we have that D ∩ ∂D0 6= ∅ if D 6= D0.
This contradicts our assumption.

(ix) Clearly we need only show D ⊂ D0. Assume that x ∈ D and there exist
sequences ak ∈ A, Tk → ∞ such that ‖ϕ(Tk, x, ak)‖ > r > 0 for all k ∈ N.
By standard constructions there exists a subsequence (for which we use the
index k again) which converges uniformly on compact time intervals to a
solution y(t) of the differential inclusion

ẏ(t) ∈ f(y(t), A) .

Now by convexity of f(y(t), A), t ≥ 0 and Filippov’s lemma [14, p. 267]
there exists a control a ∈ A such that y(t) = ϕ(t, x, a). By assumption there
exists a t0 such that ‖ϕ(t0, x, a)‖ < r/C. As ϕ(t0, x, ak) → ϕ(t0, x, a) this
implies for all k large enough the inequality ‖ϕ(t, x, ak)‖ < r for t ≥ t0, a
contradiction.

3. Zubov’s method for robust domains of attraction. It is our aim to show
that the appropriate generalization of Zubov’s equation (1.1) is given by

inf
a∈A
{−Dv(x)f(x, a) − (1− v(x))g(x, a)} = 0 x ∈ Rn.

In this section we show the existence of a unique solution under a suitable “boundary
condition” in the equilibrium x = 0. This solution will turn out to characterize the
uniform robust domain of attraction D0. Before turning to this equation we introduce
two optimal value functions and show certain properties of these functions.
Consider the following nonnegative, extended value function V : Rn → R∪{+∞}

by

V (x) = sup
a∈A

∫ +∞

0

g(ϕ(t, x, a), a(t))dt(3.1)
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and its transformation via the Kruzkov transform

v(x) = 1− e−V (x).(3.2)

The function g : Rn ×A→ R is supposed to be continuous and satisfies

(H2)

(i) For any a ∈ A, g(0, a) = 0 and g(x, a) > 0 for x 6= 0.

(ii) There exists a constant g0 > 0 such that infx 6∈B(0,r), a∈A g(x, a) ≥ g0.

(iii) For every R > 0 there exists a constant LR such that
‖g(x, a)− g(y, a)‖ ≤ LR‖x− y‖ for all ‖x‖, ‖y‖ ≤ R, and all a ∈ A.

Since g is nonnegative it is immediate that V (x) ≥ 0 and v(x) ∈ [0, 1] for all
x ∈ Rn. Furthermore, standard techniques from optimal control (see e.g. [3, Chapter
III]) imply that V and v satisfy the dynamic programming principle, i.e. for each t > 0
we have

V (x) = sup
a∈A

{∫ t

0

g(ϕ(τ, x, a), a(τ))dτ + V (ϕ(t, x, a))

}

(3.3)

and

v(x) = sup
a∈A
{(1−G(x, t, a)) +G(x, t, a)v(ϕ(t, x, a))}(3.4)

with

G(x, t, a) := exp

(

−

∫ t

0

g(ϕ(τ, x, a), a(τ))dτ

)

.(3.5)

The relation between V and v is immediate; we have

V (x) = 0 ⇔ v(x) = 0 .
V (x) ∈ (0,+∞) ⇔ v(x) ∈ (0, 1) .
V (x) = +∞ ⇔ v(x) = 1 .

(3.6)

In the next proposition we investigate the relation between D0 and V (and thus
also v), and the continuity of V and v.
Proposition 3.1. Assume (H1), (H2). Then
(i) V (x) < +∞ if and only if x ∈ D0.
(ii) V (0) = 0 if and only if x = 0.
(iii) V is continuous on D0.
(iv) V (x)→ +∞ for x→ x0 ∈ ∂D0 and for ‖x‖ → ∞.
(v) v(x) < 1 if and only if x ∈ D0.
(vi) v(0) = 0 if and only if x = 0.
(vii) v is continuous on Rn.
(viii) v(x)→ 1 for x→ x0 ∈ ∂D0 and for ‖x‖ → ∞.
Proof. (i) To show that V (x0) < +∞ for x0 ∈ D0, observe that by Lemma 2.2

for each x0 ∈ D0 there exists T0 > 0 such that ϕ(t, x0, a) ∈ B(0, r) for all t ≥ T0 and
all a ∈ A. Also the closure of the reachable set clR(x0, T0) is compact. Thus for any
a ∈ A

∫ +∞

0

g(ϕ(t), a(t))dt ≤

∫ T0

0

g(ϕ(t), a(t))dt + Lr

∫ +∞

T0

‖ϕ(t)‖dt

≤ T0 sup
x∈R(x0,T0),a∈A

g(x, a) + LrC

∫ +∞

T0

e−σtrdt ≤ C̃.
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with C̃ independent of a ∈ A and therefore V (x0) < +∞.
Now let x0 6∈ D0. Then there exists a sequence an ∈ A such that t(x0, an) tends

to ∞. Then for any n ∈ N

∫ +∞

0

g(ϕ(t), an(t))dt ≥

∫ t(x0,an)

0

g(ϕ(t), an(t))dt ≥ g0t(x0, an) ,

where g0 > 0 is defined as in (H2) (ii). It follows that V (x) = +∞.
(ii) Follows immediately from (3.1), (H2) (i), and f(0, a) = 0.
(iii) Observe that

|V (x)− V (y)| =

∣
∣
∣
∣
sup
a∈A

∫ +∞

0

g(ϕ(t, x, a), a(t))dt− sup
a∈A

∫ +∞

0

g(ϕ(t, y, a), a(t))dt

∣
∣
∣
∣

≤ sup
a∈A

∫ +∞

0

|g(ϕ(t, x, a), a(t))− g(ϕ(t, y, a), a(t))| dt .(3.7)

We first prove that V is continuous on B(0, r/C).
Fix some x0 ∈ B(0, r/C). Then (H1) and (H2) (iii) imply

∫ +∞

0

g(ϕ(t, x0, a), a(t))dt ≤ Lr

∫ +∞

0

‖ϕ(t, x0, a)‖dt

≤ LrC

∫ +∞

0

e−σt‖x0‖dt ≤ C1‖x0‖.

Fix ǫ > 0. From (H1) we can conclude that there exists T > 0 such that
C1‖ϕ(t, x, a)‖ ≤ ǫ/4 for all t ≥ T and all x ∈ B(0, r/C). Abbreviate L = Lr/C . Then
by Lipschitz continuity of f there exists a δ > 0 such that ‖ϕ(t, x0, a)−ϕ(t, y0, a)‖ <
ǫ/(2LT ) for all t ∈ [0, T ] and all y0 ∈ B(0, r/C) with ‖x0 − y0‖ < δ.
Putting this together yields for every a ∈ A

∫ +∞

0

|g(ϕ(t, x0, a), a(t))− g(ϕ(t, y0, a), a(t))|dt

≤

∫ T

0

L ‖ϕ(t, x0, a)− ϕ(t, y0, a)‖ dt+ C1‖ϕ(T, x0, a)‖+ C1‖ϕ(T, y0, a)‖

≤ ǫ/2 + ǫ/4 + ǫ/4 ≤ ǫ ,

which by (3.7) implies continuity.
For x0 ∈ D0 we can use openness of D0 in order to conclude that there exists

an open neighborhood N of x0 and T > 0 such that ϕ(t, y0, a) ∈ B(0, r/C) for all
y0 ∈ N , all a ∈ A and all t ≥ T . Thus (3.3) and the continuity on B(0, r/C) imply
continuity in x0.
(iv) Follows immediately from Proposition 2.3 (iii) since D0 is open and g(x) ≥

g0 > 0 for x outside B(0, r) as assumed in (H2).
(v) and (vi) follow immediately from (3.6), (i) and (ii), (vii) follows from (3.6),

(iii) and (iv), and (viii) follows from (3.6) and (iv).
We now turn to the formulation of suitable partial differential equations for which

V and v form solutions. Since in general these functions will not be differentiable we
have to work with a more general solution concept, namely viscosity solutions.
Let us recall the definition of viscosity solutions (for more details about this theory

we refer to [3]).
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Definition 3.2. Given an open subset Ω of Rn and a continuous function H :
Ω×R×Rn → R, we say that a lower semicontinuous (l.s.c.) function u : Ω→ R (resp.
an upper semicontinuous (u.s.c.) function v : Ω → R) is a viscosity supersolution
(resp. subsolution) of the equation

H(x, u,Du) = 0 x ∈ Ω(3.8)

if for all φ ∈ C1(Ω) and x ∈ argminΩ(u − φ) (resp., x ∈ argmaxΩ(v − φ)) we have

H(x, u(x), Dφ(x)) ≥ 0
(
resp., H(x, v(x), Dφ(x)) ≤ 0

)
.

A continuous function u : Ω → R is said to be a viscosity solution of (3.8) if u is a
viscosity supersolution and a viscosity subsolution of (3.8).
Remark 3.1. It is not difficult to see (cf. [3, Lemma II.1.7]) that the set of

derivatives Dφ(x) for x ∈ argminΩ(u− φ) coincides with the set

D−u(x) := {p ∈ Rn | u(x)− u(y) − p(x− y) ≥ −o(‖x− y‖) for all y ∈ Rn}

and that the set of derivatives Dφ(x) for x ∈ argmaxΩ(v − φ) equals

D+v(x) := {p ∈ Rn | v(x) − v(y) − p(x− y) ≤ o(‖x− y‖) for all y ∈ Rn}}.

Hence, one can alternatively define viscosity solutions via the sets D− and D+, the so
called sub- and superdifferentials. Note that if a function w : Ω→ R is differentiable
in some x ∈ Ω the equality D+w(x) = D−w(x) = {Dw(x)} follows, hence for smooth
functions viscosity solutions coincide with classical solutions.
Recalling that V is locally bounded in D0, and v is locally bounded on Rn the

following proposition follows from an easy application of the dynamic programming
principles (3.3) and (3.4), cp. [3, Chapter III].
Proposition 3.3. V is a viscosity solution of

inf
a∈A
{−DV (x)f(x, a)− g(x, a)} = 0 x ∈ D0(3.9)

and v is a viscosity solution of

inf
a∈A
{−Dv(x)f(x, a) − (1− v(x))g(x, a)} = 0 x ∈ Rn.(3.10)

Observe that (3.10) is the straightforward generalization of the classical Zubov
equation (1.1) [25] multiplied by −1, which is necessary in order to obtain the proper
sign for viscosity sub- and supersolutions. Equation (3.9), however, shows that also
our “auxiliary function” V can be characterized as the solution of a suitable PDE.
In order to get a uniqueness result we use the following super- and suboptimality

principles. Our approach is closely related to that of Soravia [21, 22]; we quote the
following result from [21].
Theorem 3.4. ([21, Theorem 3.2 (i)]) Consider the equation

sup
a∈A
{−Du(x)f(x, a)− h(x, a) + k(x, a)u(x)} = 0 .(3.11)

Then if u is an u.s.c. subsolution of (3.11) then it satisfies the lower optimality prin-
ciple

u(x) = inf
a∈A
inf
t≥0

[∫ t

0

exp

(

−

∫ s

0

k(ϕ(r), a(r))dr

)

h(ϕ(s), a(s))ds

+ exp

(

−

∫ t

0

k(ϕ(t), a(t))ds

)

u(ϕ(t))

]
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Recalling the definition of G from (3.5), we see that this result has immediate
applications for (3.9), (3.10).
Proposition 3.5.

(i) Let w be a l.s.c. supersolution of (3.10) in Rn, then for any x ∈ Rn

w(x) = sup
a∈A
sup
t≥0
{(1−G(x, t, a)) +G(x, t, a)w(ϕ(t))} .(3.12)

(ii) Let W be a l.s.c. supersolution of (3.9) in D0, then for any x ∈ D0

W (x) = sup
a∈A
sup
t≥0

{∫ t

0

g(ϕ(s), a(s))ds +W (ϕ(t))

}

.(3.13)

(iii) Let u be an u.s.c. subsolution of (3.10) in Rn, and ũ : Rn → R be a continuous
function with u ≤ ũ. Then for any x ∈ Rn and any T ≥ 0

u(x) ≤ sup
a∈A

inf
t∈[0,T ]

{(1−G(x, t, a)) +G(x, t, a)ũ(ϕ(t))} .(3.14)

(iv) Let U be an u.s.c. subsolution of (3.9) in D0, and Ũ : D0 → R be a continuous
function with U ≤ Ũ . Then for any x ∈ D0 and any T ≥ 0

U(x) ≤ sup
a∈A

inf
t∈[0,T ]

{∫ t

0

g(ϕ(s), a(s))ds + Ũ(ϕ(t))

}

.(3.15)

Proof. If w is a l.s.c. supersolution of (3.10), then it follows by multiplication by
−1 and an application of the definition, that −w is an u.s.c. subsolution of

sup
a∈A
{−Du(x)f(x, a) + (1 + u(x))g(x, a)} = 0 x ∈ Rn .(3.16)

This implies that we can directly apply Theorem 3.4 for the special case h ≡ −g, k ≡ g
to obtain that −w satisfies

−w(x) = inf
a∈A
inf
t≥0

[

−

∫ t

0

exp

(

−

∫ s

0

g(ϕ(r), a(r))dr

)

g(ϕ(s), a(s))ds

− exp

(

−

∫ t

0

g(ϕ(t), a(t))ds

)

w(ϕ(t))

]

Now the assertion follows upon multiplication by −1 and using the fact that

∫ t

0

G(ϕ(s), s, a(s))g(ϕ(s), a(s))ds = 1−G(x, t, a) .

(ii) follows by insertion of k ≡ 0, h ≡ −g in (3.11).
For the proof of (iii) we follow the ideas of [21] with minor modifications. Let

u : Rn → R be an upper semicontinuous subsolution of (3.10), let ũ : Rn → R be
a continuous function with u ≤ ũ and define u∗ := −u and ũ∗ := −ũ. Again a
straightforward verification of the definition shows that u∗ is a lower semicontinuous
viscosity supersolution of

sup
a∈A
{−Dw(x)f(x, a) + (1 + w(x))g(x, a)} = 0 x ∈ Rn.(3.17)
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From this equation it is easy to see that the auxiliary function ū : Rn+2 → R given
by ū(x, r, s) = e−su∗(x) + r is a lower semicontinuous supersolution of

sup
a∈A

{
−e−sDxv(x, r, s)f(x, a) +Drv(x, r, s)e

−sg(x, a)−Dsv(x, r, s)g(x, a)
}
= 0

for x ∈ Rn, r, s ∈ R.
We now introduce a change of variables by choosing ρ : R→ R+ smooth, bounded

and such that 0 < ρ̇ ≤M and ρ(s)→ 0 as s→ −∞. Now consider the function

U(z) = U(x, r, s) := ρ(ū(x, r, s)) = ρ(e−su∗(x) + r) .

By the rules for changes of variables (cf. [3, Proposition II.2.5]) it can be shown that
U is a lower semicontinuous supersolution of

sup
a∈A
{−Dzu(z)F (z, a)} = 0 , z ∈ Rn+2 ,(3.18)

where the underlying dynamics is given by

ż =





ẋ
ṙ
ṡ



 = F (z(t), a(t)) =





f(ϕ(t), a(t))
−e−s(t)g(ϕ(t), a(t))

g(ϕ(t), a(t))



(3.19)

Note that the solution to this system corresponding to an initial value z = (x, 0, 0) is
given by

z(t) =

[

ϕ(t, x, a), (G(t, x, a)− 1),

∫ t

0

g(ϕ(s), a(s))ds

]′

.(3.20)

In order to apply results from [21, Appendix] we need that F satisfies a global
Lipschitz condition. Since this is not true in general, we localize the problem by
considering for k ∈ N the family of smooth functions ζk : Rn+2 → R with 0 ≤ ζk ≤ 1,
ζk ≡ 1 in B(0, k) ⊂ Rn+2, ζk ≡ 0 in B(0, k + 1)c, |Dζk| ≤ 2, and setting Fk = ζkF .
Then from (3.18) we can conclude that for each k ∈ N the function U is also a

supersolution of

sup
a∈A
{−Dzu(z)Fk(z, a)} = 0 ,

as the multiplication with the nonnegative function ζk does not affect the inequality,
that a supersolution has to fulfill.
Now consider the continuous function φ : Rn+2 → R , φ(z) = φ(x, s, r), x ∈

R
n, s, r ∈ R

φ(z) = ρ(e−sũ∗(x) + r) .

Since U ≥ 0 (by the choice of ρ) we obtain for any fixed λ > 0 that U is also a
supersolution of

λu+min

{

sup
a∈A
{−Dzu(z)Fk(z, a)} , u− (1 + λ)φ

}

= 0,(3.21)

This equation has a unique continuous viscosity solution and it can be shown [21,
Appendix] that this solution is given by the value function

V λk (z) := inf
a∈A
sup
t≥0

e−λtφ(zk(t))
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where zk(·) solves żk(t) = Fk(zk(t), a(t)), zk(0) = z. By the usual comparison theorem
for semicontinuous viscosity solution (see e.g. [3, Chapter V]) we obtain U ≥ V λk for
each λ > 0 and each k ∈ N. Hence letting λ → 0 yields for all k ∈ N and all T > 0
the inequality

ρ(e−su∗(x) + r) = U(z) ≥ inf
a∈A

sup
t∈[0,T ]

φ(zk(t)).

By the boundedness of f the reachable set R(x, T ) is bounded for each x ∈ Rn, T > 0.
Hence, for each z = (x, 0, 0) ∈ Rn+2 and each T > 0 there exists a k ∈ N such that
z(t) ∈ B(0, k) for all a ∈ A and all t ∈ [0, T ]. Furthermore, on B(0, k) the trajectories
z(·) and zk(·) coincide and thus we can conclude by (3.20) and by the definition of φ
that

ρ(u∗(x)) = U(x, 0, 0) ≥ inf
a∈A

sup
t∈[0,T ]

φ(z(t))

= inf
a∈A

sup
t∈[0,T ]

ρ ((G(x, t, a)− 1) +G(x, t, a)ũ∗(ϕ(t))) .

Using the monotonicity of ρ we obtain

u∗(x) ≥ inf
a∈A

sup
t∈[0,T ]

{(G(x, t, a)− 1) +G(x, t, a)ũ∗(ϕ(t))}

and hence

u(x) ≤ sup
a∈A

inf
t∈[0,T ]

{(1−G(x, t, a)) +G(x, t, a)ũ(ϕ(t))}

holds for each T ≥ 0, which shows (iii).
Assertion (iv) is proved analogously.
We can now apply these principles to the generalized version of Zubov’s equation

(3.10).
Proposition 3.6. Let w be a bounded l.s.c. supersolution of (3.10) on Rn with

w(0) ≥ 0. Then w ≥ v for v as defined in (3.2).
Proof. First observe that the lower semicontinuity of w and the assumption

w(0) ≥ 0 imply that for each ǫ > 0 there exists a δ > 0 such that

w(x) ≥ −ǫ for all x ∈ Rn with ‖x‖ ≤ δ.(3.22)

Furthermore, the upper optimality principle (3.12) implies

w(x0) ≥ sup
a∈A
inf
t≥0
{1 +G(x0, t, a)(w(ϕ(t, x0, a))− 1)} .(3.23)

Now we distinguish two cases:
(i) x0 ∈ D0: In this case we know that for each a ∈ A we have ϕ(t, x0, a) → 0 as
t→∞. Thus from (3.22) and (3.23), and using the definition of v we can conclude

w(x0) ≥ sup
a∈A

{

lim
t→∞
(1−G(x0, t, a))

}

= v(x0) .

which shows the claim.
(ii) x0 6∈ D0: In this case by (3.6) and Proposition 3.1(v) it is sufficient to show that
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w(x0) ≥ 1. By the definition of D0 we know that for each T > 0 there exists aT ∈ A
such that t(x0, aT ) > T , which implies G(x0, T, aT ) ≤ exp(−Tg0) which tends to 0 as
T →∞. Thus denoting the bound on |w| by M > 0 the inequality (3.23) implies

w(x0) ≥ (1− exp(−Tg0)) − exp(−Tg0)M

for every T > 0 and hence w(x0) ≥ 1.
Proposition 3.7. Let u be a bounded u.s.c. subsolution of (3.10) on Rn with

u(0) ≤ 0. Then u ≤ v for v defined in (3.2).
Proof. By the upper semicontinuity of u and u(0) ≤ 0 we obtain that for every

ǫ > 0 there exists a δ > 0 with u(x) ≤ ǫ for all x ∈ Rn with ‖x‖ ≤ δ. Thus for each
ǫ > 0 we find a bounded and continuous function ũǫ : R

n → R with

ũǫ(0) < ǫ and u ≤ ũǫ.(3.24)

Now the lower optimality principle (3.14) implies for every t ≥ 0 that

u(x0) ≤ sup
a∈A
{1 +G(x0, t, a)(ũǫ(ϕ(t, x0, a))− 1)} .(3.25)

Again, we distinguish two cases:
(i) x0 ∈ D0: In this case ‖ϕ(t, x0, a)‖ → 0 as t → ∞ uniformly in a ∈ A. Hence for
each ǫ > 0 there exists tǫ > 0 such that

ũǫ(ϕ(tǫ, x0, a)) ≤ ǫ and |G(x0, tǫ, a)−G(x0,∞, a)| ≤ ǫ

for all a ∈ A. Thus from (3.24) and (3.25), and using the definition of v we can
conclude

u(x0) ≤ sup
a∈A
{1− (1− ǫ)G(x0, tǫ, a)} ≤ v(x0) + ǫ(1− v(x0)) + ǫ ,

which shows the claim since v is bounded and ǫ > 0 was arbitrary.
(ii) x0 6∈ D0: In this case by (3.6) and Proposition 3.1(v) it is sufficient to show that
u(x0) ≤ 1. By (i) we know that u(y) ≤ v(y) < 1 for each y ∈ D0, hence analogous to
(3.24) for each ǫ > 0 we can conclude the existence of a continuous ũǫ with u ≤ ũǫ
and ũǫ(y) ≤ 1+ ǫ for each y ∈ D0. Since u is bounded by assumption, we may choose
ũǫ such that Mǫ := supx∈Rn ũǫ(x) < ∞. If Mǫ ≤ 1 for some ǫ > 0 we are done.
Otherwise fix ǫ > 0 and consider a sequence tn →∞. Then (3.25) implies that there
exists a sequence an ∈ A with

u(x0) − ǫ ≤ 1 +G(x0, tn, an)(ũǫ(ϕ(tn, x0, an))− 1).

If ϕ(tn, x0, an) ∈ D0 we know that ũǫ(ϕ(tn, x0, an)) ≤ 1 + ǫ, and since G ≤ 1 we
obtain u(x0) − ǫ ≤ 1 + ǫ. If ϕ(tn, x0, an) 6∈ D0 then G(x0, tn, an) ≤ exp(−g0tn), thus

1 +G(x0, tn, an)(ũǫ(ϕ(tn, x0, an))− 1) ≤ 1 + exp(−g0tn)(Mǫ − 1).

Thus for each n ∈ N we obtain

u(x0) ≤ 2ǫ+ 1 + exp(−g0tn)(Mǫ − 1) ,

which for n → ∞ implies u(x0) ≤ 1 + 2ǫ. This proves the assertion since ǫ > 0 was
arbitrary.
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Using these propositions we can now formulate an existence and uniqueness the-
orem for the generalized version of Zubov’s equation (3.10).
Theorem 3.8. Consider the system (2.1) and a function g : Rn × A → R such

that (H1) and (H2) are satisfied. Then (3.10) has a unique bounded and continuous
viscosity solution v on Rn satisfying v(0) = 0.
This function coincides with v from (3.2). In particular the characterization D0 =

{x ∈ Rn | v(x) < 1} holds.
Proof. This is immediate from Propositions 3.6 and 3.7.
For the sake of completeness we state the following analogous result for equation

(3.9) which is proved with the same techniques, using (3.13) and (3.15) instead of
(3.12) and (3.14). Observe that this result corresponds to the one in [4].
Theorem 3.9. Consider the system (2.1) and a function g : Rn × A → R.

Assume (H1) and (H2). Let O ⊂ Rn be an open set containing the origin, and let
U : O → R be a positive and continuous function which is a viscosity solution of (3.9)
on O and satisfies U(0) = 0 and U(x)→∞ for x→ ∂O and for |x| → ∞.
Then U coincides with V from (3.1) and O = D0. In particular, the function V

from (3.1) is the unique positive continuous viscosity solution of equation (3.9) on D0
with V (0) = 0.
For practical purposes Theorem 3.8 might be inconvenient since we have to com-

pute (or verify) a solution of (3.10) on the whole Rn. The following fact can be
exploited to show that this is not always necessary.
Remark 3.2. The optimality principles (i) and (iii) of Proposition 3.5 also hold

if we have viscosity sub- or supersolutions of equation (3.10), which are defined only
on some proper open subset O ⊂ Rn, except that in this case the “inf” and “sup” over
the time t is only taken up to the first time when the trajectory under consideration
leaves O. More precisely, (3.12) becomes

w(x) = sup
a∈A

sup
t∈[0,τx(a)]

{(1−G(x, t, a)) +G(x, t, a)w(ϕ(t))}(3.26)

and (3.14) becomes

u(x) ≤ sup
a∈A

inf
t∈[0,τx(a)]

{(1 −G(x, t, a)) +G(x, t, a)ũ(ϕ(t))} .(3.27)

where τx(a) := inf{t ≥ 0 |ϕ(t, x, a) 6∈ O}. We refer to [22] for a proof using the same
arguments as in the Rn case combined with a localization technique.
Using these “nonglobal” optimality principles we are now able to state nonglobal

versions of the Propositions 3.6 and 3.7.
Proposition 3.10. Consider some open set O ⊂ Rn. Let w : clO → R be

a bounded l.s.c. supersolution of (3.10) on O with w(0) ≥ 0 and w(x) ≥ 1 for all
x ∈ ∂O. Then w ≥ v|O for v as defined in (3.2).
Proof. Follows with the same techniques as the proof of Proposition 3.6 using

(3.26) instead of (3.12).
In contrast to Proposition 3.10, we have to strengthen the assumption of Propo-

sition 3.7 in order to get the corresponding nonglobal result.
Proposition 3.11. Consider some open set O ⊂ Rn. Let u : clO → R be a

bounded continuous subsolution of (3.10) on O with u(0) ≤ 0 and u(x) = 1 for all
x ∈ ∂O. Then u ≤ v|O for v as defined in (3.2).
Proof. It is sufficient to show that D0 ⊆ O since in this case we get v|∂O ≡ 1 and

thus obtain the assertion with the same techniques as in the proof of Proposition 3.7
using (3.27) instead of (3.14).
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In order to show D0 ⊆ O assume that D0 6⊆ O. Then we obtain

r0 := sup{r > 0 | {x ∈ R
n | v(x) ≤ r} ⊂ O} < 1.

We set S := {x ∈ Rn | v(x) ≤ r0}. Note that from the optimality principle (3.4)
we immediately obtain that v is strictly decreasing along each trajectory ϕ(t, x0, a),
hence ϕ(t, x0, a) ∈ intS ⊆ O for all t > 0, a ∈ A. By definition of r0 there exists
x0 ∈ ∂O with v(x0) = r0 and u(x0) = 1, hence by continuity of u there exists ǫ > 0
and η > 0 such that u(x) > r0 + ǫ for all x ∈ O ∩ B(x0, η). Fixing some arbitrary
a∗ ∈ A and some τ > 0 sufficiently small we set x1 := ϕ(τ, x0, a

∗) ∈ O ∩ B(x0, η).
Then ϕ(t, x1, a) ∈ intS ⊆ O for all t ≥ 0, a ∈ A, i.e. the trajectory never reaches ∂O
implying that (3.27) coincides with (3.14) (note that by continuity of u we can choose
ũ = u). Thus we obtain

r0 + ǫ ≤ u(x1) ≤ sup
a∈A

inf
t∈[0,T ]

{(1−G(x, t, a)) +G(x, t, a)u(ϕ(t, x1, a))}

for all T > 0. Since u is continuous with u(0) ≤ 0 and ϕ(t, x1, a) → 0 as t → ∞ we
obtain by letting T →∞

r0 + ǫ ≤ u(x1) ≤ lim
t→∞

sup
a∈A
{(1−G(x, t, a))} = v(x1) ≤ r0

which is a contradiction and hence shows D0 ⊆ O.
From these propositions we can now easily deduce the following theorem. It shows

that we can restrict ourselves to a proper open subset O of the state space and still
obtain our solution v, provided D0 ⊆ O. Conversely, if D0 6⊆ O then no viscosity
solution v with v(x) = 1 for all x ∈ ∂O can exist.
Theorem 3.12. Consider the system (2.1) and a function g : Rn × A → R.

Assume (H1) and (H2). Let O ⊂ Rn be an open set containing the origin, and let
v : clO → R be a bounded and continuous function which is a viscosity solution of
(3.10) on O and satisfies v(0) = 0 and v(x) = 1 for all x ∈ ∂O.
Then v coincides with the restriction v|O of the function v from (3.2). In partic-

ular the characterization D0 = {x ∈ O | v(x) < 1} holds.
Proof. Follows immediately from the Propositions 3.10 and 3.11.

4. Further properties of the solution. In this section we collect several prop-
erties of the solution v of Zubov’s equation from Theorem 3.8. In particular we show
that this solution is a robust Lyapunov function on D0, and that additional assump-
tions on g ensure Lipschitz continuity of v.
Theorem 4.1. The function v is a robust Lyapunov function for the system

(2.1). More precisely we have

v(ϕ(t, x0, a(·)))−v(x0) ≤

[

1− exp

(

−

∫ t

0

g(ϕ(τ), a(τ))dτ

)]

(v(ϕ(t, x0, a(·)))−1) < 0

for all x0 ∈ D0 \ {0} and all a(·) ∈ A. In particular each sublevel set of v is positively
invariant.
Proof. The dynamic programming principle (3.4) implies

v(x) ≥ 1−exp

(∫ t

0

g(ϕ(τ, x, a), a(τ))dτ

)

+exp

(∫ t

0

g(ϕ(τ, x, a), a(τ))dτ

)

v(ϕ(t, x, a))

for each a ∈ A. This immediately yields the assertion.
Remark 4.1.
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(i) If v is differentiable in some point 0 6= x0 ∈ D0 this yields the more familiar
inequality

sup
a∈A

Dv(x0)f(x, a) ≤ (v(x0)− 1)g(x, a) < 0

which, in fact, can also be directly derived from (3.10).
(ii) It follows immediately from Proposition 3.5 (ii) that any viscosity supersolu-
tion w of (3.10) with w(0) = 0 is a robust Lyapunov function on its sublevel
set {x ∈ Rd |w(x) < 1}.

Now we investigate regularity properties for the function v. In general, we cannot
expect this function to be differentiable. A suitable choice of g, however, guarantees
Lipschitz continuity. We start by investigating this for the function V defined in (3.1).
Proposition 4.2. Assume (H1) and (H2) and that f(·, a) is locally Lipschitz

continuous uniformly in a, i.e. for any R > 0 there exists a constant MR such that

‖f(x, a)− f(y, a)‖ ≤MR‖x− y‖ , for all x, y ∈ B(0, R), a ∈ A .

Assume furthermore that there exists a neighborhood N of the origin such that for all
x, y ∈ N the inequality

|g(x, a)− g(y, a)| ≤K max{‖x‖, ‖y‖}s‖x− y‖

holds for some K > 0 and s > Mr/σ with r > 0, σ > 0 as in (H1). Then V is locally
Lipschitz in D0.
Proof. Let S ⊂ D0 be compact. According to (H2) there exists a time T > 0 such

that ϕ(t, x, a) ∈ N ∩B(0, r) for all t ≥ T, x ∈ S, a ∈ A. Furthermore, the set R(S, T )
is bounded and we may choose R > 0 large enough so that R(S, T ) ⊂ B(0, R). Now
fix x, y ∈ S. Analogous to the proof of Proposition 3.1(iii) we obtain

|V (x)− V (y)| ≤ sup
a∈A

∫ +∞

0

|g(ϕ(t, x, a), a(t))− g(ϕ(t, y, a), a(t))| dt

≤ sup
a∈A

∫ T

0

|g(ϕ(t, x, a), a(t))− g(ϕ(t, y, a), a(t))| dt

+ sup
a∈A

∫ +∞

T

|g(ϕ(t, x, a), a(t))− g(ϕ(t, y, a), a(t))| dt

≤

∫ T

0

LRe
MRt‖x− y‖dt

+

∫ +∞

T

Kmax{‖ϕ(T )‖, ‖y(T )‖}sCse−sσ(t−T )eMrt‖x− y‖dt

≤

(

LR
eMRT − 1

MR
+KrsCseσT

e(Mr−sσ)T

sσ −Mr

)

︸ ︷︷ ︸

=LS

‖x− y‖ .

This shows the assertion.
Obviously, this result immediately carries over to v on D0. In order to obtain

Lipschitz continuity of v on the rest of Rn it is convenient to consider a generalization
of the transformation (3.2) by defining

vδ(x) := 1− exp(−δV (x)).
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for δ > 0. Observe that this results in the equation

inf
a∈A
{−f(x, a)Dv(x) − δ(1− v(x))g(x, a)} = 0 x ∈ Rn.(4.1)

Thus this transformation is equivalent to an appropriate choice of g in (3.10). Observe
that for δ → 0 the function vδ converges to 0 on D0 and is equal to 1 outside D0.
Note that this convergence to a piecewise constant function is a typical behavior of
discounted optimal value functions, see, e.g., [9].
In the opposite case, i.e. for sufficiently large δ > 0 the following result holds for

vδ.
Proposition 4.3. Assume that f(·, a) and g(·, a) are globally Lipschitz continu-

ous in Rn, with constants Lf , Lg > 0 independent of a ∈ A, and assume that there
exists a neighborhood N of the origin such that for all x, y ∈ N the inequality

|g(x, a)− g(y, a)| ≤K max{‖x‖, ‖y‖}s‖x− y‖

holds for some K > 0 and s > Lf/σ with σ > 0 given by (H1). Then the function vδ
is Lipschitz continuous in Rn for all δ > 0 sufficiently large.
Proof. Let L0 denote the Lipschitz constant of V on B(0, r) guaranteed by Propo-

sition 4.2. For x ∈ D0, define Tx = sup{t(x, a) : a ∈ A} and observe that V (x) ≥ g0Tx,
where g0 > 0 is given by (H2). If x, y ∈ D0, then for any ǫ > 0, there exists a control
a ∈ A such that

|V (x)− V (y)| ≤

∫ Tx∨Ty

0

|g(ϕ(t, x, a), a(t))− g(ϕ(t, y, a), a(t))|dt+

+|V (ϕ(Tx ∨ Ty , x, a))− V (ϕ(Tx ∨ Ty , y, a))|+ ǫ

≤

∫ Tx∨Ty

0

Lg exp(Lf t)‖x− y‖dt+ L0‖x− y‖ exp(Lf (Tx ∨ Ty)) + ǫ

≤ (L0 + Lg/Lf ) exp(LfV (x)/g0)‖x− y‖ + ǫ.

So we see that V is locally Lipschitz continuous in D0 with a constant of the form
L exp(LfV (x)/g0).
Let φ ∈ C1(Rn) be such that vδ(x) − φ has a local maximum at x0 ∈ D0, where

we may assume that vδ(x0) − φ(x0) = 0 and φ(x) ≤ 1, ∀x ∈ Rn. Then V − ψ has a
local maximum at x0 for ψ(x) = − ln(1− φ(x))/δ.
It follows that

|Dφ(x0)| ≤ δ|Dψ(x0)| exp(−δV (x)) ≤ Lδ exp((Lf/g0 − δ)V (x)).

Hence, letting δ ≥ Lf/g0 and recalling that vδ ≡ 1 in Rn\D0, we have that |Dφ(x0)| ≤
δL for any x ∈ Rn and for any φ ∈ C1(Rn) such that vδ(x)− φ has a local maximum
at x. This implies that vδ is Lipschitz continuous in R

n with Lipschitz constant δL,
cp. [5, Lemma 2.10].

5. Smooth Solutions. It is always of interest to know whether for a given
stability property there are Lyapunov functions with certain regularity properties. In
[15] it is shown that under the condition of global uniform asymptotic stability; that
is, under the condition D0 = Rn in our terminology, there exists a C∞ Lyapunov
function V : Rn → R such that

DV (x)f(x, a) ≤ −α1(‖x‖)(5.1)
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for some class K∞ function α1. Furthermore, there exist class K∞ functions α2, α3
such that

α2(‖x‖) ≤ V (x) ≤ α3(‖x‖)(5.2)

(as usual in stability theory we call a function α : [0,∞)→ [0,∞) of class K∞ if it is
continuous, strictly increasing, unbounded and satisfies α(0) = 0). By [19, Theorems
1 & 2, Proposition 3] it follows that if we add the assumption that f(x, A) be convex
for all x ∈ Rn then there exists a C∞ Lyapunov function V on D0 (which is in this
case equal to D by Proposition 2.3 (iii)). Assuming that ω : D → R≥0 is continuous,
and satisfies ω(x) = 0 if and only if x = 0, and ω(xn) → ∞ for any sequence {xn}
with limxn ∈ ∂D or lim‖xn‖ = ∞, then V can be chosen in such a manner, that it
has the properties (5.1), (5.2), where ‖x‖ has to be replaced by ω(x). It is of interest,
and therefore the topic of our last section, to know whether we are able to reproduce
these functions via our approach.

We first treat the case of global stability.

Lemma 5.1. Assume that system (2.1) is globally uniformly asymptotically stable
at 0 then g(x, a) can be chosen such that the corresponding solutions V of (3.9) and v
of (3.10) are C∞. Furthermore, for any smooth Lyapunov function V satisfying (5.1)
and (5.2) there exists a function g : Rn → R such that V is the corresponding solution
of (3.9).

Proof. By [15, Theorem 2.9, Remark 4.1] there exists a C∞ Lyapunov function
V : Rn → R for (2.1). Now define v(x) = 1− e−V (x) as before and

g(x, a) := g(x) := − sup
a∈A

Dv(x)f(x, a)

1− v(x)
=(5.3)

− sup
a∈A

e−V (x)DV (x)f(x, a)

e−V (x)
= − sup

a∈A
DV (x)f(x, a) .

It is clear that the function g thus defined satisfies condition (i) of (H2). By (5.1) we
have g(x) ≥ α1(‖x‖) which implies (ii). The third condition condition is implied by
Lipschitz continuity of f and smoothness of V . A straightforward computation yields
that V , v are the respective (unique) solutions of (3.9) and (3.10).

The second statement is clear by the previous construction.

It is now tempting to try to copy this argument for the non global case by utilizing
the smooth maximal Lyapunov functions defined on the domain of attraction which
are obtained in [19]. In this way one might hope to construct smooth Lyapunov
functions that are representable as suitable solutions of (3.9), respectively (3.10).
This approach however has one problem: It is by no means clear that g as defined in
the proof of Lemma 5.1 can be continuously extended to Rn so that (H2) is satisfied.
We can, however, reconstruct smooth solutions on any subset of D0 that is bounded
away from ∂D0.
Proposition 5.2. Assume (H1), (H2) and that f(x, A) is convex for all x ∈ Rn.

Let B ⊂ D0 satisfy dist(B, ∂D0) > 0, then there exists a function g : Rn → R such
that the corresponding solution v of (3.10) is C∞ on a neighborhood of B.

Proof. Let V denote a smooth Lyapunov function for system (2.1) defined on D.
Let U be an open neighborhood of B contained in D0 and define g|U by (5.3). Then g
can be extended to a continuous function on Rn satisfying (H2). The corresponding
unique solution v of (3.10) is C∞ on U .
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6. Example. In this section we illustrate our results by a simple example where
we explicitly verify a (nonsmooth) solution of the generalized version of Zubov‘s equa-
tion (3.10). Consider the system

ẋ1 = −x1 + ax
2
1

ẋ2 = −x2 + ax
2
2

with x = (x1, x2)
T ∈ R2 and A = [−1, 1]. We claim that for g(x, a) = ‖x‖2 = x21 + x

2
2

the function v defined by

v(x) =

{
1− e−V (x), x ∈ (−1, 1)2

1, x 6∈ (−1, 1)2

where V : (−1, 1)2 → R is given by

V (x) =

{
− ln(1− x1)− ln(1− x2)− x1 − x2, x1 ≥ −x2
− ln(1 + x1)− ln(1 + x2) + x1 + x2, x1 ≤ −x2

solves equation (3.10).
Note that by Theorem 3.12 it suffices to verify the equation (3.10) on (−1, 1)2,

since v|(−1,1)2 satisfies the assumptions of this theorem with O = (−1, 1)
2.

Using Remark 3.1 we identify the set of possible derivatives of functions φ such
that v − φ has a local extremum for x ∈ (−1, 1). First note that v is smooth on
(−1, 1)2 \D1 where D1 is the diagonal {x ∈ (−1, 1)2 | x1 = −x2}. In this region Dφ
must coincide with Dv which is computed to be

Dv(x) =

{
(x1(1− x2)e+x1+x2 , x2(1− x1)e+x1+x2), x ∈ (−1, 1)2, x1 > −x2
(x1(1 + x2)e

−x1−x2 , x2(1 + x1)e
−x1−x2), x ∈ (−1, 1)2, x1 < −x2.

On D1 (setting x = (y,−y)T ) one verifies that the superdifferential D+v is empty
while the subdifferential D−v satisfies

D−v(y,−y) = {θp1 + (1− θ)p2 | θ ∈ [0, 1]}

where

p1 = (+y(y + 1), +y(y − 1))

p2 = (−y(y − 1), −y(y + 1)) .

Using these computations we obtain that on (−1, 1)2 equation (3.10) becomes

min
a∈[−1,1]

{−ex1+x2(1− a)(x31 + x
3
2 − x1x

3
2 − x

3
1x2)} = 0 for x1 > −x2,

min
a∈[−1,1]

{e−x1−x2(1 + a)(x31 + x
3
2 + x

3
1x2 + x1x

3
2)} = 0 for x1 < −x2

and

min
a∈[−1,1]

{2(1− a+ 2θa)y4)} ≥ 0 for x1 = −x2 =: y.

It turns out that in the first case the minimizer is a = 1, in the second case it is
a = −1, while in the third case it is a = 1 for θ ∈ [0, 1/2), a = −1 for θ ∈ (1/2, 1]
and any a ∈ [−1, 1] for θ = 1/2. In all cases we see that the desired (in)equalities are
satisfied, which in particular shows that D0 = (−1, 1)2.
Acknowledgment: The authors would like to thank Pierpaolo Soravia and Mau-

rizio Falcone for useful discussions.
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