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Abstract—In video coding standards, a compliant bit stream buffering constraints on the bit-rate variations of compliant bit
must be decoded by a hypothetical decoder that is conceptually streams.
connected to the output of an encoder and consists of a decoder | hrevious HRDs [1], [2], the video bit stream is received at a
buffer, a decoder, and a display unit. This virtual decoder is known K bit rat v th te in bit d of th
as the hypothetical reference decoder (HRD) in H.263 and the video fOWITDI rag (usua y € avelage faie in ois p?r Seconaorthe
buffering verifier in MPEG. The encoder must create a bit stream  Stream) and is stored into the decoder buffer until the buffer full-
so that the hypothetical decoder buffer does not overflow or under- ness reaches a desired level. This level is denoted the initial de-
flow. These previous decoder models assume that a given bit streamcoder buffer fullness and is directly proportional to the start-up
will be transmitted through a channel of a known bit rate and will (buffer) delay. When the initial buffer fullness is reached, the de-
be decoded (after a given buffering delay) by a device of some given der instant | the bits for the first vid ' f
buffer size. Therefore, these models are quite rigid and do not ad- coder instanianeously removes ; e bits o_r elirstvideo irame
dress the requirements of many of today’s important video appli- Of the sequence, decodes the bits, and displays the frame. The
cations such as broadcasting video live or streaming pre-encoded bits for the following frames are also removed, decoded, and
Vld;O on demr?nd _()Vergeftfwor!( Pat'IWS \;]V,'th various peak bit rates  displayed instantaneously at subsequent time intervals.
to devices with various buffer sizes. In this paper, we present a new i ; ;
HRD for H.264/AVC that is more general and flexible than those An HRD usually anSL:cmez that tf:e qe;COdmghand dlsfplaé/ tflmes
defined in prior standards and provides significant additional ben- preserve some pre-defined constraints, S'_“'C as a fixed frame
efits. rate, and the system’s end-to-end delay is constant (e.g., for
broadcast applications). This constant-delay mode of operation
is the focus of our contribution. The hypothetical decoder can
also operate in a low-delay mode (e.qg., for video conferencing).
Low-delay operation can reduce average end-to-end delay by
. INTRODUCTION building a nominal delay into the system that is lower than the

HEN compressing digital video, the encoder usua||\9/ors_t—case delay necessary to send “big_pictures” (pictures that
Wattempts to maintain the image quality nearly uniforrfquire an gnusually large number of bits to enc_ode with ad-
throughout the video sequence, since drops or changes in vi§gyate fidelity). However, low-delay mode operation produces
quality result in poor viewing experiences. To achieve this, tfacorrect motion rendition caused by the variation in end-to-end
encoder must assign more bits to video frames or Segmeﬁ@gayinthe neighborhood of big pictures, and is therefore unde-
that are more difficult to compress (e.g., those that contafifable for applications in which achieving good video quality
more textured regions or faster motion) and fewer bits to easiémore important than reducing average end-to-end delay.
video segments, and as a result the encoding bit rate may varj the constant-delay mode, prior HRDs operate with a fixed
significantly over time. Since compressed digital video is ofte?fak bit rate, buffer size, and initial delay. However, in many
transmitted through channels of (nearly) constant bit rate, tAgtoday’s video applications (e.g., video streaming through the
bit-rate variations need to be smoothed using buffering medRiernet) the peak transmission bit rate varies according to the
anisms at the encoder and decoder. The sizes of the physi@fwork path (e.g., how the user connects to the network: by
buffers are finite, and hence the encoder must constrain fR@dem, ISDN, DSL, cable, etc.) and also fluctuates in time
bit-rate variations to fit within the buffer limitations. according to network conditions (e.g., congestion, the number

Video coding standards do not mandate specific encoder@rusers connected, etc.) [3, Ch. 1-2]. In addition, the video
decoder buffering mechanisms, but they require encodershib streams are delivered to a variety of devices with different
control bit-rate fluctuations so that a hypothetical referendd/ffer capabilities (e.g., hand-sets, PDAs, PCs, set-top-boxes,
decoder (HRD) of a given buffer size would decode the viddaVvD-like players,_ etc.) and are created for scenarios with dif-
bit stream without suffering from buffer overflow or underflowf€rent delay requirements (e.g., low-delay streaming, progres-
[1], [2]. This hypothetical decoder is based on an idealized g@ve download or pseudo-streaming, etc.) [4, Ch. 8]. As aresult,
coder model that decoder manufacturers can use as a referdfigge applications require a more flexible HRD that can decode

for their implementations, but its main goal is to impose basft Pit stream at different peak transmission bit rates, and with
different buffer sizes and start-up delays.
We present a new HRD that operates accordingvVtsets
Manuscript received December 12, 2001; revised May 9, 2003. of transmission rate and buffer size parameters for a given bit
USTA*\‘e(e"_"rﬂ?rsjor":‘jfif@"nvqiitgog"(i%rgz%ﬂ [S:;crr?gtzg%}’cr(?s%?tnl%?\?" Swgnrzg’;%tream. Each set characterizes what is known as a leaky bucket
crosoft.com). B T model [5], [6] and contains three valueB, B, F'), whereR is

Digital Object Identifier 10.1109/TCSVT.2003.814965 the peak transmission bit rat®, is the buffer size, and’ is

Index Terms—Hypothetical reference decoder (HRD), video
buffering verifier (VBV).
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the initial decoder buffer fullnessF{/ R is the start-up or ini-

tial buffer delay.) An encoder can create a video bit stream thatpi
is contained by some desiréd leaky buckets, or it can simply
compute theV sets of parameters after the bit stream has been
generated. Our new HRD intelligently interpolates among the
leaky bucket parameters and can operate at any desired pee
transmission bit rate, buffer size, or delay. To be more concrete,
given a desired peak transmission bit r&e our reference de- 0
coder will select the smallest buffer size and delay (according to
the available leaky bucket data) that will be able to decode the
bit stream without suffering from buffer underflow or OVerﬂOW'Fig. 1. Leaky bucket bounds in the CBR case. On the left: encoding schedule
Conversely, for a given buffer siz&’, the hypothetical decoder (staircase) and its leaky bucket bounds (straight lines). The encoder buffer

will select and operate at the minimum required peak transmiglness is the shaded area between the encoding schedule and the later/lower
. bit rat leaky bucket bound. On the right: decoding schedule (staircase) and its leaky
sion bit rate. bucket bounds. These are simply shifts of the encoding schedule and its bounds

There are multiple benefits of this generalized HRD (GHRDby a constant delasr. The decoder buffer fullness is the shaded area between
For example, a content provider can create a bit stream Ont@é,earlier/upper leaky bucket bound and the decoding schedule. Note that the
. . . . . decoder buffer fullness is the complement of the encoder buffer fullness in
and a server can deliver it to multiple devices of different CaPfie CBR case. In the center: schedule for packet transmission and reception.
bilities, using a variety of channels having different peak transhe necessary additional encoder buffering and delay (for packetization) is

mission bit rates. Or a server and a terminal can negotiate tpre white area between the encoder’s leaky bucket bound and the packet
fransmission schedule. The necessary additional decoder buffering and delay

best Ieaky _bUCket for the given networking conditions, eg.t r de-packetization and jitter) is the white area between the packet reception
one that will produce the lowest start-up (buffer) delay, or theehedule and the decoder’s leaky bucket bound.

one that will require the lowest peak transmission bit rate for

the given buffer size of the device. In Section IV, we quanti . b o
these benefits for the standard MPEG test sequences encfgcfé%ides frame nto b; bits and pours these bits into the leaky

X .
with a recent test model of the H.264/AVC standard (i.e., J © et.. In the constant t.)'t rate (CBR) case,_the. leaky bucket
drains its accumulated bits into the communication channel at

version 3.2 [7]). We find that in realistic scenarios, the buffer fixed bit rate?, and the encoder must add enough bits to

size and the delay can be reduced by a factor of 14 to 45 at fhg leaky bucket often enough so that the leaky bucket does

same peak transmission bit rate, or the peak transmission bit rr%funderﬂow (i.e., become empty) in any interval of ime. On
. _reduced by filmOSt it OT four at the_ same phySiﬁ:Tle other hand .tH;—:- encoder must not add too many bits .to the
buffer size. AIFernatlyer, th? buffer size can be increased byIéaaky bucket too frequently, or else the leaky bucket, which has
factor of 45 without increasing the delay at the peak transm'c?épacityB will overflow, Thus, the leaky bucket, which may
sion bit rate, thereby potentially improving the signal-to-noisg ’ : ' '

: : ) . 4 i i initi i < F < -
ratio (SNR) without increasing the average encoding rate. egin at an arbitrary initial Staté’ (with 0 < " < B), con

In Section Il, we describe the standard leaky bucket moasetfalns the enchmg sequenee, b), i ~ 0,1,2,... Graphi-
. . . . . cally, the encoding sequence, or encodingedulecan be rep-
and its associated parameters in more detail. Following that, 1n

the context of the standard leaky bucket model we review '[I[1eeSenth by the cumulative number of bits encoded by time

reference decoders used in H.263 (HRD) [1] and MPEG (VB S illustrated iq the left half of Fig. 1. Furthermore, the Iegky
[2], and discuss the limitations of these buffer models. Next éJCket constraint can be represented by the two parallel lines

: ounding the encoding schedule. The later/lower line represents

ﬂgignr;icr)\%rr ST\E\Z’cvr\:zlnchegsiﬁfhlszi)li(tys?ri(;ﬁtfsc;réilrl:1d Ireerﬁcérr?t-i ;[]he schedule on which bits drain from the leaky bucket, and the
>Y 9 o P %rlier/upper line represents the capacity constraint of the leaky
the GHRD. Finally, we present specific examples of the benefbs

over previous reference decoders using H.264/AVC bit streamls'I.Cket’ thatis, an upward shift of the later/lower line/yits,

This new HRD has been adopted as part of the H.264/AV§ZA|though a quky bucketis a metaphorfor the encoder buffer,
. . e .it'also characterizes the decoder buffer, i.e., the queue between
video coding specification [9]. Other aspects of the HRD i

H.264/AVC are covered in Annex C of the standard [9], or in € communication <_:hanne| and the decoder. In the CBR case,

. . e after the encoded bits traverse the channel, they enter the de-

[10], [11]. The H.264/AVC video coding specification has been der buff fixed bi h f : B
developed jointly by video codec experts from ITU and ISO ancé') er bufter at a fxe It ratét. T en, at frame t'mei N

'~ s; + A, where A is a constant encoding-to-decoding delay,

the standardization effort is also known by other names, such ﬁ\s . .
S thé decoder instantaneously extraltdits from the decoder
Joint Video Team (JVT), ITU-T H.26L, or ISO MPEG-4 party g, g decompresses frgme: 0,1,2,.... This decoding

10. schedule(t;,b;),7 = 0,1,2, ..., is illustrated in the right half
of Fig. 1. If, after the first bit enters the decoder buffer, the de-
Il. LEAKY BUCKET MODEL coder delays at leadd = F'/R seconds before decoding the

first frame, then the decoding schedule is guaranteed not to un-
We first define a leaky bucket model, since itis the basis of all g g

the hypothetical reference decoders that we will discuss later. INote that the frames in the bit stream are ordered in decoding order. Any

A Ieaky bucket is a direct metaphor for the encoder’s Outp[ﬁ—ordenng of pictures can be done for the purposes of displaying (e.g., a given
buff . h b h d d th P frame could be decoded before a givBrframe, but the latter could be dis-

ufer, 1.e., the queue between the encoder and the CommLﬂlﬁyed earlier). The decoding time for a frame must not be later than its display

cation channel. At frame time;, the encoder instantaneouslytime.

m
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derflow the decoder buffer, due to the leaky bucket bounds in- schedule _schedule schedule  schedle

herited from the parallel encoding schedule. Furthermore, with ;s 4
delayD = F/R, if the capacity of the decoder buffer is at least

B, then the decoding schedule is guaranteed not to overflow the
decoder buffer, again due to the leaky bucket bounds inherited
from the parallel encoding schedule. In fact, observe that the
fullnesses of the encoder and decoder buffers are complement %I
of each other in the CBR case [8]. Thus, the leaky bucket model |
determines both the minimum decoder buffer size and the min-
imum decoder buffer delay using three paramet&rs3, and

F, by succinctly summarizing with upper and lower bounds thgy > eaky bucket bounds in the VBR case. The encoding and decoding

encoded sequende;, b;), i = 0,1,2,.... schedules are the same as in the CBR case in Fig. 1 (thus they have the same
yerage bit rate), but the peak transmission bit fteis higher, resulting

The leaky bucket model can also be used with variable bit reﬁtI %, lower buffer sizeB', a lower initial delayD’ = F'/R', and a lower
(VBR) channels, such as packet networks. If the VBR channgkoding-to-decoding delay’. On the left: the encoding schedule is bounded
has a |ong-term average bit rate that equa|s the Iong-term g_eioyv/right by the_ schedule by wh_ich_ bits Igave the _encod_er bucket and are
erage t.)it rate of the encoded sequence, thenitis often ConVener%p ;igcgjlsnes rt’rt:Ig?edi-s I;Igtthisnp;o:(s) tlrnacz:gargﬁ. I‘Ir'lﬁir\grlllcs:ol(?ingrggr?e;hueleti)gcbkgljnlged
to continue to use the above CBR leaky bucket bounds. At tRgve/left by an upward shift of the transmission schedul@bypits. This is
decoder, the buffering and the delay) duetothe |eaIQ/ bucket the cons_traint imposed on the encoding schedule by the leaky bucket gapacity.
can be augmented by adltional buffering and delay to aceofff e 0%, ! fecedy et < bouded sbovelef s beowon by
modate both de-packetization and packet network delivery jittg€hedule at which bits nominally arrive in the decoder buffer. Note that the
Likewise, at the encoder, the buffering and delay can be awggcoder and decoder buffer fullnesses are no longer complementary. However,
mented by additional buffering and delay to accommodate pa‘tf.lalﬁndeeszogjeort?eudf;?r fullness is bounded by the complement of the encoder buffer
etization. The additional buffering and delay at both the en-
coder and decoder are illustrated in Fig. 1. The resulting total
amount of buffering and delay are sufficient to guarantee cofo longer complementary. However, the complement of the en-
tinuous media playback without stalling due to decoder buffépder buffer fullness provides a tight (achievable) upper bound
underflow and without loss due to decoder buffer overflow. [ the decoder buffer fullness. The advantage of using a leaky
essence, at the decoder, the leaky bucket provides a deadlin@isket with a peak rate greater than the average rate is that it
which packets must be available for decoding, or risk being lag@lows a smaller decoder buffer size and delay for the same en-
Similarly, at the encoder, the leaky bucket provides a deadligéded sequence.
by which the encoded bits will be available for packetization. Clearly, a VBR channel is a generalization of a CBR channel,

For VBR channels that havesauistainablepeak bit rater’ and in either case a single leaky bucket is specifiable by three
greaterthan the long-term average bit rai2of the encoded Parameters, 3, F), where:
sequence, then it is beneficial to characterize the encoded se» R is the peak transmission bit rate (in bits per second)
quence{(#;, b;)} using a leaky bucket with the higher leak rate  at which bits may leave the encoder buffer and enter the
R’, yet allowing the leaky bucket to underflow (become empty)  decoder buffer after a constant delay;
when the channel drains the bucket faster than the encoder carr B is the capacity (in bits) of the encoder or decoder buffer;
fill it. To illustrate, Fig. 2 shows thesameencoding and de- ¢ F'is the initial decoder buffer fullness (in bits) before the
coding schedules as in Fig. 1, using a leaky bucket with the decoder can start removing bits from its buffef. and R
higher leak rate?’. As in Fig. 1, the later/lower bound on the determine the initial or start-up deldy, whereD = F/R
encoding schedule is the schedule by which bits drain from the seconds.
leaky bucket and are transmitted or packetized. In Fig. 2, how-eaky bucket with paramete(dz, B, F') is said tocontainan
ever, flat spots in this transmission schedule indicate intervalsdncoded bit stream if there is no overflow of the encoder buffer
which the bucket is empty because there is nothing to transnjite., the leaky bucket) or equivalently, if there is no underflow
The earlier/upper bound on the encoding schedule represesitthe decoder buffer. Thus, a leaky bucket that contains an en-
the capacity constraint of the leaky bucket: an upward shift gbded bit stream provides constraints on the stream’s encoding
the transmission schedule @y bits. Since the bucket drainsand decoding schedules so that the resources necessary to de-
at a rateR’ greater thani, the bucket can have a capaci®y code it are predictable.
smaller than3, while still not overflowing, and/or can start with A leaky bucket characterization of an encoded bit stream is
an initial statel’” smaller than". The transmitted bits enter theespecially important when the bit stream is encoded off line (for
decoder buffer after a constant transmission déldfy after the applications such as playback from a local disk, or streaming
first bit enters the decoder buffer, the decoder delays at legileo on demand over a packet network from a remote server).
D' = F'/R’ seconds before decoding the first frame, then thghen an entire bit stream is recorded and encoded before play-
decoding schedule is guaranteed not to underflow the decoggek, it is essential that the decoder buffer and delay require-
buffer. Furthermore, with dela}p’ = F’/R’, if the capacity of
the decoder buffer is at lea, then the decoding schedule is A leaky bucket can also be specified by paramet&@sB, F'<), whereF*

. is the initial encoder buffer fullness. In this paper, we have chosen to use the

guaranteed not to overflow the decoder buffer. In this VBR Casfitial decoder buffer fullnes® = F<, unless otherwise indicated. They are
the encoder buffer fullness and the decoder buffer fullness asated byF< + F¢ = B.

T T T T T T T T
S R time
A - le-D'=F/R
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ments be stored along with the encoded bit stream, so thaassuming a constant transmission délaye initial bit of frame
will be possible for a decoder to know whether it will be abl® begins its arrival in the decoder buffer at time
to decode a bit stream and what start-up delay to give it. The e
leaky bucket model provides a way to parameterize these re- tinitial _ ginitial g — o0 4 — 4 ¢
quirements. R

When the bit stream is encoded online, that is, when the &jmilarly, the final bit of frame 0, or indeed the final bit of any
coder is connected directly to the transmission channel (for gfame for ¢ > 0, ends its arrival in the decoder buffer at time
p_Ilcat|ons such as pomt-to—pomt v!deo telephony), then in some final _final initial | D imitial | Di
circumstances, e.g., communication over a variable rate packet fi = i +0=s; + R +6=1 + R
network with very low jitter, the encoder can control or at Ieaﬁlh o . - .
know the instantaneous bit rai) at which bits arrive at the e initial bit of the su_bsequent frame will begin its arrival in
receiver. In this case, rather than use a leaky bucket modelt,hl‘? decoder buffer at ime
may be better to use a low-delay mode, in V\./h?Ch the rece_iver ginitial —ginitial 5 — ax (s 48, 5,00 + 6)
may decode each frame of data as soon as it is fully received. .

L ; final Fe Fd

In such a mode, the decoder buffer underflow is impossible (by = max (fL Jtip1 — (— + —))
definition) and decoder buffer overflow can be prevented by the R R

encoder either by reducing() to match the number of bits perwhich follows sincet; = s; + F¢/R + § + F¢/R for all 4.
frame, or by increasing the number of bits per frame to matathe |ast three displayed equations form the basis of the HRD
R(t). Unfortunately, low-delay mode does not preserve presefindel in H.264/AVC. (In the specificatiod;? /R is known as
tation timing; constant end-to-end delay is sacrificed. Thus, the initial_cpb_removal delay and F¢/R is known as the
leaky bucket model is also important for on-line applicationsitial_cpb_removal_delay_offset.) The decoder buffer
when precise presentation timing is important (e.g., for broagill not underflow if and only if for alli, framei arrives in the

casting high quality video live), or when the encoder cannot cogecoder buffer before it is due for removal, that is,
trol or know the instantaneous rat¥t) at which bits arrive at Pd F b
e 7

the receiver, or whe®(¢) is anyway either a positive constant 4. > 4final _ . (tﬁnal t — <_ + _>> + =
ission i i i e ot \R R R
or zero (e.g., for transmission in a multiplex over an isochronous

channel). o . This will be true if F¢ + F® > b, for all i, which will in turn
In this paper, we focus on generalizing the above smgb% true ifF* + F4 > B > b; (which in turn will be true if the

leaky bucket model to multiple leaky buckets for H.264/AVCqpcqqer puffer does not overflow). Hence, the decoder buffer
As mentioned earlier, other aspects of the HRD in H'264/AV%apacityB" — Fe + F? s usually set equal to the encoder

such as Ipw—delay mode, are not addressed here, but gre... (leaky bucket) capacitp® = B in order to minimize
explained in [9]-{11]. both the decoder dela§?/R and the decoder buffer sizg.

Before exploring multiple leaky buckets, let us be more spgy,; this reason, we do not ordinarily distinguish betwdh
cific about how a single leaky bucket with parametets B, ') 5nq B¢ and we seB® = B¢ — B.

works in H.264/AVC. As indicated above, 1€€si, bi)} be the £\ ution of the encoder and decoder buffers can also be de-

encoder schedule and g, b;) } be the corresponding decodelipeq in terms of buffer fullness. If the encoder buffer (the
schedule. The leaky bucket starts with initial fulln@ss which 65y hucket) starts with initial fullnesg®, then when frame 0
means that if frame 0 is inserted into the leaky bucket at timeserted into the encoder buffer, the fullness of the encoder
s0, then transmission of the initial bit of frame 0 begins (after g frer rises to

delay of F¢/R) at time

B§ = F° + by.
ginitial — ¢ _F Thereafter, the fullness of the encoder buffer after inserting
0 R framei, i > 0 is
Transmission of the final bit of frame 0, indeed the final bit of Bf = min(0, B | — R(s; — si_1)) + b;. (1.0)

any frame; for ¢ > 0, ends at time
The encoder buffer will not overflow if and only iBf < B

for all 7 > 0. The complement of these equations describes an
ghinal — ginitial | ﬁ upper bound on the decoder buffer fullness after removing frame
R 1 for 7 > 0. If the decoder waits until the decoder buffer fullness

; . .
Hence, transmission of the initial bit of the subsequent frarfg@ches™ before removing and decoding the frame 0, then the
begins at time fullness of the decoder buffer falls to

B = F; — by.
initial __ final X
i = max (5", si41) Thereafter, the upper bound on the fullness of the decoder buffer

] ) o ) after removing frame, 7 > 0, can be expressed as
that is, when frameé + 1 is inserted into the leaky bucket or

when framei completes transmission, whichever is later. Now, Bl = max(B,B;i_l + R(s; — 8i—1)) — b;. (1.1)

S
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Fig. 3. Decoder buffer fullness when decoding a generic video bit stream th.
is contained in a leaky bucket having parameigs B, F'). R is the peak
incoming (or channel) bit rate in bits per secomsljs the buffer size in bits,
and F is the initial decoder buffer fullness in bit® = F/ R is the initial or
start-up (buffer) delay in seconds. The number of bits foritheframe isb; .

The coded video frames are removed from the buffer (typically accordingtott ,|
video frame rate), as shown by the drops in buffer fullness.

Bmin
N
T
L

3+

1r 4

It is simple to prove by induction that; + B¢ = B for all 4; 0 : : t - :

- 0 500 1000 1500 2000 2500 3000
that is, (1.0) and (1.1) are complements. That the compleme Rmin (Kbits/sec)
of the encoder buffer fullness is indeed an upper bound on the

fullness of the decoder buffer can be seen from the fact trﬁﬁén bit stream. This curve indicates that in order to transmit the stream at a

in any time interval of length3/ R, at mostB bits can enter peak bit rateR, the decoder needs to buffer at le#st:,, (R) bits. Observe that
the decoder buffer. Hence, as illustrated in Fig_ 2, a leftwahéher peak rates require smaller buffer sizes. Alternatively, if the size of the

shift by B/ R of the later/lower bound on the decoding schedu@Eggﬁfirsbt‘r‘]féegs'zo%i;:‘é%:]'?gf‘m peak rate required for transmitting the bit
must lie below its upward shift bjg. In other words, the actual ‘
decoder buffer fullness is bounded above by the complement
of the encoder buffer fullness. Furthermore, the bound is tigiusly, as we prove in Appendix A (Proposition 2), even though
for if the encoder ever fills up the leaky bucket then the actull general the buffer size required to contain the bit stream stays
decoder buffer fullness achieves the bound. Thus, if a decodé¢ same or increases as the initial buffer fullness decreases.
buffer size B, is minimally sufficient to contain the upper By computingB,;, for eachRz, we can plota curve ok — B
bound on the decoder buffer fullness, then it is also minimaliglues such as the one in Fig? 4.
sufficient to contain the actual decoder buffer fullness. Hence,A key observation is that the curve @R min, Bmin) pairs for
in the remainder of the paper, we safely use (1.1) as a surrogi¥/ bit stream (such as the one in Fig. 4) is piecewise linear and
for the actual decoder buffer fullness, and refer to it simply &nvex. Let usillustrate this interesting property using a simple,
the “decoder buffer fullness.” Since this is now complementafjtuitive example. Consider the three plots of decoder buffer
to the encoder buffer fullness, we are able to focus exclusivéiiness in Fig. 5. These plots are generated when decoding a
on the decoder buffer fullness, and we drop the supersaiipt “video bit stream that contains five frames, whegeby, . .., b
from our notation. Fig. 3 illustrates the decoder buffer fullnegy® the number of bits per frantel, .. .. 4, respectively. The
as a function of time for a bit stream that is contained in a leaRgak transmission bit rate ig (top), ' (middle), and R”
bucket having paramete(®, B, F"). (bottom), andR < R’ < R".

We now make the following observation. A given video FOr clarity, thg buffer (in each_of the three cases) is initially
stream can be contained in many leaky buckets. For exampldiligd to the maximum valugs (which here represents the phys-

a video stream is contained in a leaky bucket with parametd¢g! buffer size), i.e.;” = B, although other initial values could
(R, B, F), it will also be contained in a leaky bucket with ahave been selected as well. As expected, the minimum buffer

larger buffer(R, B, F), B' > B, or in a leaky bucket with size requi_red to decod_e the bitstream decreases with larger peak

a higher peak transmission bit rat®’, B, F), R’ > R, orin transmission bit rate, i.Bmin(R) > Buin(R') > Bmin(R").

a leaky bucket with larger start-up delég, B, ), F’ > F, ©One can easily show that

F < B. Moreover, it can also be contained in a leaky bucket 3 3

with a lower peak transmission bit rat&’, B, F'), R’ < R, if _ _ o Ciph ap

the video is time-limited. In the Worsﬁzgase,la@;pproaches 0, Banin(R) = ; bi = 3R7,  Bumin(R) = ; b —3RT

the buffer size and initial buffer fullness will need to be as large 3

as the bit stream itself. Put another way, a video bit stream cang . (Rr") = Z bi — R'T )

be transmitted at any peak transmission bit rate (regardless of =

the average bit rate of the clip) as long as the buffer size and

delay are large enough. where 7 is the time interval between frames, which in this
Thus, for any value of the peak transmission bit rBteve example is assumed to be constant (i.e., the decoding frame

can find the minimum buffer sizB,.;, and the minimum initial ate is1/7 frames/s). Observe that the formulas 8y, (1)

buffer fullnessF,;,, that will contain the bit stream. This can be2Nd Bmin (R') correspond to two different points on the same

done_by itefati“g .(1'1)- as iIIus_tr.ated by the Ma_tlab 009'9 in AP-athis curve is actually computed from a real video bit stream using (1.1) in
pendix B. Surprisingly, both minima can be achieved simultange Matlab program of Appendix B.

4. lllustration of peak bit raté,,;, and buffer sizeB,,;, values for a
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B [Tttt ----------------/ ------ Bmm

bits Bmin(R)

Rmm

| T

v

seconds Fig. 6. lllustration of Rumin. Bmin ) pairs for the bit stream used in the decoder

buffer plots of Fig. 5. As the channel rate incread®s;, decreases following
B bemmmeom oo el a piecewise linear curve. Observe i, (R) and B..i,(R’) lie on the same
straight line of slope-37, while B,,;,(R") lies on the line of slope-7, as
indicated in (2).

bits r Appendix A. Not surprisingly, such linear and convex proper-

ties apply to( Rin, Finin) @s well, which is also shown in Ap-

pendix A.

: Because of the convexity, i¥ points of the curve are pro-

seconds vided, the decoder can linearly interpolate the values to arrive at

some poiNnt$ Rinterp, Binterp, Finterp) that are slightly but safely

L Y, vl s Ity Sttty larger than( R,in, Bmin, Fiin)- IN this way, as we quantify in

By (R Section V, one is able to safely reduce the buffer size, and the
m delay, by well over an order of magnitude, relative to a single

leaky bucket containing the bit stream at its average rate. Al-

ternatively, for the same delay, one is able to reduce the peak

transmission rate by almost a factor of four, or possibly even

improve the SNR.

v

bits

v

seconds
I1l. PREVIOUS WORK

Fig. 5. The plots illustrate the decoder buffer fullness when decoding a video . . .
bit stream transmitted at bit rafé (top), R’ (middle), andR’’ (bottom), where We next explain the hypothetical reference decoders in

R < R’ < R”. Observe that the minimum buffer size required to decode tHPEG and H.263 in the context of leaky bucket models.
bitstreams iBumin(R) > Bmin(R’) > Bmin(R").

A. MPEG's Video Buffering Verifier (VBV)

straight line of slope-37, and that the values @,,;,, for all bit The VBV [2] can operate in two modes: CBR and VBR
PR : : )
rates be_tweerR andR’ will lie on that line as yvell, because theMPEG-l and MPEG-4 only support the CBR mode, while
respective decoder buffer plots would fall in between the tcmPEG-Z supports both modes
and middle plots in Fig. 5. For transmission bit rates slightly The VBV operates in CBR mode when the bit stream is con-
, o e .
larger thanR’, the value ofB3,,,;,, Will still lie on that same line, tained in a leaky bucket having parametérs B, ') and the

but at some point, the buffer will fill up within some framefollowing conditions hold:

interval (here between frames 1 and 2, as seen in the bottom h bi fh _
plot of Fig. 5) and the formula foB,,;, will change to that of * R= Rpax = the average It Tate ofthe stream;
e the value of B is stored in the syntax parameter

a straight line of slope-7. The value ofB,,;,(R") derived in bv buffer si _ il i it (L. 6024
(2) falls on this second straight line. Fig. 6 illustrates the curve \k;itvtj_ni?s)?r_s'ze using a special size unit (i.e.,

of values(Rin, Bmin) in this example. . .
( i ) P « the value off'/ R is stored in the syntax element vbv_delay

Although this is a specific example, one can intuitively see iated to the f ideo f i th ,
that the decoder buffer plot for any video bit stream (of any ~ 2sSoclated to the first video frame in the sequence using
a special time unit (i.e., number of periods of a 90 KHz

number of frames) can be analyzed using the same process. As clock):

the peak transmission bit rate increases, the valug,gf will he decoder buffer full foll he followi
decrease following straight line formulas of the same form as the decoder buiter fuliness follows the following equa-

those in (2), i.e., a summation of the number of bitsdrames tions:

and a slope —{L — 1)7. The next line in the sequence will By =F

have fewer frames in the summation and hence a less negative R

slope, and as a result a piecewise linear curve that is monoton- Biy1 =B; —b; + A”;X, 1=0,1,2,.... 3)

ically decreasing such as that in Fig. 6 can be plotted. Since

each new segment in the sequence has a less negative slope,encoder must ensure that — b; is always greater than or
such a piecewise linear curve is convex. For completenesscual to zero while3; is always less than or equal i In other
rigorous proof of the piecewise linear and convex properties wbrds, the encoder must ensure that the decoder buffer does not
the curve of Ry,in, Bmin) Pairs (using induction) is provided in underflow or overflow.
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The VBV operates in VBR mode when the bit stream is con-

tained in a leaky bucket having parametéRs B, F') and the L
following conditions hold:
* R = Ruyax = the peak or maximum raté ... is higher ,
bits|  slope

than the average rate of the bit stream; R
« F = B, i.e., the buffer fills up initially;
« the value of B is represented in the syntax parameter 0 >

vbv_buffer_size, as in the CBR case; b 4 b seconds
« the value off’ is not stored and vbv_delay is set to FFFF @

(in hex);
 the decoder buffer fullness follows the following equa-

: L et el yanVan b

By, =B bits jéape
R
B;41 =min (BBL—bL-f— max>7 1=0,1,2,.... (4)
M 0 >
Ly t; b seconds
The encoder must ensure that — b; is always greater than or (b)

equal to zero. That is, the encoder ml.JSt ensure that the decqgg?rl Examples of typical plots of decoder buffer fullness for (a) CBR and
buffer does not underflow. However, in this VBR case, the efy) vBR for MPEG-2's VBV model.

coder does not need to ensure that the decoder buffer does not

overflow. If the decoder buffer becomes full, then it is assumed
that the encoder buffer is empty and hence no further bits are
transmitted from the encoder buffer to the decoder buffer.

The VBR mode is useful for devices that can read data p.f% each time instant
is usefu Vi u . . : o
the peak rate, ... For example, a DVD includes VBR clips e HRD in H.263 is suitable for low-delay communications

whereR,,.. is about 10 Mbps, which corresponds to the ma>$-e'g." video cpnferer_mmg). Obsgrvglthat in such HRD, the de-
oding and display times vary significantly across frames, and

imum reading speed of th_e disk drlve,_ even though usually tﬁ%nce this approach is not appropriate for constant-delay time-

average rate of the DVD video stream is only about 4 to 6 Mbp&r‘eserving applications
Fig. 7 illustrates plots of decoder buffer fullness for some bit '

streams operating in CBR and VBR mode, respectively. C. Limitations of Previous Models
There are some aspects of VBV that we do not address here

because they are either not relevant with respect to this contriOPServe thatall previous hypothetical reference decoders op-

bution, or are simply special cases of the leaky bucket modgfate atonly one poirf, B) of the curve in Fig. 4. As a result,
For example, the VBV includes a low-delay mode that tolerat&fi€S€ decoders have the following drawbacks.

» The transmission bit rate varies along time, and it is as-
sumed that both encoder and decoder know the bit rate at

frame skipping. » If the bit rate available in the chann#! is lower thanR
(e.g., this is common for internet streaming and progres-
B. H.263's HRD sive download, or when an MPEG VBR clip needs to be

transmitted at a rate lower than the peak), strictly speaking,

The HRD model for H.263 [1] (which is equivalentto thatin  the hypothetical decoder would not be able to decode the
H.261) operates in low-delay mode. It resembles the CBR mode  pjt stream.

of MPEG'’s VBV, except for the following. « In practice, a decoder will not know the size of the
» The decoder inspects the buffer fullness at some time in- buffer required for this lower rate, and generally it

tervals and decodes a frame as soon as all the bits for the will run into buffer problems while decoding the bit
frame are available. This approach results in a couple of stream. The best that a smart decoder could do would
benefits: 1) the start-up delay is minimized becahsis be to find a tight upper-bound for the buffer size. One
usually just slightly larger than the number of bits for the can easily show that an almost tigjltpper bound is
first frame and 2) if frame skipping is common, the de- B’ = B+ (R — R')T, whereT is the time length
coder simply waits until the next available frame. As men- or duration in seconds of the video sequence (to be
tioned above, the latter is enabled in the low-delay mode more specific,l” is the time difference between the
of MPEG’s VBV as well. decoding times of the last and first frames in the

* The check for decoder buffer overflow is done after the , . -
bits for a frame are removed from the buffer (8. — A tight upper bound, which depends on the initial decoder buffer fullfess
IS 10r a frame are removed 1ro e buffer (iB;1 = of the original buffer, isB’ = (B — F)(R'/R) + F + (R — R")T. This is

B; —b; + Rinax/M must be less than or equal B for all  because the initial buffer fullnesg’ of the new decoder buffer must be at least

i). This relaxes the constraint for sending lafgiames F + (R — R")T to guarantee that the new decoder buffer will not underflow
by timeT when it receives bits at rate only < R, and because the headroom

once in a while, but there is a maximum value for th%’ — F’" must be at leastB — F')( R’/ R) to guarantee that the new decoder
largest frame. buffer will not overflow by time( B — F')/ R when it receives bits at ratg’.



RIBAS-CORBERAet al. A GHRD FOR H.264/AVC 681

coded bit stream). Clearly, this bound increases the
buffer size and delay requirements very rapidly and
may not be very useful in practice (especiall{ifs
large andR’ is significantly lower thanR).

« If the available bandwidtt®’ is larger thanR (e.g., this B
is also common for internet streaming, as well as for (bits)
local playback), the previous hypothetical decoders could
operate in the VBR mode and decode the bit stream.

& B=B + (R, =BT

(R1,B1)
(R2,B2)

(R3, B3)

Ri.1,Bx-
However, as no additional information on the Rate-Buffer (R )

. . . . (Rn,Bx)
curve is available, the buffer size required to decode the A
bit stream cannot be reduced (as we will see later in the v By

examples).

« |If the physical buffer size in a decoder device is smaller
than B, the device will not be able to decode that bitig. 8. Example of R, B) values available for the GHRD, all of which are
stream. guaranteed to contain the bit strea.is the time length or duration of the

« If the buffer size is larger thaf, the device will be able &"c°ded video sequence.
to decode the bit stream but the start-up delay will be the

R (bits/sec)

The interpolated buffer siz8 between pointg andk + 1

same. . .
» More generally, if a bit stream is generated according {8"0\’\’ the straight line
a leaky bucke(R, B, F') and no other leaky bucket pa- Rry1— R R — Ry,
. é}_ = E+ B4,
rameters are known, one will not usually be able to be di Ryp1— Ry, Ryt1 — Ry,
tribute such bit stream through different networks having Ri < R< Ryj41. (6)

peak transmission bit rates smaller th&nand to a va-
riety of devices with buffer sizes smaller th&n Also, the Likewise, the initial decoder buffer fullneds can be linearly

start-up delay will not be minimized. interpolated
Rry1— R R — Ry
F = Fy + Fita,
IV. A GENERALIZED GHRD Reyi—Ri " Rppr — Rp ™
We present a GHRD that can operate given the information Ry < R < Rg41. (7)

of N leaky bucket models The resulting leaky bucket with parametéf®, B, F') is guar-

anteed to contain the bit stream, because, as we prove in Propo-
sition 1 of Appendix A, the minimum buffer siz@,,,;,, is convex

) ) . ) .in both R and I, that is, the minimum buffer siz8,,;, corre-
each of which contains the bit stream. Without loss ofgenerallglpondmg to any convex combinatié®, F) = a(Ry, F},) +
let us assume that these leaky buckets are ordered from smakl§sl @) (Ris1s Frsr), 0 < a < 1,08 less than or equal to
to largest bit rate, i.e.R; < R,;;;. Let us also assume thatB — aBy + (1’ — 4)Bjs1.
the encoder computes these leaky bucket models correctly, anﬁS discussed earlier, observe thafiifis larger thanR y, the

henceB; > Bita. leaky bucke{ R, By, Fiy) will also contain the bit stream, and
The desired value ol can be selected by the encoder. (lhancep, andFy are the buffer size and initial decoder buffer
N = 1, the GHRD is essentially equivalent to the VBR mOdﬁJIIness recommended whéh> Ry. If R is smaller thark,,
of MPEG’s VBV). The encoder can choose to: then the upper boun# = B, + (R, — R)T can be used (and
1) pre-select the leaky bucket values and encode the §ife can set’ = B), whereT is the time length of the video
stream with a rate control that makes sure that all of t@équence in seconds. Thqge B) values outside the range of
leaky bucket constraints are met; the N points are also shown in Fig. 8.
2) encode the bit stream and then use (1.1) to compute a sethe number of bits required for the leaky bucket parameters
of leaky buckets containing the bit streamMatdifferent  js minimal. If R;, B;, andF; were encoded in the same units as

(R17B17F1) (R27B27F2)7.../(R]\T7BN./F]\T) (5)

?

values ofR; Rmax, vbv_buffer_size, and vbv_buffer_delay (in the MPEG-2
3) do both. bit stream syntax), then the number of bits required for these
The first approach can be applied to live or on-demand traredements would be 30, 18, and 16, respectively, for a total of 64
mission, while 2) and 3) only apply to on-demand. bits per leaky bucket. The number of leaky buckatscould

The number of leaky buckef$ and the leaky bucket param-be specified with 8 bits. This information would be succinct
eters (5) are inserted into the bit stream. In this way, the deco@eough that it could be re-specified at any pointin the bitstream,
can determine which leaky bucket it wishes to use, knowing tkech as at all random access points.
peak bit rate available to it and/or its physical buffer size. The In the H.264/AVC specification, the number of leaky buckets
leaky bucket modelsin (5), as well as all the linearly interpolatesl specified with a variable-length code in the range 1 to 32.
or extrapolated models, are available for use. Fig. 8 illustrate&ach bit rate in bits per second is specified with a variable-length
set of N leaky bucket models and their interpolated or extrapoaantissa in the range 1 t6%2— 1 and a fixed-length base-2 ex-
lated (R, B) values. ponent in the range 6 to 21. Each buffer size in bits is specified
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with a variable-length mantissa in the range 216 — 1 and a g 10*
fixed-length base-2 exponent in the range 4 to 19. All of thes
are in the HRD Parameters section of the video usability infor 7|
mation (VUI). The initial decoder buffer delay in 90-kHz ticks "
is specified in the Buffering Period section of the supplemente &
enhancement information with a fixed-length code. The numbe
of bits in this code is specified in the HRD parameters sectio __ 5

s

e

of the VUI by a fixed-length code in the range 1 to 32. é .
£ \,&\
V. EXPERIMENTAL RESULTS EVALUATION OF THE GHRD ©3 X 1
¥

To evaluate the benefits of the GHRD, we encoded a 130- ,. \\N
video clip (which contained a sequence of 13 MPEG clips com Foty,
bined, i.e., “Stefan”, “Akiyo”, “Mother and Daughter”, “Fun 1} ****W‘ .
Fair”, “Foreman”, “Bream”, “News”, “Sean”, “Children”, “Mo- "‘**mm*

H 7 ” H ” “ ” H L 1 . L Pl Stk ek e e e ke o

bile & Calendar”, Weather , antamer , and “Hall”) with thg % 500 1000 1500 2000 g S0
Test Model JM version 3.2 [7] with the default parameters (i.e. Rmin (Kbits/sec)

five reference frames, 1/8th motion accuracy, arithmetic coding
oN, hadamard transformon, error robustnessrr, B frames Fig. 9. Plot of leaky bucket parametéi®, B) for an H.264/AVC compressed
L . ideo clip with QP = 26. The points labeled with+" correspond to the
OFF, andrD optimizationoN, and a motion search range of 16nimum buffer sizeB,.., needed to contain a bit stream with the associated
pixels). We setF' = B and used the formula (1.1) to providerate R..;.. These points were computed from the bit stream using the Matlab
the (Rmim Bmin) plOt in Fig. 9. To be more concrete, we rar?rogram in Appendix B, which uses the formulae in (1.1) and scans bit rates
i I

. . . . m 50 kbits/s to 3 Mbps in increments of 50 kbits/s. The other points between
the S|mple Matlab program in Appendlx B which makes use Qﬁe “«” are linearly interpolated. Observe that, in practice, only a small subset

(1.2). of points (e.g., 4 or 5) may characterize the curve fairly well.
The bit stream in Fig. 9 was produced wiffP? = 26 and
yielded an average bit rate of 600 kbits/s. As shown in the figurgy peak bit-rate 2400 kbits/s the buffer size drops to 370 kbits
at a constant transmission bit rate of 600 kbits/s, the decoggyy the delay drops to 0.15 s, as we have seen.
needs a buffer size of about 16 500 kbits. With an initial decoderon, the other hand, if only the second leaky bucket is speci-

buffer fullness equal to 16 500 kbits, the start-up delay is abogd, but not the first, then at a constant transmission rate of 600
27 s. Thus, this VBR encoding (produced with no rate contralhits/s, even a smart decoder would be forced to use a buffer
shifts bits by up to 27 s in order to achieve constant quality ov@{at is far larger than necessary, to ensure that the buffer will not
its encoded length. overflow: B = B+ (R — R')T= 370 kbits 4 (2400 kbits /s —

The figure also shows that at a peak transmission bit rategg kbits/s)x130 s = 234370 kbits. This corresponds to an
2400 kbits/s (e.g., the video bit-rate portion of & ZD), the jnitial delay of 391 s, or about 6.5 min, over three times the
decoder needs a buffer size of only 370 kbits, sufficiently smadlngth of the original clip, which is far from acceptable. How-
for a consumer hardware device. With an initial buffer fullnessyer, if the first leaky bucket is specified as well, then at rate 600
equal to 370 kbits, the start-up delay is only about 0.15's.  kpits/s the buffer size drops to 16 500 kbits and the delay drops

Thus, for this encoding, two leaky bucket models might typp 27 s, as we have seen.
ically be useful. Moreover, if both leaky buckets are specified, then the

1) (R = 600 kbits/s, B = 16500 kbits, F' = 16500 kbits). decoder can linearly interpolate between them [using (6) and

This leaky bucket permits transmission of the video over(&@)], for any bit rateR between 600 and 2400 kbits/s, thereby
CBR channel, with a delay of about 27 s. While this delagchieving near-minimal buffer size and delay at that rate.
may be too large for many scenarios, it is probably aé&xtrapolation is also more efficient both below 600 kbits/s
ceptable for streaming or progressive download of moviesid above 2400 kbits/s, compared to extrapolation with only a
over the Internet, for example. single leaky bucket anywhere between 600 and 2400 kbits/s.

2) (R = 2400 kbits/s, B = 370 kbits, ' = 370 kbits). As the above example shows, even just two leaky buckets

This leaky bucket permits transmission of the video oveian provide well over an order of magnitude reduction in buffer
a shared network with peak rate 2400 kbits/s, or permisize (e.g., a factor of 234 370 kbits/16 500 kbits14 in one
local playback from a % CD, with a delay of about 0.15 case and 16 500 kbits/370 kbits45 in another), and a corre-
s. This subsecond delay is acceptable for random accepsnding reduction in delay (e.g., 391 s/2# 44 s in one case
playback with VCR-like functionality. and 6.9 s/0.15 s 45 s in another) at a given peak transmission

If only the first leaky bucket is specified in the bit streambit rate.
but not the second, then even when playing back over aConversely, itis also possible to reduce the peak transmission
channel with peak bit-rate 2400 kbits/s, the decoder wouldt rate for a given decoder buffer size. Indeed, as is clear from
use a buffer of size 16500 kbits and thus the delay wouklg. 9, ifthe R— B curve can be obtained by interpolating and/or
be F/R = 16500 kbits/2400 kbits/s = 6.9 s. This is too extrapolating multiple leaky buckets, then it is possible for a
large for random access playback with VCR-like functionalitydecoder with a fixed physical buffer to choose the minimum
However, if the second leaky bucket is specified as well, thgreak transmission bit rate needed to safely decode the bit stream
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without decoder buffer overflow. For example, we know fron 10000
the figure that if the decoder has a fixed buffer of size 16 5(  gpgo. | 4
kbits, then the peak transmission bit rate for the encoding can
as low as 600 kbits/s. However, if only the second leaky buck
is specified, but not the first, then the decoder can reduce the 7000} |
rate to no less thak’ = R — (B’ — B)/T =2400 kbits/s — "
(16500 kbits — 370 kbits)/130 s = 2276 kbits/s. In this case, 2
compared to using a single leaky bucket, using just two Iea§ 5000 -

8000+ | b

6000 | 1

its)

buckets reduces the peak transmission rate by almosta factcg , N |
four, for the same decoder buffer size. N

It is quite likely that having multiple leaky buckets can alst 300 * 1
improve the quality of the reconstructed videbthe same av- 2000 \,\
erageencoding ratein the following sense. Suppose both leak
buckets are available for the encoding described above. Th 0| \\ T
as we have seen, it is possible to play back the encoding wit| 0 ] ‘ : L e Ak ¢

100 200 300 400 500 600 700 800 900 1000

delay of 27 s if the peak transmission rate is 600 kbits/s, a ° Rmin (Kbits/sec)

with a delay of 0.15 s if the peak transmission rate is 2400

kbits/s. However, if the second leaky bucket is unavailable, th&ig. 10. Same plot as Fig. 9 but whéi> = 38. Once again, observe that
the delay increases from 0.15 10 6.9 s at 2400 kbitsl. To (Bl 05l hese pos (£, .1 asacy chracirse s cne vl
duce the delay back to 0.15 s without the benefit of the secogk and delay are 3500 kbits and 23 s, respectively. If the clip were streamed in
leaky bucket, it would suffice to re-encode the clifith rate aLAN or DSL channel with higher bit rate, say 500 kbits/s, our new approach
control by reducing the buffer size (of the first leaky bucket ;‘;’)?Jfodu‘fgeb?f)rﬁ’l‘;ﬁggzse requirement to only 116 kbits, and the new start-up
from 16 500 kbits tq0.15 s) x (2400 kbits/s) = 370 kbits, a o

factor of 45. This would ensure that the delay is only 0.15 s if th . . .

peak transmission rate is 2400 kbits/s. However, the quality@te same bit stream to be transmitted over a variety of chan-

this rate-controlled stream would vary over time, and it is qui els .W'th the m|n|gnum §tartup dela%,l m|n|rr|1'um_|(_jr$coderl_buffer
likely that the average quality (SNR) would be lower than thg‘Fqu[{remgnts{har;_ maxm(]ur(? afoﬁSI f)qtuall 'ty't i IS apdp |efhn?t
of the original constant-quality stream at the same average Wity O(\j” eotna IIS enco el Oh . mer,] dqﬁa 010 rlve Vi leo (?f
rate. Unfortunately we cannot yet evaluate this decrease in SN road ca_st sm|1u tineOUf]y throug q 'Gzrgg cdecljnne_ S t? "
with objective tests, because as of this writing there is no r refe.”F. evices. In s or.t, t € proposed 1 adds significant
control in the test model of H.264/AVC. Thus we can only co exibility to the transrmssmn of existing bit streams. .
jecture that specifying a second leaky bucket can increase hgn the other hand, it must be_remember_ed_that although dif-
SNR with no change in the average bit rate (except for the grent leaky buckets may describe transmission of an encoded

ditional bits per clip to specify the second leaky bucket). Th it stream at different peak transmission bit rates, the different
increase in SNR would be visible on playback for every pe %aky buckets do not alter the average bit rate of the encoded
transmission rate it stream. Thus, although the different leaky buckets for an en-

The benefits of specifying multiple leaky buckets in a ge coded bit stream may help the decoder to choose the minimal
P g P y 9 rb ffer size and startup-delay to play back the stream flawlessly

eralized hypothetical reference decoder appear, of course, olTr?(/jer the prevailing network conditions, once the stream begins

in heterogeneous situations, where a single encoding is trans- ; ) .
. N ; .10 play, the stream’s multiple leaky buckets do nothing to adapt
mitted over channels with different peak bit rates, or to devices , . . o
e stream’s encoded bit rate to fluctuating network conditions.

with different physical buffer sizes. However, this is increas-,
ingly the case. Content that is encoded offline and stored Oﬁlﬁgwever, the leaky bucket bounds can be used by the decoder

SO t? decide, for example, whether its buffer is in danger of under-
disk is often played back locally as well as streamed over net- : . o
works with different peak rates. Even for local playback, diElowmg or overflowing under the prevailing network conditions.

ferent drives speeds (e.g.x1CD through 8x DVD and be- If so, then the dgcoder can switch to a new stream Wlth a dif-
ferent average bit rate, and a whole new set of associated leaky
yond) affect the peak transfer rate. And of course the peak traBs-

mission bit rates through network connections also var dramaP—CketS' As with any stream switch (e.g., after a seek), the new
g y . Set of leaky buckets can be used to bound the decoding schedule

ically according to the speed of the limiting link, which is typi- [the new stream, to ensure that the decoder buffer will not un-

cally near the end user (e.g., 100 or .10 baseT Ethernet,_Tl, Dgefflow or overflow after the stream switch, given the desired
ISDN, modems, etc.). Buffer capacities of playback devices als

L : : Part-up delay.
vary significantly, from desktop computers W'th g|gal_)ytes ot Fig. 10 shows a further example of an H.264/AVC clip com-
buffer space to small consumer electronic devices with buffer : . .
: . .__puted with a higher QP. Some of the benefits of the proposed
space that is smaller by several orders of magnitude. Typica roach in this case are quantified in the caption of the figure
content providers spend a significant amount of effort creating P q P gure.
single bit stream (e.g., top studios may spend over 80 h to create
a DVD), and they wish to reach the largest audience, with the
best user experience. The multiple leaky buckets in the proposediVe have presented a hypothetical reference decoder which is

generalized hypothetical reference decoder make it possible dageneralization of those in prior standards. This new GHRD re-

VI. CONCLUSIONS
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t ! The decoder buffer delay 8 = F¢/R = (B—F¢)/R. Hence,

F for fixed F© and R, the minimum decoder buffer delay is
Buin — F©
bis él”e/OpL’ F A dmin = %
B

et . To show that these are convexihand /' (and various other
0 6ot b 0 seconds properties), it simplifies matters slightly to consider the state of
. _ . theencodeibuffer as a function of time. The encoder buffer can

Fig. 11.  Decoder buffer state as a function of time. be considered as a leaky bucket of sizbits that leaks bits at a

constant rate bits per second into the channel (and from there,
quires only a few syntax elements at random access points of ##r a fixed delay, into the decoder buffer). The encoder inserts
bit stream, and provides much higher flexibility for bit streary, bits into the bucket at each tinte corresponding to frame
delivery through today’s emerging networks where bandwidih The bucket may drain completely before another frame is in-
is variable and terminals have a variety of bit rate and bufferirgrted, in which case no bits are transmitted while the bucket
capabilities. This new reference decoder enables these new ggsempty. The bucket begins with initial fullnes$ bits. These
narios, while reducing the transmission delay to a minimum f@iitial 7¢ “dummy” bits are not transmitted. However, they re-
the available bandwidth. In addition, it minimizes the channetrict the size of the first few framego at most; < B — F© +
bit-rate requirement for delivery to devices with given physicat; — t,) R bits, thereby serving to limit the decoding delay. (In
buffer size limitations. In our tests using H.264/AVC video big constant bit-rate system, in which the encoder buffer is not
streams, we found that the buffer size and the start-up delgjowed to underflow, the initiaF"® “dummy” bits would also
for some terminals can be reduced by a factor of 14 to 45, &érve to delay transmission of the first real encoded bits, thereby
the peak transmission bit-rate requirement can be reducedgdgventing buffer underflow. In a VBR system, this would not be
almost a factor of four. The GHRD is applicable to any multinecessary (see Figs. 1 and 2.) If the bucket Bize sufficiently
media (e.g., video, audio) data compression and communicatigfye, then the number of bis¢ in the bucketimmediately after
system. It has recently been adopted as part of the H.264/A¥f@me; is inserted can be expressed recursively as
video codec standard specification.

BB_{FE'-I-bo, 1=0

APPENDIX | ¢\ max{0,B;_; — R(t; —ti—1)} +bi; i>0.

Note that this expression does not depend on the buckeBsize
Lemma 1: For alln, B¢ + B¢ = B. Thatis,B¢ and B¢ are
complementary.
In this Appendix, we prove that both the minimum decoder  proof: By induction, using the formulas faB? and B:
buffer sizeB,,;, and the minimum decoder buffer deléy,,;,, Clearly, B¢ + BS = B. Fori > 0, assumeB{_, + Bf_, = B.

A. Proof That theR,,;;;, — B, Curve is Decreasing and
Convex

are decreasing, convex functions of the bit r&teTherefore, Then it is not difficult to see thaB? + Bf = B. O
knowing the values of one of these functions at several bit rates| emma 2: B,,;,, = max; B¢. That s, B, is the maximum
SaY Brmin(R1), - - -, Bmin(Ry), allows the decoder to linearly number of bits in the leaky bucket.

interpolate the values to arrive at a valiBg,..;,(R) that is Proof: Using Lemma 1,Bn;, = B — min; BY =
slightly but safely larger tha, ;. (R). max;(B — BY) = max; BE. 0

Our first goal is to derive expressions fBf,i, andDwin 8 Lemma 3: B,y is monotonically nonincreasingas a func-
functions of the bit ratg? and an initial buffer state. Fig. 11 tjon of R, for fixed F©.

illustrates the decoder buffer state as a function oftime, wBere  proof: Let R’ > R. We show thaBin(R’) < Bumin(R)
is the size of the decoder buffer in bif$js the rate at which bits py first showing thatB¢(R') < B¢(R) for eachi, then in-
arrive into the decoder buffer in bits per second, #ifdis the voking Lemma 2. By induction: CIéarI;Bg(R’) < Bg(R). For
number of bits that the decoder accumulates before extracting. ¢, assumingB?_, (R') < Bf_,(R), it is easy to see that
and decoding the first frame. Defifé® = B — F¢, and let Bf_(R') — R'(t; —t;_1) < B¢_,(R) — R(t; — t;_1), hence
{b;,t;},i =0,...,n — 1, denote the number of bits coded the conclusion follows. O

)

for frame: at timet; (relative tot, = 0), wheren is the number | emma 4: B, is continuousas a function of, for fixed
of frames in the sequence. Then the number of Bifsin the e O

decoder buffer immediatelgfter frame: is extracted can be Proof: By induction, B¢(R) is continuous inR, for each
expressed recursively as i. Apply Lemma 2. 0
B— F° — b, i=0 _ Lemma 5: B,,;,, is piecewise linearas a function ofR?, for
{min{B7B;’_1—|—R(ti—ti_l)}—bi7 i>0. fixed £°. o o

Proof: By induction, B (R) is piecewise linear iR, for

This can be made nonnegative forak= 0,...,n — 1 (for eachi. Apply Lemma 2. O

fixed F¢ and R) by making B sufficiently large. B, is the Lemma 6: B,,;, is convexas a function of2, for fixed F©.
smallest such sufficiently largB. That is, for any fixed3 Proof: By induction, Bf(R) is convex inR, for eachi.
o Apply Lemma 2. O

Buin = B — T By The following lemmas are similarly proved.

B4 —

2
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Lemma 7: B,,;, is monotonically nondecreasingas a func-
tion of F¢, for fixed R.

Lemma 8: B, is continuousas a function of¢, for fixed
R.

Lemma 9: B,,;, is piecewise linearas a function of’®, for
fixed R.

Lemma 10: B,,;, IS convexas a function of¢, for fixed R.

A fortiori, the following can be similarly proved.

Proposition 1: B,,;, is convexas a bi-variate function aR
and Fe.

As a bi-variate function ofR and F'¢, denote B,,;,
Buin(R, F©).

Definition 1: Buin(R) = minge Byin(R, F€). This is the
minimum possible buffer size giveR.

Definition 2: F¢. (R, F®) = Bupin(R, F°)— F°. Thisis the
initial decoder buffer fullness giveR and F°.

Definition 3: F?¢, (R) = ming. Fe. (R, F¢). This is the
minimum possible initial decoder buffer fullness givEn
Definition 4: F¢. (R) = Bmin(R) — F. (R). This is the
corresponding initial encoder buffer fullness.

Lemma 11: For someF§(R) > 0,

Bmin(R7 FB)

|

That is, for fixed R, B, IS a constant as a function @f¢
until F¢ reaches a breakpoitf§ (R), after which pointB,,;,
increases as a constant pliis.

Proof: By Lemma 7, Byin(R,0) Bpin(R). Fur-
thermore, by Lemmas 7, 9, and 10, the (right) derivati
OBnmin/OF€ is nonnegative and is stepwise increasing. Hen

Bmin(R)7
Bun(B) + (F° — F§(R),

for F* < F§(R)
for F© > F§(R).

turn, by Lemma 2, it suffices to show that for allthe (right)

derivatived B; /0F¢ must equal either 0 or 1. Le{R, F¢) be

the first index for whichBf_; — R(¢; — t;—1) < 0. Then by

induction,dB; /0F¢ = 1fori < j(R, F°), andoB; /OF°® = 0

otherwise. O
Lemma 12: For someF§(R) > 0,

Bmin(R) - Fe'/
Bmin(R) - FS(R)/

d ey __ fOI‘FSSFS(R)
Fmin(R?F ) - { for F¢ Z FS(R)
That is, for fixed R, F, decreases as a constant mirits
until F© reaches a breakpoifts (R), after which pointF?, is
constant.

Proof: Follows from Lemma 11 and Definition 2.

Proposition 2: For anyR, By, (R) andF%. (R) are simul-
taneously achieved by° = F§(R) = F<,;.(R), and this is the
only value of ' at which both minima are achieved.

Proof: Follows from Lemmas 11 and 12 and Definition 4.

We now turn our attention t®,,,;,, = (Bumin — F¢)/R.
Lemma 13: D,,;, ismonotonically decreasingas a function
of R, for fixed F°.

Proof: For fixed F¢, the numerator is monotonically non-
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Proof: Follows from the continuity 0f3,,,;,, (Lemma 4).
O
Lemma 15: D,,;, is convexas a function of?, for fixed F©.
Proof: Except at the finite number of points where
OBpin/OR does not exist)By,in /OR = (0Bpin/OR)/R —
(Bmin — F¢)/R?, by the chain rule. Both terms are negative
and increase monotonically to zero, by Lemmas 3 and @1
The following are corollaries of Lemma 12.
Lemma 16: D,,;, is monotonically nonincreasing as a
function of F'¢, for fixed R.
Lemmal7: D,,;, iscontinuousas a function of’¢, for fixed
R.
Lemma 18: D,,;, is piecewise linearas a function off'¢,
for fixed R.
Lemma 19: D,;, is convexas a function of’¢, for fixed R.

APPENDIX Il

A. Matlab Program for Computing thB min — B min Curve
for a Bit Stream

clear all;

clf;

% bits(i) is number of bits per frame i.

% Frame rate in frames/s of the given stream.
= 30;

% Number of frames.

N = max (size(bits)).

% Calculate data for R—B plot

i=9

% Test bit rates from 50 kbps/s to 3 Mbps.

FrameRate

Vi
0(9 Assume an initial (dummy) buffer sizeB = R"20..

it suffices to show thad B,,,;» /OF*® must equal either Oor 1. In [

"buffl is buffer state before frame removal.
%
% Assume that initially buffer is full:
% F =buffi(1) =B.

for R = 50000 : 50000 : 3000000

J=i+1;

B = R*20;;

buffl = zeros(1,N+ 1);

buffl = zeros(1,N);

buff2 is buffer state after frame removal.

buffi(1) = B
minbuff = buffi(1);
for i = 1:1:N,

buff2(i) = buffi(i) — bits(i);
if (buff2(i) < minbuff)minbuff = buff2(i);

end
buffi(i 4+ 1) = buff2(i) + R/FrameRate;
if (buffi(i+1) > B) buffi(i +1)=B;
end

end

% Minimum buffer size in bits.
Bmin = B — minbuff;

% Peak bit rate in kbps.

X(j) = R/1000;

increasing (by Lemma 3), while the denominator is strictly in-% Minimum buffer size in kbits.

creasing. O
Lemma 14: D,,;, is continuousas a function of?, for fixed
Fe,

Y(j) = (Bmin)/1000;
% Simulate leaky bucket to find Fmin.
% Set buffer size to be its minimum value.
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% Initially assume Fmin is zero.

% Whenever underflow occurs do (1) and (2).
% (1) increase Fmin by underflow amount.
% (2) reset buffer.

B = Bmin;

Fmin = 0;
Buffi(1) = Fmin;
for i = 1:1:N

buff2(i) = buffi(i) — bits(i);
if (buff2(i) < 0)
Fmin = Fmin + (0 — buff2(i))
buff2(i) = 0;
end
buffi(i 4+ 1) = buff2(i) + R/FrameRate;
if (buffi(i + 1) > B) buffi(i+ 1) =B;
End of loop for R
end
holdoff;
plot(X, Y, —x');
ylabel(’ Bmin (kbits)')
xlabel(' Rmin (kbits/s)');
hold
axis([0 max(X) 0 max(Y)]);

Explanation of the Matlab program follows.
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We initially set the buffer sizé to any arbitrary value (in

this case the bit rate times 20 s, but we could have chosen

any other value).

We then compute the value of buffer fullness along time
using (1.1).

Next, we determine the smallest buffer size needed to con-
tain the bit stream B min = B — minbuff”, where min-
buff is the minimum value of buffer fullness. Observe that
minbuff could be negative, which simply says that the
original arbitrary buffer size was too small to contain the
bit stream, i.e.B min > B.

Finally, we compute the minimum initial buffer fullness
F min. We start setting” min to 0 and increase it as much

Jordi Ribas-Corbera (S'95-M’'96) received the En-
ginyer Tecnic de Telecomunicacions degree from the

as needed to prevent decoder buffer underfiowin will

take the smallest value [0, B min] for which underflow

does not occur

Observe that one could use a very small rate increment in 1

program above, compute the derivatives of fhein(R min)

curve at each point, and then determine the critical points at .
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