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Fig. 1. M-channel maximally decimated transmultiplexer over a transmission channel. 

Additionally, due to the duality between multirate filterbanks 
and transmultiplexers, the approach proposed in this paper can 
also be applied to the design of filterbanks. 

This paper focuses on nearly-perfect reconstruction (NPR) 
CMTs due to the fact that in most applications, the transmission 
channel itself introduces a considerable distortion. NPR CMTs 
relax the PR condition by allowing small inter-channel interfer-
ence (ICI) and inter-symbol interference (ISI). Allowing these 
small interferences is beneficial since it enables one to achieve 
better stopband performances compared with the PR case. 

The main contributions of this paper can be summarized as 
follows. 

1) When taking into account the transmission channel, new 
analytical expressions are proposed for evaluating the 
signal-to-ICI ratio (SICI), signal-to-ISI ratio (SISI), and 
signal-to-overall-interference ratio (SI). 

2) For optimization purposes a new objective function is pro-
vided, which properly controls the trade-off between inter-
ferences for a given transmission channel. 

3) A computationally efficient approach is proposed for de-
signing prototype filters for a novel family of NPR CMTs. 
The optimization problem has always four unknowns, in-
dependently of the order of the subchannel filters. This en-
ables one to design extremely selective transmultiplexers 
with a reduced design complexity. 

4) Finally, when the transmission channel is not considered in 
the design approach, a table is provided containing the pa-
rameters that are required for the design of a prototype filter 
by exploiting the windowing method (WM) [14] without 
any time-consuming optimization. By using this table, sys-
tems with very long subchannel filters and good interfer-
ence levels can be designed without any optimization. 

This paper is organized as follows: The NPR CMTs are 
briefly reviewed in Section II. Section III gives closed-form 
expressions for measuring the ICI and ISI when taking into 
account the transmission channel. The design problem is stated 
in Section IV together with an efficient algorithm for solving 
this problem. Section V provides some design simulations 
in order to clarify when and/or where the proposed approach 
is a suitable choice. Finally, in Section VI some concluding 
remarks are given. 

II. COSINE-MODULATED TRANSMULTIPLEXERS 

An M-channel transmultiplexer is an M-channel filterbank, 
where the synthesis block (transmitter) precedes the analysis 
block (receiver) in order to form a system with M inputs and 
M outputs, as depicted in Fig. 1 [15]. At the transmitter, the M 

input signals are, first, interpolated by a factor of M, secondly, 
filtered by the M synthesis filters Fk (z) for k = 0 , 1 , . . . , M - 1 , 
and, finally, added to form a single signal for transmission over 
a given transmission channel C(z). At the receiver, the signal 
is then split back into M-channels for generating the desired 
M outputs, that is, the outputs Xk[n] fork = 0 , 1 , . . . , M — 1 
that carry as well as possible the information included in the 
corresponding input signals #fc[n]. This is performed by, first, 
filtering the signal by the M analysis filters Hk(z) for k = 

0 , 1 , . . . , M - 1 and, then, decimating the output signals of the 
analysis filters by a factor of M. 

According to discussion in [16]—[18], an M-channel NPR fil-
terbank will not lead to an M-channel NPR transmultiplexer un-
less the filterbank introduces a delay of D = rM samples with 
r being an integer. In this case, the corresponding transmulti-
plexer introduces an integer value delay of DT — (rM)/M — r 

samples between the corresponding output and input signals. 
Therefore, in order to ensure the NPR property, in most cases a 
delay term z~

J should be inserted in the transmultiplexer before 
the demultiplexer block, as shown in Fig. 1 [19]. For instance, 
if the order of the subchannel filters is N = 2KM — 1, then a 
delay term z~

x has to be used in order to make D — rM with 
r = 2K. 

In CMTs, all the analysis and synthesis filters can be easily 
generated by modulating an TVth-order lowpass linear-phase 
prototype filter with impulse response p[n] as follows [20]: 

hk[n] = 2p[n] cos 

fk[n] = 2p[n]cos 

k + 
7T 

M 

N 

~2 
X T , l n - ^ | + ( - l ) ^ 

HKK)-<-»i 
(1) 

forfc = 0 , 1 , . . . , M - 1. 
In the ^-domain, the relation between the output in the kth 

subchannel xk [n] and all the inputs x\ [n] for / = 0 , 1 , . . . , M— 1 
can be written as 

M - l 

* ^ M ) = if £ Tkl(z
M

)Xl{z
M

) (2) 

1=0 

where Tki{z
M

) describes the transfer function between the /th 
input and A:th output (at the transmission channel sampling rate) 
and is given by 

M - l 

Tki(z
M

) = Y, F^zW^CizW^HkizW^ (3) 
i=0 



for kA = 0 , 1 , . . . , M - 1 and W
i
 = e - J (2™) / (M) I F o r ; ^ k^ 

this function describes the crosstalk function between the kth 

and the Ith subchannels. For / = k, in turn, it describes the direct 
transfer function in the kth subchannel. 

III. GENERAL MEASURES FOR THE SIGNAL-TO-ICI AND 

SIGNAL TO ISI 

The ICI in each subchannel is the undesirable effect of the 
remaining M - 1 inputs on that subchannel. The ICI in the kth 

subchannel can be conveniently measured as follows [21]: 

\Tkl(en\
2
 dio (4) 

where Tfe/(eJW) can be obtained from (3). On the other hand, the 
ISI in that subchannel is the undesirable effect due to the fact that 
the transmitted sample does not occur at the output at the right 
time instant. The ISI in the kth subchannel can be measured as 
follows [21]: 

E ISI 

1 
{ | |TM| | i - |T^(e^) |} 2do; (5) 

where 

\Tkhh = \ j \Tkk{e?
u
)\<b). 

o 

(6) 

represents the L\ norm of the frequency response Tkk(e
jw

). 

The previous two measures are good enough for measuring 
the ICI and ISI in the kth subchannel if the transmission 
channel is not included in the computations. However, when 
including the transmission channel, the ICI and ISI cannot 
be evaluated without taking into consideration how the trans-
mission channel is affecting the direct transfer function of 
that subchannel. Therefore, in this paper, two new measures, 
namely, the signal to inter-channel interference (SICI) and the 
signal to inter-symbol interference (SISI) are proposed. 

The SICIfc measures the ratio between the signal and the 
crosstalk interference levels in the fcth subchannel. It can be 
evaluated by using the following formula: 

Ek 
SICK = 

E: 
(k) 

ICI 

where 

Eh = (\Tkk(en\
2
)du 

(7) 

(8) 

is the energy of the kth direct transfer function and -EjCI, as 
given by (4), is the energy of the ICI in the same subchannel. 

The SlSIfc, in turn, measures the ratio between the signal and 
the ISI levels in the kth subchannel. It is evaluated by 

SISK = 
Ek 

E-W 
ISI 

(9) 

where Ek and Ejs{ are given by (8) and (5), respectively. 

1
j stands for the imaginary part of a complex number, as opposed to i, which 

is used for indexing. 

Furthermore, a global measure for the signal-to-overall inter-
ference ratio (SI) in the kth subchannel, denoted by SI&, can be 
defined as 

SI f e = 
Ek 1 

£ « + £ « (SICk)-i + (SISk) - 1 ' 
(10) 

VICI VISI 

It measures the ratio between the energy of the direct transfer 
function in the kth subchannel and the energy of the overall 
interference in that subchannel. 

In order to compare the proposed approach with other design 
approaches, a measure being independent of the design proce-
dure has to be used. A good candidate for that purpose is the 
signal-to-noise ratio (SNR). The SNR in the kth subchannel 
(SNRfe) is defined by 

< _ £„(**M)2 

SNRfc 

< E„(e*[«])2 

where 

ek[n] = xk[n - DT] - xk[n}. 

(11) 

(12) 

Here, DT is the overall system delay and Xk [n] and Xk [n] are 
the input and the output signals in the kth subchannel, respec-
tively. The SNR of the overall transmultiplexer is defined as the 
average of the SNRfc in all subchannels, that is, 

1 
M - l 

S N R = — ^ SNR*. (13) 
fe=0 

In order to show the relationships of the new measures pro-
posed in this paper, that is, the SICI&, SISI& and SI&, with the 
SNRfc, an analysis was performed as follows. First, a 32-channel 
PR CMT was designed by using the approach proposed in [10] 
in the K — 3 case2. Secondly, the transmission channel was se-
lected to have the frequency-domain characteristics as shown in 
Fig. 2. Fig. 3(a)-(c) displays the SICIfc, SISIfc, SI* and SNRfc 
for k = 0 , 1 , . . . , M - 1. By comparing these figures, the fol-
lowing two observations can be made: First, the performance of 
the SI* follows rather closely the worse one among those of the 
SICIfc and SISIfc and second, the proposed measure SI*, pro-
vides a very good information about the SNR/,. Therefore, by 
using only the measures SICIfc andSISIfc for/c = 0 , 1 , . . . , M— 
1 enables one to design CMTs that have a good performance 
over the transmission channel also in terms of the values of 
SNRfc for k — 0 , 1 , . . . , M - 1. Moreover, these measures can 
be evaluated very fast and, most importantly, in straightforward 
manners. These facts emphasizes the usefulness of the new mea-
sures of "goodness" proposed in this section. 

IV. PROPOSED GENERALIZED WINDOWING APPROACH 

Up to now, several approaches have been proposed for de-
signing prototype filters for CMTs, for instance [22] and [23]. In 
this section, a computationally efficient approach for designing 
linear-phase iVth-order FIR prototype filters for M-channel 

2Recall from Section I that this contribution concentrates only on prototype 

filters of order N = 2KM — 1, where K, called overlapping factor, is an 

integer. 
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Fig. 2. Nonlinear frequency-selective transmission channel under considera-
tion, (a) Magnitude response, (b) Group delay. 

maximally decimated NPR CMTs is proposed, called Gener-
alized Windowing Method for Transmultiplexers (GWMT). 
The key idea in this approach is to design the prototype filter in 
such a manner that it provides CMTs for a given transmission 
channel with a properly selected trade-off between the ICI and 
ISI by using a very simple and consequently very fast design 
algorithm. The corresponding optimization problem and an 
efficient unconstrained optimization algorithm for solving it are 
given. When the transmission channel is not considered in the 
design approach, a table with the parameters that are required 
for the design of a prototype filter without time-consuming 
optimization is also provided. 

A. Windowing Method for FIR Filter Design 

The proposed GWMT approach is based on the Windowing 
Method (WM). In the WM, the values of the impulse-response 
coefficients p[n] of a causal iVth-order linear-phase FIR filter 
are simply generated for 0 < n < N as 

p[n] = w[n]hc[n] (14) 

where hc[n] is the impulse response of a causal ideal lowpass 
filter given as 

( sin[cc;c( 

M 10, 

(n-N/2)] 

-N/2) 
for 0 < n < N 

otherwise 
(15) 
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Fig. 3. Performances in the kth subchannel for k = 0 , 1 , . . . , 31 of a 
32-channel PR CMT in the K = 3 case over the nonlinear frequency-selective 
transmission channel shown in Fig. 2. (a) SICIfc (dotted line) and SlSlk (solid 
line). (b)SI fc.(c)SNR fc. 

with UJC being the cut-off frequency of the causal ideal lowpass 
filter and w[n] is the window function satisfying w[N — n] = 
w[n\. 

The window function under consideration in this paper is the 
following four-term generalized cosine window function: 

j[n] - y ^ ( - l ) M ^ c o s 

i=o 

27rin 
(16) 
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for n = 0 , 1 , . . . , N. The Ai values are the weights of the terms 
for i — 0,1, 2, 3. Without loss of generality, this window func-
tion is normalized, according to [14], [24]-[26], as 

£* = 1- (17) 
i=0 

B. Statement of the Optimization Problem 

In the proposed general problem formulation, the prototype 
filter order N, the number of subchannels M, and the compro-
mise factor a between the ISI and ICI are fixed before the opti-
mization procedure is started. The weights Ai in the generalized 
cosine window function and the cut-off frequency of the ideal 
lowpass filter ouc are adjusted by minimizing the following ob-
jective function: 

M-l 

M-IfE 
Ek(x) 

tZ^o ^ I ( C I ( X ) + (1 a)E^) 
(18) 

where Ek(x),E^\(x.), and ^ ( x ) are given by (8), (4), and 
(5), respectively. The factor 0 < a < 1 controls the weights 
of the ICI and ISI. When the requirements of the application 
are known beforehand, the value of a can be selected such that 
it appropriately emphasizes the importance of the interference 
that is more crucial for the application at hand. For instance, 
when emphasizing both interferences in the same way, a — 0.5 
is a good selection. 

The adjustable parameter vector x contains only four ad-
justable terms, independently of the subchannel filter order and 
the number of subchannels, that is, 

x = [A0,A1,A2,UJC]. 

After finding the weights Ao,Ai and A2, the remaining weight 
^3 is determined according to the condition of (17). 

The analysis and synthesis filters are generated from the pro-
totype filter by using the cosine-modulation scheme, as given 
by (1). Moreover, in the overall structure for implementing 
GWMT-based CMTs, as shown in Fig. 4, additional correction 
factors 7^ that make the average of \Tkk(e^)\ equal to unity 
are included. The desired factors are given by 

Ik = 

max{|Tfcfe(e'w)|} + min{|Tfeife(e^)|} 

C. Efficient Algorithm for Solving the Optimization Problem 

There exist several approaches for designing prototype filters 
for CMTs that are based on constrained or unconstrained opti-
mization problems. In most of these problems, the unknowns are 
the impulse-response coefficients of the prototype filter. More-
over, the objective function and the constraints are highly non-
linear with respect to the unknowns. Therefore, very compli-
cated nonlinear optimization algorithms have to be used. 

Search methods that use only function evaluations are the 
most suitable for problems that are highly nonlinear or have a 
large number of discontinuities. Gradient methods are gener-
ally more efficient when the function to be minimized is contin-
uous in its first derivative. Methods using higher order deriva-
tives, such as Newton's method, are only suitable when the 
second-order information can be easily evaluated because cal-
culating the second-order information, using numerical differ-
entiation, is computationally expensive. 

The proposed optimization problem is hard to solve analyti-
cally and it is difficult to guarantee the arrival at the global op-
timal solution. However, it has turned out that a local optimal so-
lution can be obtained numerically by using the Nelder-Mead 
simplex minimization algorithm [27]. This optimization algo-
rithm is very efficient from the time consuming and proper final 
solution points of view. The Nelder-Mead Simplex minimiza-
tion algorithm uses only function values, that is, it is a direct 
search method that does not use numerical or analytic gradients 
[28]. For this purpose, the function fminsearch from the opti-
mization toolbox provided by Math Works, Inc. [29] is used. 

Additionally, for a given optimization problem, it is important 
to find a good starting point. In most cases this is not trivial. For-
tunately, for solving the above proposed optimization problem, 
based on the experimental data, a good common starting point 
of the adjustable parameter vector that can be used for all the 
designs, i.e., independently of the number and order of the sub-
channels filters, is 

x = [0.42,0.5,0.08,7T/2M]. (20) 

(19) 

In this case, the four-term generalized cosine window function is 
initialized at the Blackman window function parameters and the 
cut-off frequency of the ideal lowpass filter is located at 7r/2M, 
that is, the theoretical position of the c^dB of the prototype filter 
for designing CMTs.3 

3^3dB is the frequency at which the magnitude response of the prototype filter 
\P(e

ju,
)\ achieves the value of \/y/2. 



TABLE I 
OPTIMIZED WEIGTHS IN THE GENERALIZED COSINE WINDOW FUNCTIONS AND 

CUT-OFF FREQUENCY OF THE IDEAL LOWPASS FILTER IN THE 2 < K < 8 

CASES FOR a = 0,0.5, and 1 

a = 0 

a = 0.5 

a= 1 

K 

2 

3 

4 

5 

6 

7 

8 

K 

2 

3 

4 

5 

6 

7 

8 

^ 

2 

3 

4 

5 

6 

7 

8 

Ao Ai A2 cac - M 

0.3232 0.5818 0.0784 1.7232 

0.4224 0.4199 0.0877 1.9200 

0.4108 0.4961 0.0872 1.9848 

0.5002 0.5330 0.0321 1.8800 

0.3841 0.5000 0.1124 1.8688 

0.4804 0.4838 0.0341 1.7744 

0.3850 0.5000 0.1113 1.7928 

Ao A\ A2 (J)C'M 

0.5353 0.4595 0.0524 2.0944 

0.5703 0.4508 -0.0258 1.9898 

0.4859 0.4863 0.0281 1.9288 

0.5060 0.5088 0.0231 1.8632 

0.3733 0.4981 0.1234 1.8776 

0.4746 0.4862 0.0378 1.7768 

0.3851 0.5000 0.1113 1.7928 

Ao A\ A2 OJC - M 

0.8390 0.1601 0.0116 2.2368 

0.4389 0.4893 0.0728 0.9704 

0.4058 0.4971 0.0969 1.2912 

0.3655 0.4920 0.1347 1.1512 

0.3271 0.4755 0.1728 1.2088 

0.3347 0.4791 0.1653 1.2920 

0.3243 0.4744 0.1757 1.4984 

D. Tabulated Parameters 

When the proposed GWMT approach is used for designing 
prototype filters for CMTs without including the transmission 
channel in the proposed design approach, it is straightforward 
to first provide a table with the required parameters and, then, 
to design, based on these parameters, the prototype filters using 
only the WM, without involving any time-consuming optimiza-
tion. This simplified procedure is motivated by the following 
experimentally observed facts. 

1) The optimized values of the weights Ai for i = 0,1, 2,3 in 
the generalized cosine window function, as given by (16), 
depend only on the integer parameter K = (N + 1)/2M. 
Table I shows their values in the 2 < K < 8 cases for 
a = 0, a = 0.5, and a = 1. The attractive property of 
the optimized window functions is that their shapes for the 
given values of a and K remain practically the same as M 

is varied. 
2) The optimized value of the cut-off frequency of the ideal 

lowpass filter UJC does not only depend on the number of 
subchannels M, but also on the parameter K. This is illus-
trated in Table I that provides the optimized values for uc. 

3) Fig. 5 shows the 3 dB cut-off frequency u^dBof the proto-
type filters and its theoretical position (71-/2M) when de-
signing 8-channel CMTs in the 2 < K < 8 cases for the 

Fig. 5. Values of ^ 3 d B and TT/2M when designing GWMT-based 8-channel 
CMTs for a = 0, 0.5 and 1 (see footnote 3, for the definition of cj3dB). 

TABLE II 
PERFORMANCE OF GWMT-BASED C M T S IN THE 2 < K < 8 CASES FOR 

a = 00.5, andl 

a = 0 

a = 0.5 

a= 1 

K 

2 

3 

4 

5 

6 

7 

8 

K 

2 

3 

4 

5 

6 

7 

8 

K 

2 

3 

4 

5 

6 

7 

8 

SICI SISI SI 

19.68 320.4 19.68 

26.40 316.2 26.40 

50.08 313.8 50.08 

65.25 88.89 65.23 

85.65 108.37 85.63 

75.38 74.52 71.92 

88.80 84.37 83.04 

SICI SISI SI 

68.49 111.9 68.49 

54.95 59.16 53.56 

66.61 70.95 65.25 

71.85 82.91 71.52 

87.13 95.06 86.48 

76.99 72.25 70.99 

88.82 84.37 83.04 

SICI SISI SI 

90.95 21.65 21.65 

83.49 8.39 8.39 

107.7 8.61 8.61 

126.1 6.10 6.10 

143.4 6.18 6.18 

151.5 6.06 6.06 

155.1 9.38 9.38 

same three a values as considered earlier. It can be ob-
served that the optimized cj3dB has the closest value to 
7r/2M for a = 0.5, that is, when both interferences are 
emphasized in the same way. However, if the application 
needs CMTs with very good ICI levels, a = 1 has to be 
chosen. In this case, ^3dBhas values quite different from 
7T/2M. 
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4) The interference level is practically independent of the 
number of subchannels. It depends mainly on the param-
eter K. Therefore, the results presented here are valid for 
any number of subchannels as long as N = 2KM — 1. 
Table II shows the SICI, SISI, and SI for the GWMT-based 
CMTs in the 2 < K < 8 cases for a = 0, a = 0.5, and 
a = l4. It can be observed that values of the interferences 
depend on the selected a value. Selecting a = 0.5 pro-
vides the CMTs with the best SI performance. Smaller 
(larger) values of a improve the SISI (SICI) by empha-
sizing in the objective function that interference. It is 
worth noticing that in the a = 0 case, the algorithm 
minimizes the objective function, as given by (18), as 
much is possible. However, there is always a limit for the 
SICI that depends on the K value, that is, on the stopband 
attenuation attained by the corresponding order of the 
prototype filter. 

In order to illustrate the magnitude responses of the optimized 
prototype filters, Fig. 6 shows the responses of the optimized 
prototype filters for GWMT-based 8-channel CMTs in theiT = 
3 case for a = 0, a = 0.5, and a = 1. 

V. DESIGN SIMULATIONS 

In this section, in order to illustrate the usefulness of the de-
sign approach proposed in this paper, the performances of var-
ious 32-channel NPR CMTs are compared in the K = 3 and 
K = 7 cases. The following design approaches are included in 
the comparison. 

1) The proposed GWMT approach for a = 0.5. The weights 
of the generalized cosine window function and the values 
of UJC are given in Table I. 

2) The windowing method for designing filterbanks (WMFB) 
introduced in [30] using the Blackman window. 

3) The Kaiser window approach (KWA) proposed in [23]. For 
comparison purposes, the minimum stopband attenuation 
As is chosen to be equal to the As of the proposed GWMT-

4When the transmission channel is not considered in the design approach, the 

SICI*,, SlSIfc and SIfc do not change from subchannel to subchannel. In this 

case, the same nomenclature is used but without the index k. 
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Fig. 7. Magnitude responses of the prototype filters for generating 32-channel 

CMTs. (a) K = 3.(b)K = 7. 

based NPR CMT for the same number of subchannels and 
order of the filters. 

4) The Mirabbasi-Martin approach (M-M) proposed in [26]. 
The impulse response coefficients of the prototype filters 
in the M-M approach depend on the overlapping factor K 

and are given in [26, Table I]. 
5) A PR CMT with the prototype filter designed in the least-

mean-square sense [10]. 
Fig. 7 shows the resulting magnitude responses of the proto-

type filters for these five design approaches. Tables III and IV 
report the values of the SICI, SISI, and SI for the designs under 
consideration in the K = 3 and K = 7 cases, respectively. In 
order to show the performances of these systems from another 
point of view, the tables provide also the SNR values as defined 
by (13). 

Tables III and IV show that the GWMT approach provides 
among the four NPR approaches under consideration the CMTs 
with the highest values of SI for both overlapping factors (K = 

3 and K — 7). This is a direct consequence of the fact that 
this measure is optimized in the GWMT approach. Furthermore, 
the GWMT-based CMTs also provide the highest values for the 
SNR. These results show that optimizing the interference levels 
in the proposed manner results in a maximized value for the 
SNR. 

In order to show the performances of the above-mentioned 
five designs in some practical environments, the next three sub-
sections compare the different CMTs in cases, where the noise, 



TABLE III 
PERFORMANCES OF 32-CHANNEL C M T S UNDER CONSIDERATION IN THE 

K = 3 CASE 

SIC I (dB) 

SIS I (dB) 

SI (dB) 

SNR (dB) 

GWMT 

54.95 

59.16 

53.56 

54.43 

WMFB 

[30] 

35.77 

37.42 

33.50 

33.35 

KWA 

[23] 

49.50 

32.21 

32.13 

31.03 

M-M 

[26] 

43.87 

54.26 

43.49 

43.15 

PR 

[10] 

286.54 

291.13 

283.52 

280.45 

TABLE IV 
PERFORMANCES OF 32-CHANNEL C M T S UNDER CONSIDERATION IN THE 

K = 7 CASE 

SIC I (dB) 

SIS I (dB) 

SI (dB) 

SNR (dB) 

GWMT 

76.99 

72.25 

70.99 

69.69 

WMFB 

[30] 

92.64 

65.28 

65.27 

65.08 

KWA 

[23] 

98.50 

62.72 

62.75 

61.83 

M-M 

[26] 

98.87 

66.82 

66.82 

66.62 

PR 

[10] 

278.93 

289.83 

278.59 

275.09 

narrowband interference, and transmission channel affect the 
overall systems. 

A. Effects of an Additive White Gaussian Noise 

The noise used in this simulation is an additive white 
Gaussian noise (AWGN) with zero mean. The transmitted 
signal to AWGN noise ratio is defined by 

PSD{y[n]} 
S N R T C = 

PSD{e[n]} 
(21) 

where PSD{y[n]} is the power spectral density (PSD) of the 
transmitted signal and PSD{e[n]} is the PSD of the AWGN. 
The maximum value of the PSD{y[n]} in the overall frequency 
band for a given PSD{e[n]} in the transmission channels in use 
is specified by standards. For the simulations, the PSD{y[n]} 
is fixed to be -60 dBm/Hz and the frequency band in use is 
15 MHz, which corresponds to the very high Discrete Sub-
scriber Line (VDSL) transmission considered in [31]. Fig. 8 
shows the resulting values of the SNR as functions of SNRTc 
in the K = 3 case. Based on this figure, the following two ob-
servations can be made. First, for low values of S N R T C , that is, 
S N R T C < 25 dB, all CMTs have practically the same perfor-
mance due to the high level of noise. Secondly, for higher values 
of S N R T C , the proposed GWMT-based CMT has the perfor-
mance closest to that of the PR CMT among the remaining four 
NPR designs. 

B. Effects of a Narrowband Interference 

In this simulation, a narrowband interference is added to 
the systems analyzed in the previous section. This narrowband 
interference being as a result of the use, for instance, an am-
ateur radio, is assumed to consist of a very strong sinusoidal 
component, for which the interference frequency is located 
at 7.27 MHz. This is a proper selection in order to place the 
frequency of this interference in the very close vicinity of the 

z 
if) 

SNRTC(dB) 

Fig. 8. Values of the SNR for the 32-channel CMTs under consideration in the 
K = 3 case when AWGN is added to the systems. 

center of the 15th subchannel of a 32-channel CMT in the 
15-MHz transmission band case. 

As it was observed in previous section when not taking into 
account the effect of a narrowband interference(see Fig. 8), the 
really noticeable differences in the performances among the 
five CMTs under consideration in this contribution occurred 
for the values of S N R T C higher than 25 dB. Therefore, for the 
following simulations, PSD{e[n]} = —115 dBm/Hz, that is, 
S N R T C = 55 dB is used. Furthermore, in order to observe how 
the PSD of the narrowband interference is affecting the five sys-
tems, two different PSD values of the narrowband interference, 
denoted as PSD{NI}, are chosen, namely, PSD{NI} = -100 
dBm/Hz and PSD{NI} = -60 dBm/Hz. Fig. 9 shows the 
values of the SNRfc for the 32-channel CMTs in the K = 3 
case. The following observations can be made based on these 
simulations and can also be generalized for other number of 
subchannels. 

1) When comparing the NPR results with those of the PR 
case, it can be observed that the PR-based CMT is more 
affected when increasing the PSD{NI} than the four NPR 
CMTs (the average of the SNR is going down from 55 to 
40 dB). 

2) The GWMT-based CMT has among the four NPR designs 
the best performance for the considered order of the sub-
channel filters. 

C. Effects of the Transmission Channel 

When the transmission channel is considered in the GWMT 
design approach, the optimized values of the weights Ai for 
i = 0,1, 2,3 in the generalized cosine window function and 
the cut-off frequency of the ideal lowpass filter UJC for designing 
a 32-channel CMT are different than the values provided in 
Table I. For the transmission channel as shown in Fig. 2, the 
weights Ai fori — 0,1, 2,3 and UJC providing the best perfor-
mance are given by 

A0 = 0.4444,^1 = 0.6430, A2 = -0.1123, LUC = 0.0217. 

(22) 

A comparison between the proposed GWMT-based 
32-channel CMT designed by using the parameters, as given 
by (22) and the CMTs designed by remaining four methods is 
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Fig. 9. Values of the SNRfc fork = 0 , 1 , . . . , 31 of the 32-channel CMTs 
under consideration in the K = 3 case when a narrowband interference is af-
fecting to the systems, (a) PSD {NI} = -100dBm/Hz.(b)PSD{NI} = - 6 0 
dBm/Hz. 

given in Fig. 10. As expected, the SNR depends heavily on the 
frequency response of the transmission channel, particularly, of 
its phase response. Furthermore, it is obvious that huge nonlin-
earities of the transmission channel can not be compensated by 
designing only one symmetrical window used for designing the 
prototype filter of the CMTs. Nevertheless, as seen in Fig. 10, 
the proposed method results in transmultiplexers having better 
SNRs than transmultiplexers designed by other methods. This 
indicates that there is an attractive chance to study whether it 
is possible to improve the overall results by including a proper 
equalization process in the optimization technique proposed 
earlier in this contribution. 

VI. CONCLUSION 

A simple and efficient design approach for optimizing the 
prototype filters for NPR CMTs was proposed. In this approach, 
the trade-off between the interferences for a given transmission 
channel is controlled during the optimization stage by the pro-
posed objective function. Furthermore, the number of unknowns 
is only four independently of the order of the subchannel filters 

10 15 20 

kth subchannel 

Fig. 10. VALUES of the SNRfc for k = 0 , 1 , . .. , 31 of the 32-channel CMTs 
under consideration in the K = 3 case over the transmission channel shown in 
Fig. 2. 

and the number of subchannels. This paper also provided tab-
ulated parameters for designing the prototype filters for CMTs 
without optimization, thereby simplifying the overall design al-
gorithm when the transmission channel is not considered. In 
this case, it was observed that selecting a to be equal to 0.5 re-
sults in CMTs with the highest SI performance, whereas smaller 
(larger) values of a improve the SISI (SICI). Moreover, the sim-
ulation performed in this contributions showed that the highest 
SNR is achieved by using the proposed design among the other 
four NPR design approaches under consideration. The design 
approach of NPR CMTs including the equalization process re-
mains as a topic for future work. Preliminary results indicate 
that there is a chance to improve the proposed technique by in-
cluding the equalization process. 
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