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Abstract. The automation of business form process-
ing is attracting intensive research interests due to its
wide application and its reduction of the heavy work-
load due to manual processing. Preparing clean and
clear images for the recognition engines is often taken
for granted as a trivial task that requires little atten-
tion. In reality, handwritten data usually touch or cross
the preprinted form frames and texts, creating tremen-
dous problems for the recognition engines. In this pa-
per, we contribute answers to two questions: “Why do
we need cleaning and enhancement procedures in form
processing systems?” and “How can we clean and en-
hance the hand-filled items with easy implementation
and high processing speed?” Here, we propose a generic
system including only cleaning and enhancing phases. In
the cleaning phase, the system registers a template to
the input form by aligning corresponding landmarks. A
unified morphological scheme is proposed to remove the
form frames and restore the broken handwriting from
gray or binary images. When the handwriting is found
touching or crossing preprinted texts, morphological op-
erations based on statistical features are used to clean it.
In applications where a black-and-white scanning mode
is adopted, handwriting may contain broken or hollow
strokes due to improper thresholding parameters. There-
fore, we have designed a module to enhance the image
quality based on morphological operations. Subjective
and objective evaluations have been studied to show the
effectiveness of the proposed procedures.

Keywords: Form processing – Item extraction – Hand-
writing recognition – Goal-directed evaluation – Mathe-
matical morphology

1 Introduction

Most business and government organizations use forms
as the major means of collecting information. The huge
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quantities of forms make manual processing a labor-
intensive task, and the automation of this procedure has
therefore attracted intensive research interest. A typi-
cal automatic form processing procedure includes two
indispensable parts: form image analysis and character
recognition. In the form image analysis part, the system
captures the form structure from a blank form and ex-
tracts user-entered data from the filled-in areas. In the
character recognition part, the extracted items are sent
to optical character recognition (OCR) engines, and the
recognition results are stored for subsequent processing.

The form image analysis can be conducted in two
principal ways. The first one is based on form structure
analysis, in which the filled-in items are extracted by fol-
lowing a set of rules describing the form structures [1–
3]. The second way is the extraction of filled-in items or
form dropout [4,5]. Using color dropout ink is regarded
as a promising approach in separating the preprinted
entities from the filled-in items [5]. Yet the high cost in
printing and scanning, expensive computation and stor-
age, along with difficulties in changing existing designs
prohibit it from being widely adopted. In real-life appli-
cations, binary images remain the major input type in
form processing systems.

According to the rigidity in the form structure, all
forms can be categorized into two main types [6,7]. One
is the rigid form, in which the physical information such
as positions and sizes of the fields remain stable. Typical
examples include income tax forms, census forms, vari-
ous application forms, and vehicle violation tickets, etc.
These forms are usually described by such features as
intersection points [8], rectangles [6], or the images [9].
The other type is the flexible form, where the item fields
can appear in different locations while preserving cer-
tain important logical structures. Typical examples in-
clude bankchecks, payment slips, and inventory lists,
in which the items-of-interest are usually directed by
preprinted baselines or machine-printed characters such
as ‘$’, etc. While hierarchical methods [10] are power-
ful in understanding the structures of document images,
a form description language (FDL) and staff lines (also
called baselines) are more suitable in analyzing forms,
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regardless of the rigidity of their structures [1,2]. Once
the baselines are located correctly, the filled-in items can
be extracted based on FDL or bounding rectangles [11].

Although the form structure analysis and model reg-
istration methods have attracted much attention [1–
9], and many form-processing systems have been found
to be successful when the filled-in items are machine-
printed characters, the cleaning and enhancing of filled-
in data is often obliterated. In fact, as discussed in [4]
and [6], some of these approaches perform the extrac-
tion of filled-in items without any attention to the field
overlap problem that happens when the filled-in items
touch or cross form frames or preprinted texts. For the
approaches that can drop out form frames or straight
lines [4,12], preprinted texts remain an unsolved prob-
lem. When the filled-in items are unconstrained hand-
writing, this problem is more pronounced. Our statistics
on an image set provided by a form processing company
show that roughly 45% of hand filled-in data touch or
cross the preprinted entities. Moreover, since the writing
utilities are not constrained either, the often used black-
and-white scanning mode may introduce hollow and bro-
ken strokes. These problems can happen frequently and
hamper the recognition process, and thus prevent the
whole processing system from functioning properly.

In this paper, we focus on the problems of cleaning
and enhancing handwritten form items, and leave out the
character segmentation and recognition problems that
are beyond the scope of this paper. Our work is based
on an existing form registration system that can roughly
locate the item-of-interest, and the goal is to provide
clean and clear items for the character recognizers. Af-
ter the problems to be solved are described in Sect. 2, we
describe in Sects. 3 and 4 the necessity for and methods
of cleaning and enhancing rigid forms that are widely
used in real-life. These methods are also generalized to
flexible forms by incorporating pertinent knowledge. To
demonstrate the effects of this cleaning and enhancing
procedure on the recognition engines, we evaluate the
system performance in Sect. 5 both subjectively and ob-
jectively. A conclusion is given in Sect. 6.

2 Problem description

As mentioned in the last section, the intensive studies
in form structure analysis and model registration enable
many existing systems to successfully register form struc-
tures, and roughly locate the items of interest. Therefore,
we base our work on an existing system, and focus on the
techniques of cleaning and enhancing the filled-in data
which cross or touch the form frames or preprinted texts.
A typical sub-image obtained from the item location and
extraction module of an existing form registration sys-
tem consists of three components [4]:

– Form frames, including black lines, usually called
baselines, and blocks.

– Preprinted data such as logos, and machine
preprinted characters.

– User filled-in data (including machine-typed and/or
handwritten characters and some check marks) lo-

Input Output

Filters for various
      purposes

Fig. 1. Objective of the “cleaning” procedures: separating
handwritten strokes from the frame lines and the preprinted
texts

cated in predefined areas, called filled-in data areas
that are usually bounded by baselines and preprinted
texts.

These three components actually carry two types of
information: preprinted entities, which give instructions
to the users of the forms; and the machine-typed or hand-
written filled-in data. In most applications, rigid forms
are used, and the preprinted entities appear only at the
same expected positions. In the ideal case, the filled-in
items can be extracted by a simple subtraction of a regis-
tered form model from the input image [9]. However, due
to the distortion, skewing, scaling, and noise produced
by the scanning and printing procedure, it is almost im-
possible to find an exact match between the input image
and the model form.

In the following discussions, we assume the value of
each pixel is 1 = foreground and 0 = background, and
denote an image as a set of foreground pixels:

I = I(x, y), (x, y) ∈ [M × N ] and I(x, y) = 1

Consider a binary blank form image

Ib = {Ib(x, y), (x, y) ∈ [Mb × Nb]}
and a filled form image

If = {If (x, y), (x, y) ∈ [Mf × Nf ]}
as sets of foreground pixels (Ib(x, y) OR If (x, y) = 1)
having the same structures; our goal is to interpret the
structure of Ib and extract the filled-in data from If .
Figure 1 shows a typical input and the desired output
of a cleaning system. Since the strokes of the filled-in
characters can be either attached to or located across
the form frames and preprinted texts, the process of item
cleaning and enhancing involves the following steps:

– Estimating the positions of preprinted entities.
– Separating characters from form frames or baselines.
– Reconstructing strokes broken during baseline re-

moval.
– Separating characters from preprinted texts.
– Enhancing characters when necessary.

These procedures can be realized in two phases:
learning and working phases. In the learning phase, the
system takes a blank form as input, analyzes the form
structure, and stores information such as the positions
of preprinted entities, the scanning resolution, and typi-
cal stroke width of handwriting, in a template for future
reference. In the working phase, the input form image is
matched to the form model by aligning obvious features
such as baselines and intersections. Form fields therefore
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can be cleaned by removing baselines, and restoring the
intersecting handwriting. Once touching preprinted en-
tities have been removed, the filled-in data are enhanced
when necessary, and finally are provided to recognizers.
The following sections will discuss these procedures in
detail.

3 Cleaning of handwritten items

3.1 Form model learning

A precise analysis of the input data is a prerequisite to
obtain the necessary information about the form frames
(or baselines) and the items to be cleaned. In this stage,
the system is exposed to an image of a blank form field.
From this image, we are able to collect statistical fea-
tures from the preprinted objects to be removed. These
features include the existence, relative positions, aver-
age thickness and so on of the baselines, etc. In order to
process form fields that cannot be described by regular
shapes, we propose storing a dilated form template for
reference purpose1:

I1
b = Ib ⊕ B (1)

For the sake of simplicity, B is chosen as an n×n square-
shaped structuring element. The selection of size n de-
pends on the precision of scanning and form registration
procedures. In the experiments described in the follow-
ing sections, n = 5 for 300 dpi (dots per inch) scanning
modes.

3.2 Frame line removal

The key features that we used in form frame extraction
are the locations of horizontal and vertical baselines. A
horizontal baseline is composed of a group of long hor-
izontal line segments in the image. Similarly, a vertical
baseline is composed of a group of long vertical line seg-
ments. The skew angle tolerance of this assumption is
arctan(t/l), in which t and l are, respectively, the thick-
ness and the minimal length of a segment that is consid-
ered long.

3.2.1 Frame line extraction and removal. Baselines are
composed of line segments that are longer than a prede-
fined threshold. The positions of possible baselines can
be determined by analyzing the horizontal and vertical
projection histograms [12], and they can be removed by
simple local structural analysis [2,4,13], or by follow-
ing a “good continuity criterion” [14,15], or by apply-
ing a set of morphological operations [16–19]. To imple-
ment the system in a generalized framework for both

1 The numbers in the superscripts indicate different steps
of the operation; f and b stand for filled and blank forms,
respectively.

gray-level and binary images and facilitate the informa-
tion restoration procedure, we adopt the framework de-
rived in [19] and remove the baselines by applying mor-
phological operations in the surrounding region until all
line segments longer than a fixed threshold are elimi-
nated. Based on shape, the mathematical morphology
formalized by Serra [20] provides an efficient approach
to processing digital images that were difficult to solve
by linear filters [21]. Appropriately used, mathematical
morphological operations tend to simplify image data by
preserving their essential shape characteristics and elim-
inating irrelevant noise. A comprehensive introduction
to practical applied mathematical morphology is given
in [22]. The basic mathematical morphological opera-
tions are erosion and dilation. Based on the composition
of erosion and dilation, opening and closing are defined.
Considering the case of a binary image, let A be the set
of points representing the binary ‘on’ pixels of the origi-
nal binary image, and B be the set of points representing
binary ‘on’ pixels of the structuring element. The basic
morphological operations are defined below:

– Dilation A ⊕ B = {b+ a| for some b ∈ B and a ∈ A}.
– Erosion A � B = {p|b + p ∈ A for every b ∈ B}.
– Opening A ◦ B = (A � B) ⊕ B.
– Closing A • B = (A ⊕ B) � B.

Given the blank form model, the exact shapes of the
horizontal and vertical baselines can be extracted by
morphological reconstruction [39]. In this paper, the ex-
traction of exact shapes of the form lines is not necessary
as long as the form items are clearly identified. Therefore,
we adopted the following baseline removal method that
requires less computational efforts. Considering the defi-
nition of foreground and background pixels in Sect. 2, we
may use the opening operation with linear shape struc-
turing elements on foreground pixels to remove any line
segment shorter than the predefined size. With SEH and
SEV denoting the structuring elements that are a set of
horizontally or vertically aligned pixels, and their lengths
equal to the thresholds of the shortest line segments to
be removed, the frame line removal procedure can be
described as:

I1
f = If ⊗ (If ◦ SEH ∪ If ◦ SEV ) (2)

where ⊗ means XOR. Meanwhile, we are able to obtain
the horizontal and vertical lines:

LH = If ◦ SEH

LV = If ◦ SEV
(3)

This morphological line removal method is very ef-
fective for gray-level images, but may leave some residue
around the line region when the input image is binary
(Fig. 2). In Sect. 3.2.4, we will present a solution to this
problem.

3.2.2 Information restoration. During any baseline re-
moval procedure, the character strokes touching or cross-
ing the baselines will be broken. This problem is likely
to increase the error rate of the character recognition
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a

b

Fig. 2a,b. Problems encountered by the morphological line
removal method on binary images: residue found in line re-
gions. a Input image with small noise caused by scanning
under the line; b after line removal, some residues remain on
the image

module. While the line removal procedure has acquired
wide consensus, the information restoration procedure
remains an attractive and active topic. The gaps left by
line removal procedures can be filled by linking nodes
in a “Block Adjacency Graph” [4], simply by joining
close gaps [14], analyzing the type of handwriting over-
lapping the lines [13], interpolating by neural networks
shifted along the baselines [12], or applying morpho-
logical closing operations [16–19]. Some of these meth-
ods require time-consuming thinning processes [14], and
encounter problems when crucial handwriting strokes
touch or overlap with baselines [13,14]; some require ex-
pensive floating point computation [12]. Moreover, all of
these methods except for [19] deal with only binary im-
ages. To unify the line removal and stroke restoration
methods, we use the morphological scheme of [19] with
little computation demand.

The principal idea of restoring handwriting strokes
is to observe the morphological closing operation as a
detector and preserver of the information that intersects
with the baselines. A dynamic procedure of selecting the
proper structuring element is applied to restore the lost
information. In theory, the local orientation of strokes
that intersect with baselines can be obtained by openings
and closings at the corresponding images points [23]. In
practice, by approximating the orientations where the
handwriting intersects a baseline in three directions (45◦,
135◦, and 90◦ or 0◦ for restoring strokes that intersect
with horizontal or vertical baselines, respectively), the
dynamic kernel is able to merge the broken strokes with
minimal distortion and little computational cost (Fig. 3).
The restoration procedure is formalized as follows:

Fig. 3a–c. Baseline removal and handwriting restoration. a
Input binary image (partial image of a filled form); b base-
line removed by Eq. (2); and c handwriting restored by Eq.
(4). The black arrow indicates an example of how a hand-
written stroke is broken during line removal and is restored
by morphology with a dynamical kernel

I2
f =

{
I2
f (x, y), (x, y) ∈ [Mf × Nf ]

}

I2
f (x, y) =




(
3⋃

k=1

I1
f • Dk

)
(x, y) if (x, y) ∈ L

I1
f (x, y) otherwise

(4)

in which L = LH ∪ LV is the region of baselines;
{Dk, k = 1, 2, 3} are the line-shape structuring ele-
ments in three directions (45◦, and 135◦, and 90◦ or
0◦ for restoring strokes that intersect with horizontal or
vertical baselines, respectively), with sizes chosen as the
average thickness of the baselines. For each foreground
pixel in a binary image, we define the stroke width as
SW (x, y) = min(SWH , SWV ), in which SWH and SWV

are the distances between the two closest background
pixels in horizontal and vertical directions. Defining the
sizes of the line-shape structuring elements as the num-
ber of ‘on’ pixels, these are calculated as the cardinality
of the sets {Dk, k = 1, 2, 3}:
Card(Dk)

= arg
T

max
i=1

{hist[i = SW (x, y)|(x, y) ∈ L]} (5)

where k = 1, 2, 3. T represents the predefined limit of
largest thickness of the baselines, and hist[S] is a his-
togram array gathered from set S that contains only
natural integers.

3.2.3 Form model matching. As discussed in Sect. 2, it
is difficult to find an exact match between the blank
form model Ib and the filled form If . Due to the noise,
distortion, and skewing involved in scanning, Ib and If

can differ in size, position, and orientation. Theoreti-
cally speaking, the generalized Hough transform [24] can
be used to detect a translated, rotated, and scaled ver-
sion of a model object. In practice, it is not widely used
in form processing due to the high computational cost.
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In this paper, we propose to locate some “landmark”
points in both the blank form model and the filled form,
and deform the model to the filled form. The crossing
points C = {(x, y) ∈ LH ∩LV } in rectangular forms, the
baselines LH ∪ LV in text-underline forms, and the ma-
chine printed ‘$’ or other known symbols can be used as
“landmarks”. For translation and scaling problems, we
can find two landmark points (usually in diagonal direc-
tions) PLT (xLT , yLT ) and PRB(xRB , yRB) (LT stands for
left-top, and RB stands for right-bottom) in the model
and the filled form, respectively, and the model form can
be linearly deformed to I2

b = {I2
b (x, y)} according to the

following expression:

I2
b (x, y) = I1

b

(
(x − xb

LT )
xf

RB − xf
LT

xb
RB − xb

LT

+ xf
LT ,

(y − yb
LT )

yf
RB − yf

LT

yb
RB − yb

LT

+ yf
LT

)

∀(x, y) ∈ I1
b

(6)

For the rotation problem, Eq. (6) can be replaced by
an affine transform incorporating more than two land-
mark points. In Sect. 3.1, we have stored a dilated blank
form model in I1

b = {I1
b (x, y)}, therefore, I2

b = {I2
b (x, y)}

covers all possible preprinted entities in the filled form
image, and the size of I2

b is equal to that of I2
f . This step

gives us the approximate positions of the preprinted en-
tities and the filled items, and enables us to extract them
in the following sections.

3.2.4 Seeded region growing based on area-of-interest.
In our system, the landmark points are selected as the
corners of the area-of-interest (AOI), which is usually
a bounding rectangle surrounding the item-of-interest.
Ideally, all filled-in items should appear only in the AOI,
and not protrude beyond the bounding region. However,
this seldom happens in real-life applications. We propose
to use a seeded region growing method to search all 8-
connected components in the AOI. The seeds are chosen
by

S = {s(x, y), (x, y) ∈ rect(PLT , PRB) ∩ I2
f ∩ Ī2

b } (7)

in which Ī2
b is the set of background pixels found in the

dilated and deformed model form, and rect(PLT , PRB)
is a rectangle whose left-top and right-bottom points
are PLT and PRB , respectively. This can help to discard
the noise components left in Sect. 3.2.1, and extract the
filled-in data as:

H0 = {h0(x, y), (x, y) ∈ I2
f ∩ N8(S)} (8)

Here, N8(S) is the set of all 8-connected components
originated from seed set S . When the filled-in data
are isolated from any preprinted texts, i.e., H0 ∩ I2

b =
Φ, the item extraction task is fulfilled. As discussed in
Sect. 3.2.3, the blank form model is composed of two
types of preprinted entities: form frames (including hor-
izontal and vertical baselines LH ∪ LV ) and texts T ,

i.e., I2
b = (LH ∪ LV ) ∪ T . In Sects. 3.2.1 and 3.2.2, we

have solved the problem when the filled-in data touch or
cross the baselines: H0 ∩ I2

b �= Φ and H0 ∩ T = Φ. In
the next section, we are going to give the solutions when
H0 ∩ T �= Φ.

3.3 Preprinted text removal

When the filled-in areas are small and surrounded by
preprinted texts or instructions, people are prone to
write partially on top of them. In this case, the filled-in
data touch the preprinted texts (Fig. 1), making it diffi-
cult to extract the proper data for recognition purposes.
In the literature, little research has been found on remov-
ing these preprinted texts. Only [4] and [14] mentioned
that this problem is difficult to handle, and high-level or
knowledge-based post-processing needs to be employed
in order to remove the ambiguities. In the assessment of
an image set of practical business forms, we have found
that the preprinted texts interfere with roughly 20% of
the handwritten characters and become one of the ma-
jor sources of noise that needs to be removed before the
characters can be recognized.

3.3.1 Graph theory-based solution. The first solution is
inspired by apparently irrelevant research: removing
hand-drawn interference marks from handwritten or ma-
chine printed texts. Early research can be traced back to
a precise definition of ‘line’ images by graph [25]. By di-
viding the image into regular and singular regions, the
interfering lines and the handwriting can be represented
by the edges and vertices of a graph. In [14] and [26],
the definition of ‘line’ is extended to all long ‘natural
lines’ including both straight lines and smooth curves.
Thinning processes are utilized to vectorize the topolog-
ical structure of the input image. The skeleton image
obtained from thinning processes can be represented by
nodes connected by paths, and the interference marks
are extracted from the spine and long paths. Since the
extraction of spine and long paths follows the “good con-
tinuity rules” [15], these graph theory-based methods are
effective for removing curves in any direction as long as
they have a smooth curvature.

Considering these methods in a reverse way, i.e.,
keeping the interference marks as the desired data, and
removing the remaining texts of higher curvature and
frequency, we believe these methods are helpful in elim-
inating the preprinted texts in some cases. However, the
computational cost of the entire procedure of thinning,
graph labeling, path traversing, and construction of mul-
tiple directional stroke planes is quite high. In addition,
the parts of the handwritten data interfering with the
preprinted texts are not always in a smooth curvature;
sometimes the preprinted texts connect with the hand-
writing in continuous ligatures; sometimes the handwrit-
ing is a loop that has no spine or long path as defined
in [14] and [26]. In these cases, the handwritten data
can be extracted with either missing or extra parts. The
major reason is that the graph theory-based methods
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Fig. 4. Histograms of the stroke widths of handwriting and
preprinted entities obtained from ten sample form images
scanned at 300 dpi

rely on skeletons, which have lost all information about
stroke-width properties that may help to distinguish the
handwriting from the preprinted texts. In the next sec-
tion, we present a more efficient and inexpensive solution
based on statistical features.

3.3.2 Stroke model-based solution. One of the most im-
portant characteristics of character objects is the stroke
width. In [27], we modeled character strokes as double-
edges, and used this model to extract handwriting from
gray-level images with complex backgrounds. As for bi-
nary images, the stroke model is simplified because the
foreground and background pixels are all well defined. As
defined in Sect. 3.2.2, for each foreground pixel in a bi-
nary image, the stroke width is calculated as SW (x, y) =
min(SWH , SWV ), in which SWH and SWV are the dis-
tances between the two closest background pixels in hor-
izontal and vertical directions. We have observed that
in many real-life applications, the form frames and the
instructions are printed in relatively small fonts. When
the users fill in the forms with ball-point or ink pens,
the handwriting is usually thicker than the preprinted
entities. This assumption is application-dependent, and
is validated in our experiments with samples collected
from different sources such as custom declaration forms,
time sheets, parking tickets, etc. The histograms of the
handwriting and the preprinted entities in ten form sam-
ples scanned at 300 dpi are shown in Fig. 4, which clearly
shows the different distributions.

This observation helps us to distinguish the
preprinted frames and texts from handwriting by elim-
inating the pixels whose corresponding stroke width is
less than a threshold. The stroke width of the handwrit-
ing (thw) and the preprinted entities (tpp) are estimated
at run-time by collecting histograms of stroke widths (T
represents a predefined limit for stroke width):

thw = arg
T

max
i=1

{hist[i = SW (x, y)|(x, y) ∈ I2
f ∩ Ī2

b ]} (9)

tpp = arg
T

max
i=1

{hist[i = SW (x, y)|(x, y) ∈ I2
f ∩ I2

b ]} (10)

Following a unified scheme of baseline removal and infor-
mation restoration described in the previous paragraphs,
we designed a set of binary morphological operators [27]
at size (thw+tpp)/2 to remove the thin strokes in H0∩I2

b ,
and thus remove the connected preprinted texts from the
handwriting:

H1 = H0 ⊗ PP

PP = {pp(x, y), (x, y) ∈ H0 ∩ I2
b AND (11)

SW (x, y) < (thw + tpp)/2}
When thw and tpp are equal, another possible solu-

tion can be found in Sect. 3.3.1 by reversing the noise
removal procedure, with a high computational complex-
ity cost. An example of the stroke model-based cleaning
procedures and the corresponding intermediate results
are illustrated in Fig. 5.

4 Item enhancing

If written with proper writing tools, and scanned with
optimal parameters, the handwritten items are now
ready to be processed by the recognizers. However, the
degradation of images induced by scanning can be de-
structive to the recognizers. The recognizers based on
structural features derived from skeletons are subject
to errors when spikes and notches corrupt the charac-
ter contours, or when hollow and broken strokes are
present. The degradation can be more severe when the
scanning parameters are adjusted for drop-out ink. Fig-
ure 6 illustrates some examples taken from the NIST
SD3 database provided by the American National Insti-
tute of Standards and Technology. Without proper en-
hancement, these images will raise serious problems in
the character segmentation procedure, let alone in the
recognition.

4.1 Quality assessment of handwritten strings

The degradation models for machine printed texts have
attracted much interest in the last decade [28–30]. For
the global and local distortion of printed text images
introduced in printing, photocopying, and scanning pro-
cesses, the Morphological Document Degradation Model
[29] and the Bell Labs Image Defect Model [28] pro-
vide comprehensive parameters that can be estimated
by a set of degraded instances. However, due to the un-
constrained nature of handwriting, the above-mentioned
degradation models are not directly applicable to hand-
writing. To evaluate the quality of typewritten document
images and automatically select an optimal restoration
method, [31] used five quality measures to assess the ex-
tent of background speckle noise, and touching and bro-
ken characters. For unconstrained handwriting, the ‘font
size’ information is not available. Therefore, we investi-
gated the characteristics of the degraded handwriting
images, and derived the following heuristic quality mea-
surements to select enhancing methods according to the
various types of degradation involved:
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Fig. 5a–f. An example of cleaning procedures. a Blank model form; b dilated blank form, stored as template; c input filled
form; d baseline removal and stroke restoration; e seeded region growing based on AOI (the black arrows indicate the crossing
points used as the landmarks to register the blank form to the filled one); f preprinted text removed by eliminating pixels
whose corresponding stroke widths are less than or equal to 3 (thw = 5 and tpp = 1)

a b

Fig. 6a,b. Some examples of degraded handwritten items
taken from NIST hsf 3. a f1839 31 10; b f1839 31 21

– Hollow stroke measurement: the number of 8-
connected black and 4-connected white components
whose sizes are smaller than a predefined threshold.

– Broken stroke measurement: the standard deviation
of the heights of all 8-

Although these quality measurements cannot model
the degradation of handwriting completely, they are use-
ful in detecting the hollow and broken strokes. When
these quality measurements are high (compared to an
empirically chosen threshold), the corresponding en-
hancement procedures are carried out as described in
the following sections.

4.2 Hollow stroke filling

With improper writing tools (e.g., crayon) and scanning
parameters, hollow strokes may appear in faint thick

a b c

Fig. 7a–c. Filling hollow strokes by morphological closing. a
A handwritten item with hollow strokes caused by improper
scanning parameters; b skeleton of the input image, show-
ing problems raised to structural feature-based recognition
methods; c filling the hollow strokes by morphological clos-
ing operations

handwriting (Fig. 7a). The skeletons obtained from this
type of image (Fig. 7b) will cause serious problems for
recognizers based on structural information. To avoid
this problem, we applied a morphological closing opera-
tion with a 3 × 3 structuring element (Fig. 7c).

4.3 Smoothing

Edge smoothing presented in [32] is performed to re-
duce the spikes and notches originated from the scan-
ning noise. When a 3 × 3 window matches the pattern
of Fig. 8a, the central pixel is filled. Filling is also car-
ried out when the window matches the pattern of Fig. 8b
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masks; e a typical input image; and f the output image
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Fig. 9a,b. Mending broken strokes in a string image. a Input
image; b output image

or its equivalents with 90◦, 180◦, and 270◦ of rotations.
Similarly, deletion of the central pixel is carried out when
the 3 × 3 window matches either of the two patterns of
Fig. 8c or 8d, or any of the six equivalent patterns ob-
tained with rotations of 90◦, 180◦, and 270◦.

4.4 Broken stroke mending

Due to noise, distortions, and other factors during scan-
ning, the gray-scale images produced from a scanner may
lead to a loss of information when a thresholding tech-
nique is used to obtain binary images. When the hand-
writing needs to be recognized, the broken strokes along
with touching characters accentuate the character seg-
mentation problem. Simple connected component detec-
tion can no longer be used as the major approach to
extracting characters for recognition purposes. A macro-
structure analysis (MSA) stroke-mending method on sin-
gle characters was proposed in [33]. It searches for all
end-points that have only one neighbor, and defines the
direction of an end-point by its relationship with the
neighbors. The two strokes that end with reverse direc-
tions are most likely to be connected and those ending in
parallel directions are least likely. Having assumed that
an input image contains a single character for which only
one outer contour is expected, the MSA stroke-mending
algorithm repeats until only one outer contour is de-
tected in the output image. Although effective on single
character images, direct application of the MSA on real
data is difficult, since the input images usually contain
strings of characters. The following two questions arise:

– When should the stroke-mending algorithm be ap-
plied (Fig. 9a)?

– How can we avoid mending two nearby characters as
shown in Fig. 10a?

To partially answer the questions (further solution
involves character segmentation and recognition modules

a b c

Fig. 10a–c. Problem of single character stroke-mending al-
gorithms on a string image. a The two characters in a string
are close to each other with only a small gap; b two end-points
are found in the skeletonized image, satisfying the mending
criteria; c the gap between the characters is falsely mended.
The arrows indicate the gap causing problems
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 6

7

Fig. 11. Directions of end points

that are beyond the scope of this paper), we derived in
practice the following heuristic rules:

– When the standard deviation of heights of all con-
nected components is higher than a threshold, the
input string image needs to be mended.

– The mending procedure starts with small connected-
components.

– Instead of mending strokes far from each other as
in [33], the mending is limited to a certain distance.

– Two components are not connected if both are larger
than a predefined size.

– If only one of the two components satisfying the
mending criteria of being larger than a predefined
size, a general-purpose recognizer is used to recog-
nize the larger component. If it is recognized as a
character with high confidence, the two components
are not connected.

In the mending procedure, we use a skeletonization
algorithm proposed by [34], and keep the Freeman chain
code directions [35] as shown in Fig. 11 for simplicity.
Assuming the error tolerance of angle change in a con-
tinuous stroke is ±45◦ , the following directions of two
stroke ends are considered to be compatible:

Compatibility(Dir In, Dir Out) = 1
iff Dir In = (Dir Out + 4 ± 1) % 8

If the distance between two compatible stroke ends
is shorter than a predefined range, the two strokes are
considered as one, and the gap between them is filled by
line segments (Fig. 9b).

Now let us take a look at Fig. 6 again; the original
and the enhanced images are shown in Fig. 12 along with
their respective skeleton images. The effectiveness of the
enhancement procedure is apparent from the smooth and
continuous skeletons obtained.
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Fig. 12a–h. Enhancement of Fig. 6. a, e Original image sam-
ples from NIST SD3 database; b, f skeletons obtained from
the original image; c, g enhanced image; d, h skeletons ob-
tained from the enhanced image

5 Evaluation of the cleaning methods

The evaluation of the performance and effectiveness of
the proposed cleaning and enhancing is conducted in
both subjective and objective manners. The experiments
used a set of sub-images obtained from the ‘license’ field
of vehicle violation tickets, a type of rigid forms; the
filled-in data include handwritten uppercase letters and
digits. The system is trained on one blank form image.
We assume that the size and position of the form frames
are fixed in the input images, and the skew angle of the
frame is less than 5◦. Since the existing form process-
ing system has taken care of the form registration and
deskewing, the assumptions are validated by the testing
images as practical.

5.1 Subjective evaluation of the “cleaning” procedures

Visual inspection on the 122 original images shows that,
out of a total of 735 user filled-in characters, 343 (46.7%)
touch (including crossing) the preprinted entities such as
form frame and texts. Digits and letters share approx-
imately equal probabilities of touching the preprinted
entities (47.5% for digits and 45.5% for letters). We ob-
served that in cleaned images (methods described in
Sect. 3), out of 343 touching the preprinted entities, four
are left with minor residual noise which do not distort
the geometric features for recognition purpose; four are
connected to handwriting intruding from neighboring
item fields; and in one case, a stroke that overlaps en-
tirely with the baseline is removed. Figure 13 illustrates
some examples of both successful and unsuccessful clean-
ing. Figures 13a and 13b demonstrate the effectiveness
of the proposed cleaning method in removing touching
preprinted entities from the filled-in handwriting, while
in Figs. 13c and 13d, touching handwriting intruding
from neighboring item fields remains unsolved.

We hereby define the cleaning rate as NT
0 −NT

1
NT

0
×100%,

where NT
0 and NT

1 are the numbers of characters that

Table 1. Subjective evaluation of the cleaning system

Touching with preprinted entities
Char Type Char Num Before cleaning After cleaning
Digits 421 200(47.5%) 5(1.2%)
Letters 314 143(45.5%) 4(1.3%)
Total 735 343(46.7%) 9(1.2%)

touch or cross the preprinted entities before and after
the cleaning procedures, respectively. On average, the
cleaning rate of our system reaches 97.4% (Table 1).

5.2 Objective evaluation

The proposed approach is also evaluated objectively in
a goal-directed manner, which means an image under-
standing module based on the results of the low-level
image processing routine in question is used for quanti-
tative evaluation [36]. In our experiments, three general-
purpose alphanumeric string recognizers are used. These
recognizers are obtained from difference sources includ-
ing commercial products and research projects, therefore
the training set and recognition methods are inaccessi-
ble to us. Rather than comparing the performance of
these individual recognizers, the purpose of using more
than one recognizer in the evaluation is to prove that
the improvement of performance brought about by the
cleaning and enhancement procedure is independent of
the features or methods that are used in the recogniz-
ers. Hereafter, we refer to them simply as Recognizer 1,
Recognizer 2, and Recognizer 3.

5.2.1 Evaluation of the cleaning procedures at character
level. To isolate the evaluation of the cleaning procedure
from the segmentation problems of touching character
strings, we conduct the first test by excluding charac-
ters that touch their neighbors. The number of charac-
ters whose true identities appear as the top choice of the
recognizers’ output is counted. Out of the manually se-
lected 670 isolated characters in the same testing set as in
Sect. 5.1, an average of 85.1% characters is correctly rec-
ognized. If intrinsically confusing pairs such as <‘S’, ‘5’>
and <‘Z’, ‘2’> are ignored, the average recognition rate
reaches 91.8%, with the highest recognition rate obtained
from Recognizer 2, being 96.1% (shown in Table 22,3).
Visual inspections of the mis-recognized characters show
that abnormal writing styles, rather than residual noise
in the cleaned image are the major cause of errors. This
result confirms the effectiveness of the cleaning system
as observed in the subjective evaluation.

2 Due to the variablility of writing styles and the nature of
the application, character pairs <‘O’,‘0’>, <‘I’, ‘l’> are not
distinguished.

3 In many cases, character pairs <‘5’,‘S’>, <‘Z’,‘2’> are
also hard to distinguish (Fig. 14). They are considered as
compatible pairs when recognition rate is calculated.
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Fig. 13a,b. Examples of success-
ful cleaning: touching frames and
preprinted texts are removed. c, d
Examples of remaining problems in
cleaning: touching handwriting can-
not be removed

Table 2. Goal-directed evaluation of the cleaning system on isolated alphanumeric characters

Total 670 isolated alphanumeric characters Recognizer 1 Recognizer 2 Recognizer 3 Average
Number of correct ID on top choice 563 603 544 570
Non-rejection Rec. Rate 84.0% 90.0% 81.2% 85.1%
Number of compatible ID on top choice 609 644 593 615
Non-rejection Rec. Rate 90.9% 96.1% 88.5% 91.8%

Fig. 14. An ambiguous string image: “25”, “ZS”, “2S”, or
“Z5”?

5.2.2 Evaluation of the enhancing procedures at string
level. The high recognition rate of isolated characters
does not directly lead to high performance of a com-
plete form reading system. When the expected output
is a string instead of a single character, the segmenta-
tion problem becomes the major concern. In order to
evaluate the effect of enhancing procedures on the sys-
tem performance, we conduct the second test on a larger
set of string images (239 strings, 1,460 characters in to-
tal) with various types of degradation as mentioned in
Sect. 4.

Two aspects of the cleaning and enhancing proce-
dures have been investigated: (a) the string segmenta-
tion rate representing the percentage of strings that are
segmented into the right number of characters (denoted
as ‘Str.Seg.’); and (b) the character recognition rate (de-
noted as ‘Char.Rec.’) versus reliability (limited to the
strings that are segmented into right number of char-
acters). As demonstrated in Table 3, while the cleaning
procedure provides clean images for string recognizers
and enables the whole system to function, the enhancing
procedure boosts the performance of the entire system
by more than 10% on both string segmentation and the
character recognition rate. This improvement is indepen-
dent of the internal structures and methods of individual
string recognizers. A more comprehensive comparison on
the character recognition rates and reliabilities obtained
by rejecting characters recognized with confidence lower
than different thresholds is illustrated in Fig. 15.

On top of the promising results we obtained from the
cleaning and enhancing procedures, the implementation
of the proposed procedures is simple. Most operations

SR-1, CL
SR-2, CL
SR-3, CL

SR-1, CL+EN
SR-2, CL+EN
SR-3, CL+EN

SR: String Recognizer
CL: Cleaning
EN: Enhancing
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Fig. 15. The effectiveness of cleaning and enhancing proce-
dures evaluated at the string level. The curves are obtained
by varying the thresholds of confidence for rejecting a recogni-
tion output. While the cleaning procedure enables the system
to function, the enhancing procedure can boost the perfor-
mance to a much higher level

can be realized with a unified morphological scheme that
is computationally inexpensive. References [37] and [38]
have proven that morphological dilation or erosion op-
erations with line-shaped structuring elements can be
implemented with only three comparisons per pixel, re-
gardless of the size of the structuring element. The com-
putational complexity is therefore O(N), in which N is
the number of pixels within the input image. Since most
operations in this paper can be localized to item fields,
whose sizes are normally small, the computation time
is usually within an acceptable range. On a PentiumII
200MHz, 64MB RAM PC, extracting a clean and en-
hanced item from a 350 × 100 form field takes 0.15 s.
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Table 3. Goal-directed evaluation of the cleaning and enhancing procedures on strings of alphanumeric
characters (total 239 alphanumeric strings composed of 1,460 characters). ‘CL’ and ‘EN’ denote the
cleaning and enhancing procedures, respectively

Recognizer 1 Recognizer 2 Recognizer 3 Average
CL CL+EN CL CL+EN CL CL+EN CL CL+EN

Str.Seg. 84.1% 91.8% 44.5% 79.8% 81.1% 88.1% 69.9% 86.6%
Non-rej. Char.Rec 75.9% 81.3% 75.1% 87.2% 65.0% 81.1% 72.0% 83.2%

6 Conclusions

In this paper, we have described a generic cleaning and
enhancing system for automatic business form process-
ing. It takes a blank form model as a template, and reg-
isters the template to filled forms by aligning landmark
points. The filled-in items are extracted by a seeded re-
gion growing method based on the area-of-interest ob-
tained from the landmarks. The form frames and the
preprinted texts are removed using a set of morpholog-
ical operations. Subjective and objective evaluations of
the cleaning method show encouraging results for rect-
angular and underlined types of form fields. The system
is not able to eliminate noise from the filled-in data in
the following cases: (a) the filled-in data cross or touch
handwriting in the neighboring fields; (b) the data area
contains isolated characters that do not belong to cur-
rent data fields; and (c) the filled-in data are expected
to overlap with the preprinted texts. The solution to
these problems requires more intelligent analyses, such
as feedback from the recognizers and segmentation mod-
ules. In addition, we proposed enhancing methods for
various types of image degradation, including filling hol-
low strokes and mending broken strokes. A goal-directed
evaluation demonstrates the improvement achieved by
enhancing procedures. Most parts of the proposed meth-
ods are based on a unified scheme of morphological oper-
ations, enabling easy implementation and fast process-
ing speed, as well as direct applicability to both gray-
level and binary input images. The proposed methods
have been evaluated on real-life applications including
rigid and flexible forms. The results demonstrate the im-
portance and effectiveness of the proposed preprocessing
techniques.
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