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a b s t r a c t

In this paper we propose a new post-processing deblocking technique that is independent

of the compression method used to encode the image. The development of this filter was

motivated by the use of Multidimensional Multiscale Parser (MMP) algorithm, a generic

lossy and lossless compression method. Since it employs an adaptive block size, it presents

some impairments when using the deblocking techniques presented in the literature. This

led us to the development of a new and more generic deblocking method, based on total

variation and adaptive bilateral filtering.

The proposed method was evaluated not only for still images, but also for video

sequences, encoded using pattern matching and transform based compression methods.

For all cases, both the objective and subjective quality of the reconstructed images were

improved, showing the versatility of the proposed technique.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Block-based coding algorithms are widely used for
image and video compression. They partition the input
image into fixed size blocks that are sequentially pro-
cessed, using transform coding, quadtree decomposition,
vector quantization or other compression techniques.
Several standards, from JPEG [1] to H.264/AVC [2], are
examples of block-based encoders.

Despite the high compression efficiency achieved
by some of these algorithms, the visual quality of the
compressed images are often affected by blocking
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artifacts, resulting from the discontinuities induced in
the block boundaries, specially at high compression ratios.
Several approaches have been proposed in the literature
in order to attenuate these artifacts, such as adaptive
spatial filtering [3,4], wavelet-based filtering [5], trans-
form-domain methods [6,7] or interactive methods [8],
just to name a few.

Some of these deblocking techniques have been devel-
oped to work as in loop-filters, such as [9] the deblocking
filter adopted by the standard H.264/AVC [2]. However,
the use of loop filters requires that every compliant
decoder must replicate the filtering procedure, in order
to stay synchronized with the encoder. This can be an
inconvenient, as a decoder would loose the flexibility to
switch off the deblocking filter in order to trade-off visual
quality for computational complexity. Post-deblocking
methods have been proposed to overcome this drawback
[10,11]. In this case, the filtering procedure is only
performed after the decoding process is finished, thus
not interfering with the encoder/decoder synchronization.

www.elsevier.com/locate/image
www.elsevier.com/locate/image
dx.doi.org/10.1016/j.image.2012.05.005
dx.doi.org/10.1016/j.image.2012.05.005
dx.doi.org/10.1016/j.image.2012.05.005
mailto:ncarreira@lps.ufrj.br
mailto:nuno.rodrigues@co.it.pt
mailto:eduardo@lps.ufrj.br
mailto:sergio.faria@co.it.pt
dx.doi.org/10.1016/j.image.2012.05.005


N.C. Francisco et al. / Signal Processing: Image Communication 27 (2012) 985–997986
Traditionally, these post-processing strategies tend to be
less efficient than the in-loop filters, as they are not able
to exploit all the information available in both the
encoding and decoding process that helps to locate
blocking artifacts and avoid filtering unwanted regions.

For the upcoming HEVC coding standard [12], a new
filter architecture [13] was proposed, combining an in-
loop deblocking filter and a post-processing Wiener filter.
The in-loop filter reduces the blocking artifacts, while
the Wiener filter is a well-known linear filter that can
guarantee the objective quality optimized restoration in
images degraded during the compression process by
Gaussian noise, blurring or distortion. A unified architec-
ture for both filters is proposed in [13], but it results once
more in an in-loop filter that, despite its high efficiency, is
still not able to present the advantages of post-deblocking
methods.

In this paper we propose a new versatile post-deblock-
ing filter that is able to achieve a performance comparable
to the ones of state-of-the-art in-loop methods when used
in still images and video sequences compressed with
several block-based compression algorithms, such as the
Multidimensional Multiscale Parser (MMP) algorithm
[14], H.264/AVC [2], JPEG [1] and HEVC [12].

This paper is organized as follows: in Section 2 we
present some related work that motivated the develop-
ment of the proposed method; Section 3 describes the
new algorithm used for mapping and classifying the
blocking artifacts, as well as the adaptive filter used to
reduce those artifacts. Experimental results are shown in
Section 4, and Section 5 concludes the paper.

2. Related work

The development of the proposed post-processing
deblocking algorithm was motivated by the use of a
generic lossy pattern matching data compression method,
known as the Multidimensional Multiscale Parser (MMP)
algorithm [14]. MMP has been successfully used for lossy
and lossless compression of several types of data sources,
including still images [15] and video sequences [16]. It is
based on the approximation of input data segments of
variable dimensions using codevectors stored in an adap-
tive multiscale dictionary. As the dictionary is updated
with previously compressed patterns, MMP can be seen as
a combination of the Lempel–Ziv methods (LZ) [17–19]
and vector quantization (VQ) [20]. Furthermore, it allows
scale adaptive pattern matching, a feature that distin-
guishes it from the previous algorithms, and delivers a
high degree of adaptability.

The use of variable sized patterns in MMP restricts the
use of most existing deblocking methods, as they were
developed to be employed with fixed size block-based
algorithms, such as JPEG [1] and H.264/AVC [2]. In such
cases, the location of the blocking artifacts is highly
correlated with the border areas of the transformed
blocks, and consequently depends mostly on the block
dimensions. This extra information is exploited by some
deblocking methods, such as the ones in [9,11,21]. It is
usually employed to help classifiers to locate regions that
need to be deblocked, avoiding the risk of filtering
unwanted regions. Unlike these algorithms, the multiscale
matching used in MMP may introduce artifacts at any
location along the reconstructed image.

A similar situation occurs on motion compensated
frames from encoded video sequences. Although the
location of blocking artifacts on the Intra coded frames
is predictable, motion compensation may replicate these
artifacts to any location on an Inter-coded frame if no
deblocking method is applied before performing the motion
compensation. As a result, post-processing deblocking
methods for Inter-coded frames should be able of effi-
ciently locate blocking artifacts away from block bound-
aries. The method proposed in [10] addresses this issue by
using the motion vector information in order to identify
the regions of the motion compensated frames that used
possibly blocked locations of the reference frames. There-
fore, it cannot be considered a pure post-deblocking
technique, as in addition to the decoded video, it needs
information provided by the decoded bitstream. As a
consequence, this technique is specific for H.264/AVC,
and will not work for other algorithms that use a different
encoding scheme.

In [22], a bilateral adaptive filter was proposed for the
MMP algorithm that achieved satisfactory results when
used in a non-predictive coding scheme. However, that
method showed considerable limitations when used with
predictive MMP-based algorithms, that present state-of-
the-art results for natural image coding [23]. Additionally,
this method is also algorithm specific, since it needs
information present on an MMP bitstream.

Based on the above, we see that both block-based
video encoders and MMP with a predictive scheme would
benefit from a versatile post-deblocking method. In the
sequel we describe such method.
3. The deblocking filter

In this section, we describe the proposed deblocking
method. It is based on the use of a space-variant finite
impulse response (FIR) filter, with an adaptive number of
coefficients. Prior to the filtering stage, the input image is
analyzed, in order to define the strength of the filter that
should be used in each region. This results in a filtering
map, that indicates the length of the filter’s support that
will be applied to each pixel or block in the image. Higher
activity regions will have a shorter support length asso-
ciated, while smooth areas will use a longer filter support.
3.1. Adaptive deblocking filtering for MMP

The RD control algorithm used in MMP only considers
the distortion and the rate of the encoded data, without
taking into account the block borders’ continuity, which is
the main source of blocking artifacts. As blocks at differ-
ent scales are concatenated, these artifacts are likely to
appear in any location of the reconstructed image, unlike
the case of transform based methods, where blocking
artifacts only arise in predetermined locations, along a
grid defined by the size of the block transform.
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Let us define an image reconstructed with MMP, X̂, as

X̂ðx,yÞ ¼
XK�1

k ¼ 0

X̂
lk
k ðx�xk,y�ykÞ, ð1Þ

i.e., the concatenation of K non-overlapping blocks of scale
lk, X̂

lk
k , each one located on position ðxk,ykÞ of the recon-

structed image. One can notice that each block X̂
lk
k also

results from previous concatenations of J other elemen-
tary blocks, through the dictionary update process. Defin-
ing these elementary blocks as D0

lj
j , where lj represents

the original scale and ðuj,vjÞ represent the position of the
elementary block inside X̂

lk
k , we obtain

X̂
lk
k ðx,yÞ ¼

XJ�1

j ¼ 0

D0
lj
j ðx�uj,y�vjÞ: ð2Þ

In this equation, one may identify the border regions of
each pair of adjacent basic blocks, that correspond to the
most probable location for discontinuities in the decoded
image, that may introduce blocking artifacts.

In [22], a deblocking method was proposed for MMP,
that stores the information regarding the original scale of
each elementary block that composes each codeword, in
order to locate all the existing boundaries. These bound-
aries correspond to the regions where the deblocking
artifacts are most likely to appear, and this information
is used to generate a map that defines the length of the
filter’s support for each region. This is done by imposing
that blocks, D0

lj
j , at larger scales, that generally corre-

spond to smoother areas of the image, should be filtered
more aggressively, while blocks with small values of the
scale lj, corresponding to more detailed image areas,
should not be subjected to strong filtering, in order to
preserve its details.

A space-variant filter is then used for the deblocking
process. The control of the support’s length adjusts the
filter’s strength, according to the detail level of the region
being deblocked. This avoids the appearance of blurring
artifacts, that are frequently caused by the use of deblock-
ing techniques. Fig. 1 presents a one-dimensional repre-
sentation of a reconstructed portion of the image,
resulting from the concatenation of three basic blocks,
ðDl0

0 D
l1
1 D

l2
2 Þ, each from a different scale: l0, l1 and l2,

respectively. At each filtered pixel, represented in the
figure by a vertical arrow, the kernel support of the
deblocking filter is set according to the scale lk used for
its representation.
Fig. 1. The deblocking process employs an adaptive support for the FIR

filters used in the deblocking.
This method proved to be successful in several cases.
Nevertheless, some problems were observed when it was
used in a predictive-based coding scheme. Accurate pre-
dictions result in low energy residues even for regions
presenting high activity, that tend to be efficiently coded
using blocks from larger scales. As a result, some highly
detailed regions would be improperly considered as
smooth and filtered with a large aggressive filter. This
may introduce a considerable degradation on the image’s
detail, forcing the decrease of the overall strength of the
filter (one single strength is used for all the image), and
thus, limiting its effectiveness. Also, the tracking of the
information about the original scale of the basic units
that compose each codeword is also a cumbersome task.
Furthermore, perhaps the most important disadvantage
of this method is that it is only appropriate for the
MMP algorithm, since it needs segmentation information
obtainable from the MMP decoding process.

3.2. Generalization to other image encoders

In order to overcome the limitations described for the
method from [22], we propose a new mapping approach
based on a total variation analysis of the reconstructed
image. The new mapping procedure starts by considering
that the image was initially segmented into blocks of
N�M pixels. For each block, the total variation of each of
its rows and columns is determined respectively by

Av
j ¼

XN�1

i ¼ 1

9X̂ðiþ1,jÞ�X̂ði,jÞ9, Ah
i ¼

XM�1

j ¼ 1

9X̂ði,jþ1Þ�X̂ði,jÞ9: ð3Þ

Each region is vertically or horizontally segmented if any
of the above quantities exceeds a given threshold t. With
this approach, regions presenting a high activity are
successively segmented, resulting in small areas that
will correspond to narrower filter supports. In contrast,
smooth regions will not be segmented, that will corre-
spond to wider filter supports, associated to larger blocks.

It is important to notice that the value of t has a
limited impact on the final performance of the deblocking
algorithm. A high value for t results in fewer segmenta-
tions, and consequently, on a larger filter’s supports than
those obtained using a smaller value for t. However, these
larger supports can be compensated adjusting the shape
of the filter, in order to reduce the weight, or even neglect,
the impact of distant samples on the filter’s support. In
other words, the value of t can be fixed, as this procedure
only need to establish a comparative classification of
the regions with different variation intensity, with the
deblocking strength been controlled through the shape of
the filter used.

Fig. 2 shows the filtering map generated for the image
Lena coded with MMP at two different bitrates, using
t¼ 32. Lighter areas correspond to regions that will use
larger filter supports, while darker regions correspond
to regions that will use narrower filter supports. It is
important to notice that not only the proposed algorithm
was effective in capturing the image structure for both
cases, but also it revealed an intrinsic ability to adapt to
the different compression ratios. The map for the image



Fig. 2. Image Lena 512�512 coded with MMP at 0.128 bpp (top) and 1.125 bpp (bottom), with the respective generated filter support maps using t¼ 32.
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coded at a lower bitrate has a lighter tone, that corre-
sponds, on average, to wider supports for the deblocking
filter. This is so because as the reconstructions are heavily
quantized and larger blocks tend to be used, the sum of
the gradient tends to be low in these regions, correspond-
ing to the need for strong filtering.

It is also important to notice that this approach is
based on the information present in the reconstructed
image only, and is thus independent of the encoding
algorithm used to generate it. As a result, the proposed
method overcomes the problem of misclassification of
well predicted detailed regions when a predictive coding
is used.

Furthermore, when applied to MMP, it avoids the need
for keeping a record of all original scales of the basic units
used for each block performed, as was done in [22],
resulting in a more effective and less cumbersome algo-
rithm. Note that one of the advantages of the new scale
analysis scheme is that it enables the use of the adaptive
deblocking method for images encoded with any algorithm.

3.3. Adapting shape and support for the deblocking kernel

For the algorithms proposed in [22], several kernels
with various support lengths were tested. In [22], experi-
mental results showed that Gaussian kernels are effective
in increasing the PSNR value of the decoded image, as well
as in reducing the blocking artifacts. Thus, Gaussian
kernels were also adopted for the proposed method, with
the same lkþ1 samples filter length, where lk refers the
segment support. The filter strength is then controlled by
adjusting Gaussian’s variance, producing filter kernels
with different shapes. Considering a Gaussian filter, with
variance s2 ¼ aL and length L, we can express its impulse
response (IR) as

gLðnÞ ¼ e�ðn�ðL�1Þ=2Þ2=2ðaLÞ2 , ð4Þ

with n¼ 0;1, . . . ,L�1. By varying the parameter a, one
adapts the IR of the filter by adjusting the variance of the
Gaussian function. The IR of the filter may range from
almost rectangular to highly peaked Gaussians, for
different lengths. Furthermore, when a tends to zero,
the filter’s IR tends to a single impulse, and the deblocking
effect is switched off for those cases where filtering is not
beneficial.

Fig. 3 represents the shape of a 17 tap filter for the
several values of parameter a.

It has been observed that the use of different IR lengths
on adjacent blocks at different scales and very different
intensity values may create an artifact that was identified
in [22]. The referred case is represented in Fig. 4, where a
wide dark block A is concatenated with two bright blocks:
one narrow block B followed by one wide block C. When
blocks A and B are filtered, a smooth transition appears,
that eliminates the blocking effect in the AB border. When
the block C is filtered, the pixels near the BC border will
suffer from the influence of some of the dark pixels of
block A, because the filter has a very wide support region,
resulting in the appearance of a dark ‘‘valley’’ on the BC

border.
This problem was solved by constraining the filter’s

support to the pixels of the present block and to those
from its adjacent neighbors. For the example of Fig. 4, the
length of the filter applied to C block’s pixels that are near



Fig. 4. A case where the concatenation of blocks with different supports

and pixel intensities causes the appearance of an image artifact.
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to the BC border is reduced, so that the left most pixel of
the support is always a pixel from block B. This corre-
sponds to use the filter represented by the solid line,
instead of the original represented by the dashed line.

Additionally, a feature similar to that used by the H.264/
AVC adaptive deblocking filter [9] was also adopted, in order
to avoid natural edges’ filtering. The difference between
border pixels from adjacent blocks is monitored, and the
filter is switched off every time this difference exceeds a
pre-established step intensity threshold s.

3.4. Selection of the filtering parameters

The filtering parameters a (Gaussian filter variance), s

(step intensity threshold at image edges) and t (segmen-
tation threshold) must be set in the decoder to perform
the deblocking task. In [22], the parameters’ values were
exhaustively optimized at the encoder side in order to
maximize the objective quality, and appended at the
end of the encoded bit-stream. This introduced a marginal
additional computational complexity and a negligible
overhead, but changed the structure of the encoded bit-
stream. Consequently, this approach restricts the use of
the deblocking process on standard encoders, such as
JPEG and H.264/AVC, that have normalized bitstream
formats.

In order to address this problem, we developed a
version of the proposed deblocking method that avoids
the transmission of the filter parameters, by estimating
their values at the decoder side. The parameter estimation
is supported by the high correlation observed between
the amount of blocking artifacts and some of the statis-
tical characteristics presented by the encoded image.

The relation between t and the shape of the used filter
was already mentioned in Section 3.2. For the case of
Gaussian kernels, the use of a large value for t, that results
on larger filter supports, can be compensated using a
lower value for a. This corresponds to a highly peaked
Gaussian that results on a filtering effect similar to the
one obtained using a shorter support and a larger value
for a. For that reason, the value of t can be fixed without
significant losses on the method’s performance, with the
deblocking effect being exclusively controlled through the
adjustment of the a parameter.

Experimental tests shown that the performance of the
algorithm is considerably more affected by a than by the
step intensity threshold s. Thus, we started by studying
the relationship between the optimal a and the statistical
characteristics of the input images. The parameter s

would then be responsible for the method’s fine tuning.
Fixing the parameters t¼ 32 and s¼100, a large set of

test images was post-processed with the proposed
method, using several values of a, in order to determine
the one which maximizes the PSNR gain for each case. The
test set included a large number of images with different
characteristics, compressed at a wide range of compres-
sion ratios and using different coding algorithms, such as
MMP, H.264/AVC (compressed as still images and video
sequences) and JPEG. Thus, it was possible to evaluate the
behavior of the proposed method for a wide range of
applications.

For each case, several statistical characteristics of each
image were simultaneously calculated, in order to deter-
mine their correlation with the optimal value of a. This
analysis included the average support size that resulted
from the mapping procedure, the standard deviation of
the distribution of the support lengths, the average varia-
tion between neighbor pixels and the standard deviation of
the distribution of this variation. We observed that the
optimal value of a increases with the average of the filter’s
support length and decreases with the value of the average
variation between neighbor pixels, as expected.

We found the average support length to be a simple
and effective estimator for the optimal value for a.
Plotting the optimal value of a vs. the product of the
average support lengths in both the vertical and horizon-
tal directions, we found the equation

a¼ 0:0035� vsizeavg
� hsizeavg

, ð5Þ

where vsizeavg
and hsizeavg

represent the average length of
the filter’s support obtained by the mapping procedure, in
order to present a good fit to the distribution. Images
presenting a low average support length usually have
many high frequency details, and cannot be subjected
to strong filtering. On the other hand, if the mapping
procedure results in a high average support length, the
image tends to have a smooth nature, and can be subjected
to stronger filtering. We have observed that, in general, the
product of the average length on both directions allows to
obtain better results than the use of a separate optimization
for each direction. The combination of features from both
directions makes the algorithm less sensitive to cases where
the image characteristics tend to differ from the adopted
model. In order to avoid excessive blurring on the recon-
structed images, the maximum value of a was limited to
a¼ 0:21.

Despite the good results observed for most of the
tested images, the model presented some limitations
when applied to scanned text images, or, more generally,
images presenting a large amount of high frequency
details very concentrated in some regions. The short sup-
ports associated to detailed regions were in these cases
counterbalanced by the long supports from the background
regions, and Eq. (5) resulted in too aggressive filtering for
these particular cases. Thus, it has been found advantageous
to switch off the filter when the standard deviation of the
distribution of variations between neighbor pixels (ssizev

and ssizeh
) in each direction is high. We found appropriate to



1 The images used on the experimental tests are available for

download at http://www.lps.ufrj.br/profs/eduardo/MMP.
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switch the filter off when the product of the standard
deviations exceeds the product of the average support
lengths by a given threshold, that is, when

ssizev
� ssizeh

vsizeavg
� hsizeavg

425: ð6Þ

In order to preserve natural edges on deblocked
images, the value of s is adapted in accordance to the
strength a found for the filter. If a large a was adopted, the
image needs strong deblocking, and the threshold to
switch-off the filter must also be high. If a is low, then
the image has a large amount of high frequency details,
and the value of s needs to be decreased in order to avoid
filtering natural edges. The value of s is related to a
through the equation

s¼ 50þ250a: ð7Þ

Using Eqs. (5) and (7), the proposed method is able to
adapt the filtering parameters for each frame of a given
video sequences only based on its local characteristics.

The impact of the initial block dimensions on the
objective quality gains was also evaluated for the pro-
posed method. It can be seen that the use of large blocks
does not affect negatively the performance of the algo-
rithm, as these blocks tend to be segmented every time
they are not advantageous. However, blocks with more
than 16 pixels in length are rarely used, and even when
the mapping procedure produces such large blocks, there
are no quality gains associated to their use. They only
contribute to increasing the overall computational com-
plexity of the algorithm. On the other hand, using small
initial blocks restricts the maximum smoothing power
achievable by the filter, and consequently the maximum
gains that the method can achieve. We verified that
16�16 blocks are the best compromise for most situa-
tions, even for images compressed with HEVC using
64�64 blocks. Therefore, we adopted 16�16 blocks as
a default parameter for the method, without a significant
impact in its performance.

3.5. Computational complexity

The computational complexity of the proposed
method depends mainly on two procedures: the creation
of the filter map and the deblocking process itself.

The mapping procedure has a very low computational
complexity, when compared with the filtering process.
It only requires to subtract each pixel to its previous
neighbor, accumulate the result, and compare the accu-
mulated value with the threshold t, in order to decide
whether to segment or not the current block. This can be
regarded as a linear function O(n), that depends on n,
the number of pixels on the entire image. Only integer
operations need to be performed.

The filtering process is a direct implementation of
bilateral filters, whose computational complexity is also
a linear function O(n �m), that depends from n, the
number of pixels in the image, and m, the number of
pixels used in the filter support, as the deblocked image is
obtained through the convolution of the input image with
the deblocking kernel. As variable filter support lengths
are used, the computational complexity is maximized by
the case where the maximum block size is used for all the
pixels on the image.

Consequently, the resultant computational complexity
is comparable to those from the methods from [9,4], and
significantly lower to that from [13], that performs an
adaptive multipass deblocking. The computational com-
plexity is also considerably lower than that of interactive
methods, such as the method presented in [8].

4. Experimental results

The performance of the proposed method was evalu-
ated not only for still images, but also for video sequences,
through comparison with several state-of-the-art block
based encoders.

4.1. Still image deblocking

In our experiments, the performance of the proposed
method was evaluated not only for images encoded using
MMP, but also using two popular transform-based algo-
rithms: JPEG and H.264/AVC, in order to demonstrate its
versatility.

For images compressed using MMP, the proposed
method was compared with the method proposed in
[22]. As MMP is not a normative encoder, the filter
parameters may be optimized by the encoder and trans-
mitted to the decoder, in order to maximize the PSNR of
the reconstruction. With this approach, the best objective
quality gains are always achieved, and we have the
guarantee that the deblocking filter never degrades the
image’s PSNR.

Consistent objective image quality gains, as well as more
effective deblocking effect were obtained, when compared
with the method presented in [22]. The improved mapping
procedure used to estimate the block dimensions proposed
in this paper eliminates the effects of erroneous considera-
tion of accurately predicted blocks as smooth blocks
observed in [22]. This avoids the exaggerate blurring of
some detailed regions, with impact on the PSNR value of the
filtered image. Furthermore, the new mapping procedure
allows the use of a stronger deblocking in smooth regions,
without degrading image details.

The comparative objective results are summarized in
Table 1, while Figs. 5 and 6 present a subjective compar-
ison between the two methods.1 It can be seen that the
proposed method achieves higher PSNR gains than the
method from [22], for all cases. Additionally, it can be
seen in Figs. 5 and 6 that the blocking artifacts are more
effectively attenuated in both images, resulting in a better
perceptual quality for the reconstructed image. High
frequency details, like the ones on the headscarf from
image Barbara, are successfully preserved by the pro-
posed method.

The inefficiency of the method from [22] becomes
evident in Fig. 6. The high frequency patterns from the

http://www.lps.ufrj.br/profs/eduardo/MMP
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headscarf tend to be efficiently predicted, and coded using
relatively large blocks. The mapping used did not
reflected the high frequency present in these regions,
and the patterns tend to be considerably blurred. As a
result, the deblocking filtering is disabled, in order to
avoid the image’s PSNR degradation.

It is also important to notice that the adaptability of
the proposed method allows it to disable the deblocking
Table 1
Results for MMP coded images (dB).

Lena
Rate (bpp) 0.128 0.315 0.442 0.600

No filter 31.38 35.54 37.11 38.44

Original [22] 31.49 35.59 37.15 38.45

Proposed 31.67 35.68 37.21 38.48

Peppers
Rate (bpp) 0.128 0.291 0.427 0.626

No filter 31.40 34.68 35.91 37.10

Original [22] 31.51 34.71 35.92 37.10

Proposed 31.73 34.77 35.95 37.11

Barbara
Rate (bpp) 0.197 0.316 0.432 0.574

No filter 27.26 30.18 32.39 34.43

Original [22] 27.26 30.18 32.39 34.43

Proposed 27.38 30.31 32.51 34.52

PP1205
Rate (bpp) 0.378 0.576 0.765 1.005

No filter 27.13 31.08 34.54 37.67

Original [22] 27.13 31.08 34.54 37.67

Proposed 27.14 31.09 34.54 37.67

Fig. 5. A detail of image Lena 512�512, encoded with MMP at 0.128 bpp. (

(c) Proposed method 31.67 dB (þ0.29 dB).

Fig. 6. A detail of image Barbara 512�512, encoded with MMP at 0.316 bpp.

(c) Proposed method 30.31 dB (þ0.13 dB).
filter for non-smooth images, such as text documents
(PP1205), thus preventing highly annoying smoothing
effects.

The versatility of the proposed method was evaluated
by comparing it with the in-loop filter of H.264/AVC [9].
The images were encoded with JM 18.2 reference soft-
ware, with and without the use of the in-loop filter. The
non-filtered images were then subjected to a post-filter-
ing with the proposed method. In order to preserve the
compliance with the H.264/AVC standard bit-stream, the
default values for a, s and t proposed in Section 3.4
were used.

Figs. 7 and 8 present a subjective comparison between
the proposed method and the in-loop filter of H.264/AVC
[9]. In the reconstructions obtained with the in-loop filter
disabled (Figs. 7a and 8a), blocking artifacts are quite
obvious at such compression ratios. It is also interesting to
notice that the deblocking artifacts have a different
distribution than the ones presented by Figs. 5a and 6a,
respectively. This happens because, unlike MMP, H.264/
AVC only uses a limited set of pre-established block
sizes. This results in the appearance of blocking arti-
facts in less regions, all at predictable locations (the grid
that defines those transform block’s boundaries), but that
tend to be more pronounced at similar compression
ratios.

In Figs. 7b and 8b, it can be seen that the in-loop filter
used by H.264/AVC [9] is effective in reducing the
deblocking artifacts, at the cost of blurring some details.
The reconstruction obtained using the proposed method,
presented in Figs. 7c and 8c, respectively, shows at least
an equivalent perceptual quality, with a marginal objec-
tive performance advantage in most cases, with all the
advantages of using a post-processing filter instead of an
a) No deblocking 31.38 dB. (b) Method from [22] 31.49 dB (þ0.11 dB).

(a) No deblocking 30.18 dB. (b) Method from [22] 30.18 dB (þ0.00 dB).



Fig. 7. A detail of image Lena 512�512, encoded with H.264/AVC at 0.113 bpp. (a) In-loop deblocking [9] disabled 30.75 dB. (b) In-loop deblocking [9]

enabled 31.10 dB (þ0.35 dB). (c) Proposed method 31.11 dB (þ0.36 dB).

Fig. 8. A detail of image Barbara 512�512, encoded with H.264/AVC at 0.321 bpp. (a) In-loop deblocking [9] disabled 29.72 dB; (b) In-loop deblocking

[9] enabled 29.87 dB (þ0.15 dB). (c) Proposed method 29.84 dB (þ0.12 dB).

Table 2
Results for H.264/AVC coded images (dB).

Lena
Rate (bpp) 0.128 0.260 0.475 0.601

No filter 31.28 34.48 37.20 38.27

Original [9] 31.62 34.67 37.24 38.27

Proposed 31.63 34.72 37.31 38.31

Peppers
Rate (bpp) 0.144 0.249 0.472 0.677

No filter 31.62 33.77 35.89 37.09

Original [9] 32.02 33.99 35.90 37.02

Proposed 31.98 33.99 35.95 37.11

Barbara
Rate (bpp) 0.156 0.321 0.407 0.567

No filter 26.36 29.72 31.13 33.33

Original [9] 26.54 29.87 31.28 33.45
Proposed 26.59 29.84 31.25 33.42

PP1205
Rate (bpp) 0.310 0.586 0.807 1.022

No filter 23.95 27.61 30.37 32.91

Original [9] 24.05 27.75 30.55 33.09
Proposed 24.03 27.65 30.35 32.91

Table 3
Results for JPEG coded images (dB).

Lena
Rate (bpp) 0.16 0.19 0.22 0.25

No filter 26.46 28.24 29.47 30.41

Method from [4] 27.83 29.55 30.61 31.42
Proposed 27.59 29.32 30.46 31.29

Barbara
Rate (bpp) 0.20 0.25 0.30 0.38

No filter 23.49 24.49 25.19 26.33

Method from [4] 24.39 25.26 25.89 26.86
Proposed 24.18 25.03 25.52 26.42

Peppers
Rate (bpp) 0.16 0.19 0.22 0.23

No filter 25.59 27.32 28.39 29.17

Method from [4] 27.33 28.99 29.89 30.54
Proposed 26.64 28.14 29.10 29.74
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in-loop filter. Furthermore, the use of the pre-established
parameters’ values result in a fully compliant algorithm.

The objective results presented in Table 2, for four
different images with different natures, demonstrate that
the proposed method is able, in several cases, to outper-
form the objective quality achieved by the H.264/AVC in-
loop filter.

The proposed method was also tested using images
encoded with JPEG. Significant quality improvements
were also achieved in this case, as seen in Table 3. In this
case, the proposed method was not able to outperform
the method from [4]. One should note, however, that the
method from [4] is specifically optimized for JPEG, since it
takes advantage of the knowledge regarding the possible
location of artifacts (JPEG uses a fixed 8 �8 transform)
and the artifact strength (using information from the
image’s quantization table), unlike the proposed method
that does not make any assumption about the way the
image was encoded. However, the proposed method is
still able to achieve a significant objective and perceptual
quality improvement for these cases.

In Figs. 9 and 10, we present the objective results
obtained by both methods, for images Lena and Barbara.
Blocking artifacts are evident in both the original recon-
structions (Figs. 9a and 10a) at such compression ratios.
From Figs. 9b and 10b, it can be seen that the method
from [4] is able to significantly reduce the amount of
blocking artifacts, increasing the perceptual quality of the



Fig. 9. A detail of image Lena 512�512, encoded with JPEG at 0.245 bpp. (a) Original 30.41 dB. (b) Method from [4] 31.42 dB (þ1.01 dB). (c) Proposed

method 31.29 dB (þ0.88 dB).

Fig. 10. A detail of image Barbara 512�512, encoded with JPEG at 0.377 bpp. (a) Original 26.62 dB. (b) Method from [4] 27.13 dB (þ0.51 dB).

(c) Proposed method 26.69 dB (þ0.08 dB).
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reconstructed images. From Figs. 9c and 10c, it can be seen
that despite the lower quality gain, the proposed method is
also able to significantly reduce the amount of blocking
artifacts, specially on images with a low pass nature, such as
image Lena. For image Barbara, the reduction of blocking
artifacts are not so strong, but the method was still able to
increase the perceptual quality for this image.

Fig. 11 summarizes the objective results achieved by
the proposed method, when used to filter four different
images, compressed using the three tested encoders. In
order to illustrate the performance of the proposed
method for a wide range of image types, the results are
presented for images with different levels of details.
Images Lena, Goldhill and Barbara are natural images
presenting, respectively, low, medium and high levels of
detail. Image PP1205 results from a scanned text docu-
ment, and presents a large amount of high frequency
transitions, in order to evaluate how the method performs
in extreme conditions.

The figure shows the PSNR gain achieved by the
proposed method, over the non-filtered reconstruction.
For H.264/AVC and JPEG, the gain is presented using the
pre-determined parameters’ values, but also the optimal
values, that are obtained by testing all possible values, in
order to evaluate the impact of the proposed approxima-
tion. It can be seen that the PSNR gain obtained using the
pre-determined values is close to that obtained using the
optimal parameters at high compression ratios. This
corresponds to the case where a strong filtering is most
needed, as blocking artifacts are in these cases more
pronounced. The difference tends to increase for highly
detailed images, because the default parameters were
defined using a conservative approach, in order to avoid
applying a too aggressive filtering, which would introduce
blurring on high detailed regions.

An interesting phenomenon can be observed in
Fig. 11d. Contrarily to the tendency observed for the other
images, the PSNR gain for image PP1205, compressed
using JPEG, increases when the compression ratio
decreases, for the bitrate range presented in the figure.
This happens because the PSNR achieved using JPEG at
such compression ratios is low for this highly detailed
image, with almost all details being degraded. Conse-
quently, the deblocking filter does not have sufficient
information to increase the general image’s quality. When
the compression ratio decreases, the amount of detail
increases, and the filter becomes able to more signifi-
cantly increases the PSNR gain. This tendency is however
inverted when the reconstruction achieves a high level of
detail, and the filtering process becomes no more bene-
ficial. The gain then starts to decrease, in accordance to
the other results. This inflexion point occurs at approxi-
mately 1.4 bpp, for the case of image PP1205.

4.2. Video sequences deblocking

The proposed method was also evaluated for video
sequences deblocking. The objective was to access its
performance when applied to Inter-coded frames. This
approach imposes the additional challenge of locating
blocking artifacts on Inter-frames, as motion compensa-
tion using non-deblocked references may introduce
blocking artifacts in any location of the reconstructed
images. This is different from the case of Intra-frames,
where these artifacts only appear at the block boundaries.
Additionally, disabling the in-loop filter causes the Inter-
frames to be encoded using non-deblocked references,
which reduces the probability of finding good matches for
the blocks during motion estimation (ME). As a result, the
motion compensation residue energy increases, decreasing
the compression efficiency of Inter-frames and consequently
the overall performance of the compression algorithm. For
these reasons, achieving competitive results using a post-
processing deblocking algorithm requires higher quality
gains than that of an equivalent in-loop method, in order
to compensate the lower ME performance.
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Fig. 11. Comparative results for the images Lena, Goldhill, Barbara and PP1205 (512�512).
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Table 4 summarizes the results obtained for the first 128
frames of three high definition (1920�1080 pixels) well
known test sequences.2 These results were generated using
JM18.2 H.264/AVC reference software, operating at high
profile, either enabling or disabling the in-loop deblocking
filter [9]. The non-filtered sequences were then subjected to
post-filtering with the proposed method, using the para-
meter estimation proposed in Section 3.4. Consequently, the
bitrate presented by the non-filtered sequence must be also
considered for the sequence reconstructed with the pro-
posed method. A set of commonly used parameters was
adopted for these experiments, namely a GOP size of 15
frames, with an IBBPBBP pattern at a standard frame-rate of
30 fps. For ME, the Fast Full Search algorithm was adopted,
with a 32 pixels search range and five reference frames.
Only the PSNR values of the Luma component are presented,
as references being representative to the overall results.

Unlike the case of still images, that are compressed as
Intra-frames, the difference in the ME efficiency contri-
butes to a significant difference between the achieved
bitrates with the various filters, making a direct
2 The used test video sequences are available for download at http://

media.xiph.org/video/derf/.
comparison of the results difficult. In order to improve
this comparison, we computed the Bjøntegaard delta (BD)
PSNR [24] between the two sets of results. The BD-PSNR is
a metric computed as the average PSNR gain in the
interval of overlapping bitrates of both sets of results.
Consequently, this measure provides a reliable indication
of which encoder performs better, on average, in that
interval.

As it can be seen from Table 4, the post-filtering using
the proposed method is able to significantly increase the
average objective quality of the reconstructed video
sequences, achieving global results close to those
obtained enabling the H.264/AVC in-loop filter [9]. For
the sequence Rush Hour, the average PSNR as a BD-PSNR
decreases of up to 0.85 dB when the H.264/AVC in-loop
filter is disabled, but the proposed method is able to
reduce the performance gap to just 0.16 dB, which repre-
sents an average PSNR gain of 0.69 dB on the interval
of the tested bitrates. Furthermore, the PSNR gains are
approximately constant for all types of frames, as is
shown in Fig. 12. This figure presents the PSNR both for
the original (non-filtered) and post-processed first 45
frames from sequence Rush Hour, encoded using QP 43-
45 (for I/P and B frames). These results demonstrate that
the proposed method is able to accurately identify

http://media.xiph.org/video/derf/
http://media.xiph.org/video/derf/


Table 4
Results for H.264/AVC coded video sequences (dB).

QP (I/P–B) In-Loop [9] ON In-Loop [9] OFF Proposed BD-PSNR (dB)

Bitrate (kbps) PSNR (dB) Bitrate (dB) PSNR (dB) PSNR (dB)

Rush Hour
48–50 272.46 30.62 288.24 29.99 30.69 (þ0.70) �0.16

43–45 478.65 33.62 500.79 32.92 33.67 (þ0.75)

38–40 865.48 36.38 903.19 35.73 36.42 (þ0.69)

33–35 1579.27 38.76 1636.38 38.23 38.80 (þ0.57)

Pedestrian
48–50 409.69 28.68 420.79 28.18 28.75 (þ0.56) �0.14

43–45 711.64 31.93 730.58 31.43 32.01 (þ0.58)

38–40 1216.63 34.89 1243.96 34.44 34.83 (þ0.39)

33–35 2080.58 37.43 2107.30 37.09 37.17 (þ0.08)

Blue Sky
48–50 572.47 26.74 583.90 26.40 26.71 (þ0.30) �0.11

43–45 912.33 30.25 924.21 29.99 30.28 (þ0.29)

38–40 1557.29 33.77 1566.44 33.54 33.73 (þ0.19)

33–35 2737.99 37.10 2740.06 36.90 36.82 (�0.08)
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Fig. 12. PSNR of the first 45 frames from sequence Rush Hour, com-

pressed using QP 43–45, with the H.264/AVC in-loop filter disabled, and

same 45 frames post-deblocked using the proposed method.
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Fig. 13. PSNR of the first 45 frames from sequence Rush Hour, com-

pressed using QP 43–45, with the H.264/AVC in-loop filter disabled only

for B frames, and same 45 frames post-deblocked using the proposed

method.

N.C. Francisco et al. / Signal Processing: Image Communication 27 (2012) 985–997 995
blocking artifacts also on Inter-frames, enhancing both
the subjective and objective quality for all frames from
the video sequence, independently of the coding tools
used in their compression.

Motivated by these observations, we performed
another experimental test, where the proposed post-
deblocking method was used and the H.264/AVC in-loop
filter was only disabled for non-reference frames. With
this approach, there is no performance degradation on
ME, allowing a more direct comparison between the gains
resulting from the proposed method and those from the
H.264/AVC in-loop filter. The result for the same 45
frames of sequence Rush Hour compressed using QP 43-
45 is presented in Fig. 13.

In this case, the proposed method was able to outper-
form the H.264/AVC in-loop filter, with a BD-PSNR gain of
0.10 dB, when applied to all frames of the video sequence.
Fig. 13 shows that the proposed method was not only able
to improve the objective quality of the Inter-frames
where the in-loop filter was not applied, but also to
increase the objective quality of the reference frames that
were already filtered using the in-loop filter. In this case,
the increase of the PSNR is not significant, but the details
and the objective quality are preserved. This was also the
case for when the proposed method was applied to video
sequences encoded with the H.264/AVC in-loop filter
enabled for all frames, with gains up to 0.08 dB on the
average PSNR. This can be important while post-proces-
sing a given video sequence, as it works regardless of the
use or not of the loop filter, corroborating the fact that
the proposed post-deblocking filter does not require any
knowledge regarding the way it was encoded.

It is important to notice that, unlike the case of the
H.264/AVC in-loop filter [9], where its in-loop nature
imposes that both the encoder and the decoder must
perform the same filtering tasks in order to avoid drift, the
proposed method only requires the decoder to filter the
reconstructed video sequence. Additionally, the filter can
be switched on and off for arbitrary frames. It can be
switched off when the computational resources are in
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large demand, and can be switched back on when more
computational resources are available. Such adaptability
is not possible with the techniques from [9], where
disabling the filters at some point of the decoding process
results on the loss of synchronism between the encoder
and the decoder.

The proposed method was also used to deblock video
sequences encoded with the upcoming, highly efficient
HEVC video coding standard [12]. For that purpose, we
used the HM5.1 reference software, disabling both the in-
loop and the ALF deblocking filter [13]. The unfiltered
sequences were then subjected to a post-processing using
the proposed algorithm, and the results are compared
with those obtained by HEVC with both filters enabled.

The main objective of these tests was to evaluate the
performance of the proposed method for the upcoming
video standard, that uses a new set of coding tools, such as
64�64 unit blocks vs. the 16�16 blocks used on H.264/
AVC and 8�8 blocks from JPEG. Some default parameters
for HM5.1 were used in the experiments, such as a hier-
archical-B (with an intra-period of 8) configuration. A
gradual 1 QP increment was used for Inter-frames at higher
levels. Motion estimation used the EPZS algorithm, with a
64 pixels search range.

The results are summarized in Table 5, for the same
video sequences used to evaluate the deblocking in
H.264/AVC (Table 4), in order to allow a direct comparison
between the deblocking performance for both video
codecs. As in H.264/AVC, disabling the filters has a signifi-
cant impact on the compression efficiency of the algorithm.
PSNR losses of up to 0.5 dB can be observed in some cases.
Despite being outperformed by the HEVC filtering tools, the
proposed method was able to significantly enhance the
objective quality of the reconstructions in most cases, with
increases of up to 0.28 dB in the average PSNR of the
reconstructed sequences. This demonstrates once more the
versatility of the proposed post-processing algorithm. Addi-
tionally, the subjective quality of the video signal was
globally increased, with a considerable reduction of blocking
artifacts.
Table 5
Results for HEVC coded video sequences (dB).

QP (I/P–B) In-Loop [13] ON In-Loop [13

Bitrate (kbps) PSNR (dB) Bitrate (dB)

Rush Hour
48 214.14 34.41 216.27

43 404.23 36.69 410.19

38 785.83 38.75 798.08

33 1655.04 40.67 1683.73

Pedestrian
48 322.32 32.68 321.74

43 576.87 35.20 575.34

38 1040.16 37.50 1036.70

33 2003.40 39.68 1995.11

Blue Sky
48 414.47 32.10 422.10

43 715.92 35.01 727.25

38 1261.90 37.80 1284.25

33 2327.27 40.41 2369.07
These results demonstrate that, despite not being as
efficient as the highly complex and algorithm-specific
HEVC deblocking filters [13], the proposed method is still
able to present a consistent performance when applied to
signals encoded using this algorithm. This corroborates
the high versatility of the proposed method and its
independence relatively to the encoding tools used to
compress the input images. Furthermore, the higher
performance presented by [13] comes at the expense of
a higher computational complexity resultant from the
multipass adaptive filter. Such as in the case of the H.264/
AVC in-loop filter, activating HEVC filters [13] imposes
that both the encoder and the decoder need to perform
this task, in order for them to remain synchronized,
avoiding drift. Therefore, it is also not possible to switch
the HEVC filters on and off arbitrarily in the decoder,
according to the availability of computational resources.

5. Conclusions

In this paper we present an image post-deblocking
scheme based on adaptive bilateral filters. The proposed
method performs a total variation analysis of the encoded
images to build a map that defines the filter’s shape and
length for each region on the image. Regions with low
total variation are assumed to have a smooth nature and
are strongly filtered, using filters with wide support
regions to eliminate the artifacts in the blocks’ bound-
aries. Regions with high total variation are assumed to
contain a high level of detail, and are only softly filtered.
The ability to reduce the length of the filter’s support
region or even to disable the filtering minimizes the
blurring effect caused by filtering these regions.

Unlike other approaches, the proposed technique is
universal, not being specifically tailored for any type of
codec, being applicable both to still images and video
sequences. This is confirmed by the objective and sub-
jective image quality gains that have been observed for
several tested codecs, namely MMP, JPEG, H.264/AVC and
the upcoming standard HEVC. Additionally, the method is
] OFF Proposed

PSNR (dB) PSNR (dB) BD-PSNR (dB)

34.00 34.27 (þ0.26) �0.20

36.25 36.53 (þ0.28)

38.32 38.60 (þ0.28)

40.28 40.53 (þ0.25)

32.25 32.49 (þ0.24) �0.20

34.76 35.00 (þ0.24)

37.11 37.28 (þ0.17)

39.36 39.39 (þ0.02)

31.52 31.54 (þ0.02) �0.67

34.45 34.44 (�0.01)

37.26 37.20 (�0.05)

39.95 39.78 (�0.17)
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a post-processing technique, that does not impose the
transmission of any side information, resulting in a fully
compliant algorithm regardless of the codec used to com-
press the image.
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