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Abstract

Multiple Traveling Salesman Problem (MTSP) is able to model and solve various real-life applications
such as multiple scheduling, multiple vehicle routing and multiple path planning problems, etc. While
Traveling Salesman Problem (TSP) focuses on searching a path of minimum traveling distance to visit
all cities exactly once by one salesman, the objective of the MTSP is to find m paths for m salesmen
with a minimized total cost - the sum of traveling distances of all salesmen through all of the respective
cities covered. They have to start from a designated depot which is the departing and returning location
of all salesmen. Since the MTSP is a NP-hard problem, a new effective Genetic Algorithm with Local
operators (GAL) is proposed in this paper to solve the MTSP and generate high quality solution within a
reasonable amount of time for real-life applications. Two new local operators, Branch and Bound (BaB)
and Cross Elimination (CE), are designed to speed up the convergence of the search process and improve
the solution quality. Results demonstrate that GAL finds a better set of paths with a 9.62% saving on
average in cost comparing to two existing MTSP algorithms.

Keywords: Multiple Traveling Salesman Problem, Genetic Algorithm, Branch and Bound algorithm,
Local operators

1. Introduction

Traveling Salesman Problem (TSP) is a widely stud-
ied optimization problem. Given a set of cities and
the distances between them, the TSP is defined as
a path searching problem for a salesman to visit all
cities exactly once, starting and ending at the same
city. The objective of a TSP is to minimize the trav-
eling distance of the salesman. Many real-life appli-

cations can be modeled as a TSP, such as the printed-
circuit-boards drilling problem 1, the order-picking
problem2 and the wallpaper minimization problem
3.

Multiple Traveling salesman Problem (MTSP) is
an extension of the TSP, which has more than one
salesman deployed concurrently to visit the cities.
All salesmen depart from and return to the same de-
pot. Except for the depot, each of the cities can only
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be visited by exactly one salesman. Minimizing the
total cost of all paths taken by the salesmen is the
goal of an MTSP. Some typical applications of the
MTSP are path planning 4, scheduling 5and school-
bus routing 6.

Our work is motivated by the multiple quad-
copter paths planning problem. Compared to fixed-
wing aerial vehicles, quadcopters have different
aerodynamics. As the flight time is highly lim-
ited by the internal batteries, an effective path plan-
ning algorithm can help to accomplish as many tasks
as possible within a deployment of multiple quad-
copters. Such a problem can be modeled as a three-
dimensional MTSP.

The MTSP can also be extended with different
constraints or objectives, such as the multiple ob-
jective 7, multiple depot 8, multiple vehicle routing
problem 10, traveling salesman problem with multi-
ple Stacks?etc. Designing efficient algorithms for
the MTSP can also benefit these problems. Cur-
rently, the existing works mostly focus on modeling
real-life scenarios into MTSP but only a few have
the potential to solve the MTSP efficiently.

Because the MTSP is a NP-hard problem 11,
there is no known polynomial-time algorithm for
the MTSP. Therefore, it is more realistic to resolve
the problem by heuristic algorithms. In this pa-
per, an efficient algorithm based on genetic algo-
rithm(GA), called Genetic Algorithm with Local op-
erators (GAL) is proposed and developed to solve
the MTSP. The major contributions of this paper are:
1) we have designed a GA-based algorithm for solv-
ing MTSPs effectively and; 2) we have proposed two
novel local operators for the GA to improve its con-
vergence speed.

We organize the paper as follows. Section 2 re-
views the related research. In Section 3, the problem
definition and formulation are discussed. The algo-
rithm is described in detail in Section 4. Experimen-
tal results and discussions are reported in Section 5.
The conclusion is presented in Section 6.

2. Related Work

The practical algorithms to solve the MTSP can
be categorized into exact and meta-heuristics algo-

rithms. The selection of an algorithm mainly de-
pends on the problem size. Exact algorithms are
suitable for small-scale problems to get the optimal
solution. Due to the NP-hard nature of the MTSP,
heuristic algorithms are more popular in solving
large-scale MTSPs. The cutting-planes algorithm 12

was used to optimally solve the problem with less
than 100 cities.

An extended simulated annealing algorithm 13

was developed to solve augmented TSPs and MT-
SPs. The proposed algorithm does not require trans-
formation 14 from an MTSP form to the standard
TSP form before solving the problem.

A modified Genetic Algorithm (GA) 15 with a
new crossover framework, which balances the com-
putation time and the quality of the solution, was in-
troduced in the paper to model the hot rolling prob-
lem into the MTSP and handle by GA.

A two-part chromosome encoding scheme 16 for
GA was proposed. By eliminating redundant solu-
tions, the size of solution space reduces and con-
vergence is improved. The experiments indicated
that this encoding method produces the best solu-
tion, comparing to the existing encoding methods
with the same execution time. For this reason, sub-
sequent works on solving MTSPs using GA mostly
adopted this chromosome encoding method in their
work.

GA with 2-opt local operator 17 for solving the
MTSP was invented. In the paper, the initial popula-
tion is generated using the nearest neighbor method
to introduce greedy initial population to enhance the
convergence speed in the early stages. 2-opt lo-
cal operator was adopted to avoid pre-mature con-
vergence of the algorithm. Various mutation and
crossover operators for MTSPs were designed and
compared by the authors 18. The result showed
proper operator design can boost the performance.

When the number of cities in an MTSP is rel-
atively large (>500 cities), Ant Colony Optimiza-
tion (ACO) 19 was likely to produce better solutions
comparing to GA on MTSPs. The result had been
further improved by using the elite ACO 20. The
initial paths are generated by the Sweep Algorithm
to cluster the cities by the polar coordinate angles
between the cities and the depot, which creates a
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greedy initial population. A 3-opt local operator is
also applied to speed up the convergence. To en-
hance the capability to escape from local optimum
points, the same authors designed an insert, swap,
and 2 opt algorithm 21. Five local search schemes 22

were introduced by the authors to improve the result
without much increased time complexity.

Inspired by the existing works mentioned above,
the work done in this paper further improves the con-
vergence speed of using GA to solve the MTSP with
two novel local operators.

3. Methodology

3.1. Problem Definition and Formulation

The MTSP is defined as follows: given m salesmen,
n cities and the visiting cost C (an n by n matrix)
between the cities, search the visiting sequences for
the m salesmen such that the total visiting cost of all
salesmen is minimized. Each city can only be visited
exactly once by one of the salesmen. All salesmen
start from and return to the same depot (which is not
counted as a city to be visited). Each salesman has
to visit at least 1 city and at most P cities.

The assignment-based integer programming rep-
resentation for the MTSP is presented as follows:
The cities and the visiting routes can be represented
as an undirected and complete graph G = (V,E)
which contains a set V of n vertices (the cities) and a
set E of n2 (the routes between cities) edges, where
V0 ∈V is denoted as the depot for the salesmen. The
rest of the n−1 vertices V \{V0} represent the cities
to be visited. Each vertex Vi is associated with a po-
sition (xi,yi) in the Cartesian-coordinate system. Ei j
∈ E is the edge traveling from vertex Vi to Vj associ-
ated with a traveling cost Ci j, which is the Euclidean
distance between the vertices Vi and Vj. Therefore,
the visiting cost is symmetric, i.e. Ci j = C ji.

A binary variable Xi j is defined to indicate the
usage of an edge from vertex Vi to Vj in the solution.
It equals to 1 if edge Ei j is included in the solution
path and 0 otherwise. P is the maximum number of
cities that one salesman can visit in a path. There-

fore, the problem is formulated as

minimize
n−1

∑
i=0

n−1

∑
j=0

Ci jXi j

subject to

xi j ∈ {0,1},∀ei,e j ∈ E (1)

n−1

∑
j=1

X0 j = m (2)

n−1

∑
i=1

Xi0 = m (3)

n−1

∑
i=0

Xi j = 1, j = 1...n−1 (4)

n−1

∑
j=0

Xi j = 1, i = 1...n−1 (5)

ui−u j +P ·Xi j 6 P−1 , f or 1 6 i 6= j 6 n−1
(6)

Constraints (2) and (3) ensure that there are ex-
actly m salesmen departing from and returning to
the depot. Each vertex is entered and exited by ex-
actly one salesman, as ensured by constraints (4) and
(5). Constraint (6) is called the subtour elimination
constraints 23, which prevents the paths from being
formed without depot, where ui represents the num-
ber of cities visited from the depot up to vertex i for
any salesman.

3.2. Genetic Algorithm Solution

GA is a mulitpoint stochastic search algorithm
which was first proposed by Holland 24. It simulates
the natural evolution process to generate solutions
and search the optimal solution(s) for optimization
problems. Considerable amount of researches on us-
ing GA to solve TSP or MTSP have been done suc-
cessfully with satisfactory results.

In GA, the candidate solution is usually encoded
in a numeric vector called ’chromosome’. Each
number inside the chromosome is considered as a
gene. Then a set of individuals containing the ran-
domly generated chromosomes forms a population.
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Each individual is evolved by selection, mutation
and crossover operators. The mutation operator ran-
domly changes one or more genes to keep the di-
versity of the population, where the crossover oper-
ator attempts to combine the advantages of the par-
ent chromosomes to form the child chromosome. A
fitness value is computed to evaluate the quality of a
chromosome. For the MTSP, the fitness value equals
to the total traveling costs of all salesmen. Hence,
the optimal solution is found when the fitness value
is minimized.

Our proposed algorithm is also a GA. The com-
plete process of the proposed algorithm is shown in
Figure 1. The termination criteria can be set as fixed
number of generations, fixed execution time or ter-
mination time if no significant improvement can be
made compared to the preceding generations.

Fig. 1. Evolution process the proposed GA algorithm

3.2.1. Chromosome Representation

There are several ways to encode an MTSP solution
into a chromosome, including one chromosome15,
two chromosomes 25, two-part chromosome 16 etc.
With the condensed solution space, experimental re-
sults have demonstrated that two-part chromosome
performs the best in terms of convergence speed and
quality of solution. Hence, two-part chromosome
representation is adopted in this work.

Each chromosome is composed of a numeric
vector with length n+m− 1. The first n− 1 genes
represent the visiting permutation for the salesmen.

The remaining m genes represent the number of
cities for each salesman to visit. One of the chromo-
some representation examples is shown as follows,
where Gi represents each city visited and L j is the
number of cities visited by salesman j.

Chromosome= [G1,G2, ...,Gn−2,Gn−1,L1,L2, ...,Lm−1,Lm]

Because all salesmen must depart from and re-
turn to the depot (V0), this city is not included inside
the chromosome to save the memory usage. A chro-
mosome representation example with 11 cities and 3
salesmen is illustrated in Figure 2. In this example,
the first salesman is responsible for visiting 5 cities
as stated in the second part of the chromosome. The
visiting cities’ permutation of the first salesman is 0
(Depot)→ 9→ 8→ 1→ 3→ 6→ 0 (Depot). The
visiting cities’ permutation of the second salesman
is 0 (Depot)→ 7→ 2→ 10→ 0 (Depot). Finally,
the visited cities’ permutation of the third salesman
is 0 (Depot)→ 4→ 5→ 0 (Depot).

Fig. 2. An example of two-part chromosome representation
for 10 cities and 3 salesman from the same depot

3.2.2. Initial Population Generation

A better quality of initial population can improve the
search efficiency since random permutation of cities
is unlikely to produce informative routes in the evo-
lution. A method modified from the Sweep Line al-
gorithm 20 is adopted in our work. The algorithm
generates a sweep line (dotted line in Figure 3) from
the depot to an arbitrary city. By sweeping the line
clockwise with the depot as center, a path ordered
by the polar angle is built as shown in Figure 3. This
approach assumes that if the cities have similar po-
lar coordinate angles, they tend to be closer to each
other.

Half of the initial population contain the gener-
ated paths using the Sweep Line algorithm, while the

International Journal of Computational Intelligence Systems, Vol. 11 (2018) 692–705
___________________________________________________________________________________________________________

695



remaining paths are randomly generated as random
permutations to maintain the diversity in the popula-
tion. After that, for each chromosome produced by
the Sweep Line algorithm, a segment of genes (i.e.
1% genes of the chromosome) is selected randomly,
the genes inside the segment are re-ordered using the
nearest neighbour method as follows: For the genes
in the selected segment, one of the genes is chosen
randomly as the starting gene. For the next gene,
the gene closest to the previous gene in the selected
segment will be chosen. When all the genes in the
newly constructed segment are re-ordered, they re-
place the original segment in the chromosome.

Fig. 3. An initial path generated by the Sweep line algo-
rithm

Next, the number of cities for each salesman en-
coded in the second part of the chromosome are ini-
tially evenly distributed. It avoids the paths having
excessive lengths at the beginning. The size of the
initial population is much larger than the population
size of later generations, and only 1.5% (50 over
3000) of the initial chromosomes are selected to be
evolved based on their diversity and fitness value.

3.2.3. Genetic Operators

Genetic operators are essential for GA to evolve
the chromosomes. They significantly influence the
search ability and convergence speed. Proper de-
sign of the genetic operators can further prevent
pre-mature convergence, which means the solution
is stuck in a local optimum. Hence, the choice of
proper genetic operators is essential.

As aforementioned, there are constraints on the
final solution. The cities inside the first part of the
chromosome must appear only once to ensure that
each city is visited only once. Besides, the sum of
the values in the genes of the second part of the
chromosome must be equal to the total number of
cities to be visited. Also, there is a maximum num-
ber of cities for each salesman to visit. Due to

these constraints, canonical genetic operators can-
not be directly adopted in this chromosome encod-
ing scheme. Therefore, modified genetic operators
are used to evolve the chromosomes.

Since the first and second parts of the chromo-
some contain different information and should not
be mixed, separate genetic operators for each part
are required.

There are two mutation operators for the first part
of the chromosome, which are the random swap and
the reverse swap operators. For the random swap
operator, two random distinct positions (Gi and G j)
are selected, where i 6= j, the genes in these two po-
sitions are exchanged. For the reverse swap oper-
ator, two random distinct positions are selected to
define segment, the position of the genes inside the
segment are reversed. Examples are shown in Fig-
ures 4 and 5 respectively.

Fig. 4. Random swap operator

Fig. 5. Reverse swap operator

For the second part of the chromosome, which
controls the number of cities for each salesman to
visit, random distribution mutation is applied as mu-
tation operator. Two random distinct positions (i and
j, where i 6= j) from the second part of the chromo-
some are selected. The gene in Gi will be incre-
mented by one, and the gene in G j will be decre-
mented by one as shown in Figure 6. Then we have
to check whether the result chromosome still fulfills
the number of cities per salesmen constraint, which
means Gi >= 1 and G j <= P, where P is the maxi-
mum number of cities allowed to visit for each sales-
man.

In the example shown in Figure 6, originally,
salesman 2 has to visit 7 cities while salesman 4 has
to visit 9 cities. After mutation, salesman 2 now vis-
its 8 cities while salesman 4 visits 8 cities.
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Fig. 6. Random distribution mutation operator for the sec-
ond part of a chromosome

Edge recombination crossover operator 26 is
modified to crossover the first part of the chromo-
some. This operator has been validated to be effi-
cient in solving the TSP. The key idea of this oper-
ator is that if an edge appears in both parent chro-
mosomes, it is believed to be a good edge and has
higher chance to be present in the optimal solution.

The neighboring information is stored in an edge
table. The table size is n ∗ 4, where each row rep-
resents a vertex, and the columns contain the neigh-
boring vertices information of that vertex. As each
vertex appears once in both parent chromosomes,
and it contains at most two neighbours in each parent
chromosome, hence the column size is determined
to be 4. The detail of this operator is presented in
Algorithm 1.

Algorithm 1: Edge recombination
crossover operator

Data: Two parent chromosomes P1,P2
Result: Two offspring chromosomes C1,C2

1 Record the neighbour vertices of both P1 and
P2 in the edge table;

2 for Each row in the edge table do
3 if repeated vertices are found in that row

then
4 This vertex has appeared in both

parents, mark it;
5 end
6 Copy the first 1/3 genes from P1 to C1 ;
7 Put the remaining vertices into an available

vertex list;
8 while C1 is not completed
9 Use the last gene of C1 as index, look up

that row in edge table;
10 if marked vertex(es) is found and at least

one is in available vertex list then
11 Select it as next gene. If there exists

more than one marked vertex, pick the
next gene randomly among them;

12

13 else if only unmarked vertex(es) is found
and at least one is in available vertex list
then

14 Select it as next gene. If there exists
more than one unmarked vertex, pick
the next gene randomly among them;

15 else
16 Look up the nearest 5 neighbour

locations using last gene of C1 as
index;

17 if at least one is in available vertex list
then

18 Select the closest available
neighbour as next gene

19 else
20 Randomly pick a location from

available vertex list
21 Remove the next gene vertex from

available vertex list;
22 Put the selected next gene behind the last

gene of C1;
23 end
24 Repeat Step 6 to Step 23 using P2 to replace P1

to generate C2;
25 return C1 and C2;

3.2.4. Local Operators

In the general GA evolution process, the conver-
gence power is determined by the mutation and
crossover operators. Local operators are used in
this work to boost the convergence rate. The opera-
tors use local search techniques to introduce greedy
chromosome segments into the population. To pre-
vent premature convergence, the operators should
only be executed in between specific generations
(e.g. 100 generations) and inside a small portion
(e.g. to the top 5 individuals only) of the popula-
tion. We have designed two local operators to opti-
mize the paths at different scales. The Cross Elim-
ination operator (CE) works in a global manner, it
can reduce the total traveling cost by rearranging the
visiting order of a large number of cities. In addi-
tion, the Branch-and-Bound operator (BaB) targets
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at producing an optimal path for a small segment of
the cities from one salesman path.

Cross Elimination Operator (CE) This local oper-
ator actively searches for the crosses formed inside
the paths, and attempts to remove them by reorder-
ing the cities sequence. The fundamental concept of
CE operator is similar to the 2-opt operator 27. If a
cross is formed inside a path(the sequence of cities
visited by one salesman), it means the path is not op-
timal. The cross searching technique of CE is based
on the Bentley Ottmann algorithm 28. It is a sweep-
line algorithm for detecting the crosses of a set of
line segments. The crosses in the MTSP can be clas-
sified into two types, namely the intra salesman path
crosses and the inter salesmen path crosses. An in-
tra salesman path cross is formed by the edges in a
single salesman path, while an inter salesmen path
cross is formed by the edges across two different
salesmen paths.

The CE operator needs to be performed carefully
to avoid incorrect result from being produced. It is
because solving a cross may generate new cross(es)
or remove other existing cross(es). An example is
shown in Figures 7 and 8. Therefore, before solv-
ing a cross, it should be checked to see whether the
cross still exists in the path or not. All the newly
generated crosses will be handled in the next cycle
of the process. To determine the cross solving order,
a list containing the estimated cost saving of solving
each cross is created and sorted by descending or-
der. The elimination will begin from the cross which
maximizes the cost saving first.

Fig. 7. Illustration of an intra salesman cross solving pro-
cess. Suppose we are solving the cross formed by EAF and
ECE . After solving this cross, cross formed by EAF ,EBD and
EAF ,EBE are also eliminated.

Fig. 8. Illustration of an intra salesman cross solving pro-
cess. We can see that a new cross is formed by EAC and
EBD after solving the cross formed by EAF and EEC.

Solving the intra salesman path crosses is always
feasible as the number of cities visited by each sales-
man remains unchanged and total traveling cost al-
ways decrease. For the inter salesman path cross,
the solving process is more complicated. There ex-
ists two different options to handle it, as shown in
Figure 9 to 11. It is possible that the new solu-
tion violates the path length constraint (i.e., each
salesman has to visit at least 1 city and at most P
cities). We can see that one of the newly generated
paths becomes longer while the other path becomes
shorter in Figure 11, that means one salesman will
visit 5 cities and the other salesman will visit 3 cities.
Hence, when handling inter salesman path crosses,
we need to consider whether the result can still sat-
isfy the path length constraints or not and which way
to solve the cross such that most costs are saved.
This can be achieved by estimating the number of
cities and the fitness of the paths after cross solving
respectively.

Fig. 9. Input path

Fig. 10. Solution 1 by Cross Elimination

Fig. 11. Solution 2 by Cross Elimination
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After a solving sequence is built, crosses solv-
ing can be executed in order. As stated in the pre-
vious paragraph, the crosses in the path may change
after a cross is solved, some new crosses may be
formed and are not detected by the initial checking.
The cross solving process will iterate for several cy-
cles (at most 5 cycles) or stop when no major im-
provement (at least 1% improvement in fitness) can
be achieved.

Branch-and-Bound Operator (BaB) This local
operator is based on the Branch-and-Bound algo-
rithm. The algorithm is designed for searching the
optimal solution of discrete and combinatorial opti-
mization problems. It consists of a systematic enu-
meration of candidate solutions by the means of
state-space search: the set of candidate solutions
form a rooted tree with the full set at the root. The
algorithm explores branches of this tree, which rep-
resent subsets of the solution set. Before enumerat-
ing the candidate solutions of a branch, the branch
is checked against the upper and/or lower estimated
bounds on the optimal solution, and is discarded if
it cannot produce a better solution than the best one
found so far by the algorithm.

Previous works 29 have applied Branch-and-
Bound to calculate the optimal solution of a TSP.
Since the algorithm has high time complexity (O(n3)
in average 30), it requires an excessive amount of
time to find the solution when the number of cities
is large. In this local operator, the Branch-and-
Bound algorithm is only applied on a subset of a
single salesman path. The subset is randomly se-
lected from a continuous segment of a single sales-
man path. This reduces the running time of the oper-
ator, and introduces locally optimal path to the popu-
lation. An example is shown in Figure 12. The BaB
operator is applied to the cities marked with solid
circles. The vertices between those cities are re-
ordered by Branch-and-Bound to achieve a locally
optimal TSP path. From our testing, we randomly
select a total of 10% genes to be processed by the
BaB piece by piece. Each piece has at most 5 cities
to balance the computational time and performance.

Fig. 12. An example to applying BaB operator to a single
salesman path.

4. Evaluation

4.1. Experimental Setting

In this section, we will evaluate the performance
of GAL. Firstly, the experiments focus on measur-
ing the convergence power of the new local opera-
tors. Secondly, we compare GAL with the existing
MTSP solving approaches with respect to computa-
tional time and solution quality.

GAL is coded in Java and compiled with JDK
1.8. Experiments are run using one single thread on
a PC with Intel Core i7-3370 CPU @3.4 GHz and
32 GB RAM. Each test case is run for 20 times to
reduce random fluctuations in evaluation. A prob-
lem set from the TSPLIB 31 is used as benchmark in
the experiments. The problem set contains 6 prob-
lems with the numbers of cities ranging from 76 to
1002. In this benchmark, there is a maximum cities
constraint, which sets an upper limit on the number
of cities each salesman can visit. The benchmark
details are listed in Table 1. Selected parameters for
GAL are listed in Table 2.

Table 1. Parameters of the benchmark problems

Instance No of cities Number of salesmen Max cities

Pr76 76

5/10/15

20
Pr152 152 40
Pr226 226 50
Pr299 299 70
Pr439 439 100
Pr1002 1002 220
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Table 2. Parameters for GAL

Parameters Values
Initial Population Size 3000
Population Size 50
Random Swap Rate 30%
Reverse Swap Rate 10%
Crossover Rate 40%
Random Distribution Rate 20%
Local Operator Every 100 generations to

the top 1,2,4 individuals
CE ran before BaB

4.2. Comparing Different Local Operators under
different numbers of salesmen

In this paper, two novel local operators - BaB and
CE are formulated to speed up the convergence
speed of the proposed algorithm. This experiment
aims at comparing the convergence power of the op-
erators under different numbers of salesmen. Hence,
we set the maximum number of generations to a
fixed value, which is used as the termination crite-
rion. The results are reported in Table 3. Combining
both local operators (BaB and CE) in GAL obtains
the best-fitness solution compared to other settings
in most of the test cases. The fitness is defined as
the sum of the salesmen’s path costs, which is the
smaller the better.

The convergence curves with 5 agents are shown
in Figures 13 and 14. With a larger problem size,
the solutions converge faster when both operators
are used. The average fitness values are improved
by 4.1%, 28.1%, 36.7% with 5, 10, 15 salesmen re-
spectively compared to the results without local op-
erators.

From the experiment, we observed BaB works
poorly with a small ratio of number of cities / num-
ber of salesmen, which means for each salesman vis-
iting path, it is more likely to be a short path. We
believe such kind of path may achieve local opti-
mum in early GA stage. Hence, applying BaB will
not help, since MTSP global optimization requires
inter-salesmen cities exchange.

To boost GAL, a threshold for BaB can be in-
troduced. When the fitness improvement obtained
by BaB is lower than a threshold (k %), it will be
disabled for certain cycles. It will help to save time
and avoid creating disarrangement for finding better
solution by cities exchange.

The rates of local operators can also be adjusted
to fit different problems. If the application is time
critical, BaB can be disabled to obtain the acceptable
results in the quickest way. If the computational re-
source and time are adequate, the application is cost
critical, using both operators will bring the best ben-
efit to the outcome.

Fig. 13. Convergence diagram with 152 cities with 5 sales-
men

Fig. 14. Convergence diagram with 1002 cities with 5 sales-
men
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4.3. Comparing with Existing Algorithms

In this section, we compare the performance of the
proposed algorithm - GAL against two other exist-
ing approaches - Modified Ant Colony Optimiza-
tion(MACO) 19 and Elite Sweep line Ant Colony
Optimization (EACO) 20. Both approaches use
Ant Colony Optimization (ACO) to handle MTSP.
MACO solves the MTSP by ACO with the ability
constraint, where EACO applies Sweep Line Algo-
rithm to improve the initial paths, and uses 3opt lo-
cal operator to speed up the algorithm. Both of them
claimed that their results are the state-of-the-art in
the benchmark problems. In this experiment, the pa-
rameters setting are listed in Table 2. The algorithm
stops when there is no improvement on the fitness
value of the best individual in the successive 10000
generations, which means our algorithm reaches the
convergent situation.

As those papers only include the case with 5
salesmen, the experiment in this section will also
be limited to 5 salesmen only. The experimental re-
sults are shown in Table 4. Comparing to existing
approaches, GAL can obtain the best fitness. The
average fitness values are also greatly improved in
the Pr226, Pr299, Pr439 and Pr1002 cases, which
are the 4 largest problems. Our approach is always
faster than MACO. Although the running time of
our method is slightly longer than EACO, the aver-
age fitness has obvious improvement in comparison
(9.62%).

5. Discussion

In the experiments, we found that inter-crosses could
exist in a better solution. An example is shown in
Figures 15 and 16. Although no inter-cross is found
in the paths of Figure 16, the fitness is 10.07% worse
than the path of Figure 15. We suspect this is due to
the constraint of maximum cities visited per sales-
man. From the observation, elimination of inter-
cross may not always be a good idea.

Hence, the timing for applying this local operator
should be carefully selected. For example, when the
solution chromosome is stuck for some generations,
this operator can instantly improve the chromosome
quality. On the other hand, maintaining the diversity

of population reduces the chance of getting into this
sticking situation. In addition, with the BaB oper-
ator, locally optimal solution has a chance to jump
out of the local optimum. The CE operator is safe to
use with such precautions in place.

Although the GA 32 described in that paper also
handles the same problem instance, it requires pre-
computed initial population from a TSP path using
Lin and Kernighan operators 33. Our proposed algo-
rithm is suitable for making solution from scratch,
in which pre-computed information is not available.
Hence, the algorithm is not comparable with our
proposed work.

Fig. 15. Path visualization with 76 cities - Better solution
(Fitness : 153376)

Fig. 16. Path visualization with 76 cities - Locally optimal
solution (Fitness : 170558)
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Table 4. Comparison of the proposed algorithm and the existing
MTSP solving algorithm with 5 salesmen

Problem Algorithm Best fitness Average fitness Time
size (in seconds)

76
GAL 153389.9 162810.6 17.7

EACO 157495 157562 19
MACO 178597 180690 51

152
GAL 115873.8 128053.4 47.4

EACO 127791 128004 41
MACO 130953 136341 128

226
GAL 148050.6 156542.3 76.6

EACO 167665 168156 62
MACO 167646 170877 143

299
GAL 72949.3 77481.6 108

EACO 81998 82195 65
MACO 82106 83845 288

439
GAL 143785.4 147710.7 269.5

EACO 161725 162657 95
MACO 161955 165035 563

1002
GAL 334350.6 341303.9 1524

EACO 379871 381654 186
MACO 382198 387205 2620

6. Conclusion

In this paper, a novel MTSP solving algorithm,
called Genetic Algorithm with Local operators
(GAL) has been proposed and developed. The new
local operators BaB and CE have been successfully
deployed to generate high quality results in a short
computation time. We have also compared the per-
formance of our work with those of the existing ap-
proaches. Our algorithm has made improvement in
the search ability and speed.

For future study, as GA can be run in parallel,
the proposed method can be further improved by us-
ing parallel GA design for real time applications.
Furthermore, the local operators can be applied to
other variations of MTSP-like problems, like min-
max MTSP 34 and multiple objective MTSP 35 to
find better solution efficiently.
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