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Abstract—Device-to-device (D2D) communications in cellular
networks are promising technologies for improving network
throughput, spectrum efficiency, and transmission delay. In this
paper, we first introduce the concept of guard distance to explore
a proper system model for enabling multiple concurrent D2D pairs
in the same cell. Considering the Signal to Interference Ratio (SIR)
requirements for both macro-cell and D2D communications, a
geometrical method is proposed to obtain the guard distances from
a D2D user equipment (DUE) to the base station (BS), to the trans-
mitting cellular user equipment (CUE), and to other communicat-
ing D2D pairs, respectively, when the uplink resource is reused.
By utilizing the guard distances, we then derive the bounds of the
maximum throughput improvement provided by D2D communi-
cations in a cell. Extensive simulations are conducted to demon-
strate the impact of different parameters on the optimal maximum
throughput. We believe that the obtained results can provide
useful guidelines for the deployment of future cellular networks
with underlaying D2D communications.

Index Terms—Device-to-device (D2D) communications, uplink
reuse, throughput, guard distances, circle packing.

I. INTRODUCTION

IN recent years, device-to-device (D2D) communications

underlaying a cellular infrastructure have received plenty of

attention from both academia and industry. With D2D commu-

nications, a user equipment (UE) can directly exchange data

with another one in its proximity, instead of having the base

station (BS) as the relay node. By facilitating the reuse of cel-

lular spectrum resources, D2D communications are promising

in reducing transmission delay, increasing cell throughput, and

enhancing spectrum efficiency. Thus, the D2D communications

have been considered as one of the key components in the
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next-generation broadband cellular networks, such as the Third-

Generation Partnership Project (3GPP) Long Term Evolution

Advanced (LTE-A). Currently, the related work items are being

standardized as LTE Direct in 3GPP as a Release 12 feature

of LTE. Moreover, specific business models for different D2D

usage cases are also being studied by wireless operators and

vendors [1].

One of the serious challenges for D2D communications in

cellular networks is the interference between D2D UEs (DUE)

and other cellular UEs (CUE). When a pair of DUEs commu-

nicate using the uplink cellular resources, the D2D commu-

nication might be affected by the simultaneous transmission

between a CUE and the BS. Moreover, if there are multiple

concurrent D2D pairs, the accumulated interference may also

influence the quality of the signal received by the BS. Similarly,

when a D2D communication reuses the downlink resources, a

transmitting DUE might cause reception failures of its nearby

CUEs. It is still an open issue to effectively allocate the radio

resources among DUEs and CUEs in cellular networks with

underlaying D2D communications.

In this paper, we focus on an uplink resource reusing sce-

nario, in which one CUE and multiple D2D pairs are trans-

mitting simultaneously. We first investigate the guard distances

from a DUE to the BS, to the transmitting CUE, and to other

communicating D2D pairs, respectively. The basic ideas are:

1) a DUE receiver has to stay away with certain distances from

the transmitting CUE and other DUE transmitters; and 2) all the

DUE transmitters should keep a certain distance away from

the BS, so that all the signal receptions can be successfully

achieved. By utilizing the obtained guard distances, we then

analyze the maximum number of concurrent D2D communi-

cations that can be carried within the observed cell, which is

further used to study the influences of different parameters on

the optimal throughput improvement.

The main contributions of this paper are twofold. First, we

propose a geometrical method to arrange the concurrent D2D

pairs in a cell to maximize the spectrum reuse, which is based

on our analysis results of the interference-free guard distances.

Second, we obtain the maximum throughput improvement of

D2D communications in a single cell as a piecewise function of

the distance between the transmitting CUE and the BS, which

could be further used as a basis to design the radio resource

allocation schemes for the UEs in a cellular network with under-

laying D2D communications. To the best of our knowledge, this
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paper is one of the first to systematically study the throughput

performance with multiple concurrent D2D pairs.

The remainder of the paper is organized as follows. In

Section II, we summarize the related work in radio resource

allocation and throughput analysis. The system model for our

analysis is described in Section III. In Section IV, the closed-

form expressions of the guard distances are obtained and

followed by the derivation for the bounds of the maximum

throughput improvement in a single cell. Simulation results are

presented in Section V. A discussion about the possible future

work is given in Section VI, and Section VII finally concludes

this paper.

II. RELATED WORK

The idea of capturing the benefits of the proximity between

network nodes has been studied to improve cellular network’s

radio coverage [2], traffic balance [3], user fairness [4], and

other performance metrics for quite a long time. However, these

efforts usually assume that the local data exchanges utilize

an unlicensed frequency band, such as the 2.4 GHz Industry

Science Medicine (ISM) spectrum, rather than reusing the

spectrum resources allocated for cellular networks. Given that

the quality of service (QoS) in the unlicensed spectrum may

fail to be controlled or guaranteed, the underlaying D2D com-

munications are more preferable to both service providers and

device vendors. Currently, there are multiple ongoing research

topics in this area, including mode selection [5], scheduling [6],

resource management [7], etc. A detailed survey of the design

challenges and potential solutions for the D2D communications

can be found in [8]. In this paper, we are interested in the

effect of interference on throughput performance of the under-

laying D2D networks. To control/coordinate the interference

and improve the throughput performance, existing work can be

roughly classified into two categories, including radio resource

allocation and the theoretical analysis of the achievable perfor-

mance bounds.

For the radio resource allocation, one of the important early

work is [9], in which an initial framework for the D2D commu-

nications in the cellular networks was proposed. According to

its simulation results, a D2D communication could be enabled

without degrading the performance of the cellular network,

even in an interference-limited scenario with heavy traffic load.

In [10], by assuming that the radio resource managements

were adopted for both the cellular and D2D connections, three

possible resource allocation methods, i.e., non-orthogonal, or-

thogonal, and cellular operation, were studied. Moreover, two

optimization cases, greedy sum-rate maximization and sum-

rate maximization with rate constraints, were also analyzed in

[10]. In [11], a radio resource allocation scheme was proposed

for D2D communications underlaying cellular networks with

fractional frequency. The different frequency bands utilized by

DUEs and CUEs were chosen according to whether the UEs

were located in the inner or outer region of a cell, so that the

interference could be greatly alleviated. In one of the most

recent work [12], under the power control constraint, the spatial

distribution of a D2D network’s transmission power and the

Signal-to-Interference-plus-Noise ratio (SINR) were derived

based on the homogeneous Poisson Point Processes (PPP). In

general, most of the existing resource management schemes

focused on the scenario that each cell had one D2D pair and one

CUE (or multiple ones when directional antennas were applied

at the BS) transmitting at the same time. The proper design

guidelines to support multiple concurrent D2D pairs within one

cell are still unclear for the radio resource allocation schemes.

For the theoretical analysis of the achievable performance

bounds, available results are relatively fewer. In [13], the uplink

capacity gain was derived when one D2D link was enabled in

an FDD CDMA-based cellular cell. In [14], an interference-

limited area (ILA) control scheme was proposed to manage the

interference from CUEs to a D2D transaction when multiple

antennas were used by the BS. By analyzing the coverage of

ILA, a lower bound of the ergodic capacity was also obtained

for DUEs using uplink cellular radio resources. After that,

a similar approach was extended to the downlink resources

sharing scenario in [15]. In [16], the maximum achievable

transmission capacity, which was defined as the spatial density

of successful transmissions per unit area, was analyzed for the

hybrid D2D and cellular network through stochastic geometry.

However, due to the inevitable interference accumulated at the

BS, most of the existing analytical results assuming a single

D2D pair in a cellular network cannot be directly extended to

a scenario with multiple coexisting D2D pairs. Therefore, the

performance of D2D communications in the latter is still an

under-developed issue, which could further improve the spec-

trum efficiency and increase the cellular network throughput.

To make up the shortage of performance bounds analysis

for D2D communications in cellular networks, some useful

insights might be obtained from the existing results of the

Protocol Interference Model (PrIM) and the Physical Inter-

ference Model (PhIM)-based capacity analyses, which were

mainly initialized from [17]. By introducing a spatial protec-

tion margin ∆, PrIM defines a location-based condition for

successful communications between a single node pair. The

condition could be applied to all the concurrent node pairs in

the network to obtain the capacity bounds for different network

settings, for example, the effect of directional antennas on

network capacity bounds were studied in [18]. However, PrIM

does not take into account the aggregated interference, which

happens to be vital for the D2D scenario, e.g., the constraint on

the total interference power accumulated at the BS. Compared

with PrIM, PhIM is based on the power capture model, and

focuses on the aggregated interference on a specific receiver.

By assuming the interference power follows a Gaussian dis-

tribution, the General PhIM was proposed in [19]. Moreover,

a series of graph-based interference models have also been

developed based on PhIM for different research purposes and

network scenarios [20], [21]. However, the higher computation

complexity, which is caused by calculating the sum of all the

undesired signals, might also prevent the application of PhIM

on large and complicated network scenarios, e.g., the D2D

communications deployed in an irregular network area.

III. SYSTEM MODEL

In this paper, we aim to study the network throughput im-

provement when multiple D2D communications coexist with a
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single CUE-BS communication.1 To develop a tractable model

of D2D communications in a single cell, it is assumed that the

coverage area of a BS is a disk with radius rC. Two work-

ing modes, CUE and DUE, are available for each UE. In the

CUE mode, a UE sends packets via the BS; while UEs in

the DUE mode exchange packets via direct connections in an

ad hoc style utilizing the uplink radio resource [22]. The case

when the downlink radio resource is reused, which can still be

analyzed by the method developed in this paper, will be one of

our research issues in the near future.

To describe a signal’s power attenuation, a general path-loss

model is applied here as

Pr =
β

dα
Pt = L(d)Pt, (1)

where Pt is the transmission power, Pr is the average received

signal power at distance d from the transmitter, β is the path-

loss constant determined by the hardware features of the

transceivers, and α is the path-loss exponent depending on the

propagation environment [23]. For better readability, we use

L(d) to represent the path-loss ratio of the transmission power

at distance d. Moreover, LB(d) and LD(d) are used to represent

the different physical characteristics and constraints of CUE-BS

and DUE-DUE links, respectively. This model can be extended

to study the instantaneous throughput or throughput distribution

by introducing a lognormal random variable representing the

channel shadowing effect, which will be another topic of our

future research.

Since a CUE’s transmission can always be coordinated by its

BS, power control schemes could be implemented to achieve

different design goals. For compensating the near-far effect,

we assume that the average received signal power at a BS

is controlled to the same level, Pr,CB, for each CUE [14].

Therefore, the maximum CUE transmission power Pt,Cmax is

utilized when the CUE is located at the boundary of the cell,

and Pr,CB = LB(rC) Pt,Cmax .

Compared with the CUE-BS connection, the coordinations

among D2D communications are usually limited, and are more

vulnerable to the unexpected channel conditions. Thus, we as-

sume that all the D2D communications are carried with a fixed

transmission power Pt,D and a constant bit rate Rb. Moreover,

we define that a D2D connection will only be established when

the distance dD2D between the two DUEs is within a predefined

range [dmin,dmax], where dmin is a very short distance repre-

senting the minimum physical separation between any two UEs.

With multiple D2D pairs reusing the uplink resource in a cell,

interference occurs between DUE and DUE, CUE and DUE,

DUE and BS.2 For successful receptions, we assume that two

predefined Signal to Interference Ratio (SIR) thresholds should

be achieved at a DUE as δD, and at the BS as δB, respectively.

1This single CUE model presents the situation that orthogonal channel
resources are allocated to different CUEs in traditional cellular networks such
as GSM. The more general multiple CUEs scenario will be one of our future
work items, which will be briefly discussed in Section VI.

2Currently, the interference generated by the DUEs in the nearby cells is not
considered. This approximation is reasonable as long as the frequency reuse
factor is larger than one, which means neighboring cells are allocated with
different uplink resources, so this kind of interference can be just ignored.

Fig. 1. An illustration of the DUE-CUE coexisting scenario.

To guarantee δD, a DUE receiver should stay at a guard distance

GD away from all the other transmitting DUEs, and at a guard

distance GC away from the transmitting CUE to limit the

received total interference. Similarly, to satisfy the required

receiving SIR δB at the BS, there should also be a minimum

guard distance GB between the BS and all the DUE transmit-

ters, which limits the number of concurrent D2D pairs in a

cell and the total interference accumulated at BS. In addition,

considering that D2D communications are usually bidirectional

(e.g., service discovery, data transmission, and ACK feedback)

and the distance between a D2D pair is typically short, the

transmitter and receiver of a D2D pair will not be distinguished

in our interference analysis.3 Therefore, the Exclusive Region

(ER) occupied by a D2D pair with link distance dD2D can

be modeled as a disk with radius rE = (dD2D+GD)/2. Due

to the possible difference of dD2D for each communicating

pair, rE could be different for each ER. Moreover, we define

rE,min=(GD+dmin)/2 and rE,max=(GD+dmax)/2. For concurrent

transmissions, two D2D pairs’ ERs should not overlap with

each other. The three guard distances and ERs are depicted in

Fig. 1, which demonstrates a part of a cell with the coexistence

of of one CUE and several D2D pairs. For an ER, we use a

grey disk to illustrate an imaginary hard core, whose diameter

is the distance between the D2D pair. Since the boundary of a

hard core represent all the possible relative positions of the D2D

pair as long as dD2D is fixed, as shown in the figure, neither the

BS guard region, which is a disk centered at the BS with radius

GB, nor the CUE’s impact disk, which is a disk centered at the

CUE with radius GC, could intersect with any D2D pair’s hard

core. Moreover, all the hard cores have to stay inside the cell’s

coverage area.

IV. THEORETICAL ANALYSIS

A. Parameter Setting for Guard Distances

Before investigating the bounds of the throughput improve-

ment brought by the D2D communications in a single cell, the

3This assumption could be verified by simulation, and the related results will
be shown in Fig. 11, Section V-C.
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Fig. 2. An illustration for calculating GD.

three guard distances GB, GC, and GD will be determined for a

reasonable setting first in this subsection.

1) Calculations for GD: When no CUE is considered, for a

DUE node, the worst interfered scenario happens when: a) its

link distance reaches the maximum allowable value dmax; and

b) it is affected by the maximum possible number of nearby

D2D pairs. Owing to that GD is a fixed parameter for all

the D2D pairs, the maximum number of ERs surrounding the

observed D2D pair is obtained when dD2D = dmin holds for

all the other D2D pairs, as shown in Fig. 2. With acceptable

accuracy, only the surrounding D2D pairs in the first layer,

which generate the majority part of the total interference, are

considered here.

The number of the first layer surrounding D2D pairs could

be calculated as

ns =

⎢⎢⎢⎣
2π

(
rE,max +

GD
2

)

L

(
rE,max +

GD
2
,rE,min,rE,min + rE,max

)

⎥⎥⎥⎦ , (2)

where the function L in the denominator is used to calculate

the length of the arcs ÂBC in Fig. 2, and ⌊·⌋ is the rounding

down function. The detailed expression of function L is given

in the Appendix. Since GD is the minimum distance between

the interfered DUE and all the interferers, the transmission bit

rate Rb should be at least higher than the bit rate obtained in the

worst interfered scenario, in which all the ns surrounding trans-

mitters are located with distance GD to the observed DUE, as

Rb >W log

(
1+

Pt,DLD(dmax)

N0W +ns ·Pt,DLD(GD)

)
, (3)

where W is the system bandwidth, and N0 is the one-sided

spectral density of additive white Gaussian noise (AWGN).

Finally, GD could be calculated by combining with the path-

loss model in (1) as

GD = dmax
α′

√
β′ ns Pt,D

(
2Rb/W −1

)

β′Pt,D −N0W dα′
max

(
2Rb/W −1

) , (4)

where α′ and β′ are the path-loss parameters associated with

LD(d).
2) Calculations for GC: Based on the system model, no

matter how many D2D pairs can be activated simultaneously,

the effects of a CUE transmission’s interference on each com-

municating DUE are independent of each other. Suppose a CUE

is located with distance dCB to its BS, then its transmission

power Pt,C can be represented as

Pt,C =
Pr,CB

LB(dCB)
= Pt,Cmax ·

LB(rC)

LB(dCB)
. (5)

Similarly, considering the SIR constraint at DUE, we have

δD ≤ LD(dD2D)Pt,D

LD(dCD)Pt,C
=

LD(dD2D) LB(dCB) ·Pt,D

LD(dCD) LB(rC) ·Pt,Cmax

, (6)

where dCD is the distance between the CUE and the interfered

DUE node. For a CUE, the worst case is that the being affected

D2D pair has the longest link distance (dD2D = dmax), which

should be used to determine GC for system setting. By combin-

ing the path-loss model in (1) and ignoring the small difference

between the path-loss exponent of the CUE-BS and DUE-DUE

links [14], GC could be obtained as

GC = K ·dCB, (7)

where K is a function of the DUE transmission power Pt,D as

K =
dmax

α
√

δDPt,Cmax

rC
· 1

α
√

Pt,D
. (8)

3) Calculations for GB: For an observed BS, the worst

interfered case happens when the number of D2D paris in its

cell reaches the theoretical upper bound, which means: a) the

CUE’s impact disk is fully included in the BS guard region, so

it has no negative effect on any D2D communication; and b) the

condition dD2D = dmin holds for each D2D pair, so each ER only

occupies the smallest area. However, accurately calculating the

maximum number of disks that could be arranged into a given

ring area without intersection is still an open issue currently,

which is known as a case of the circle/sphere packing problem

in geometry [24].

To solve the problem, two hexagons H1 and H2 are used to

approximate the BS’s guard disk and the cell coverage area,

respectively, as shown in Fig. 3. Then the ring area is trans-

ferred as the grey region consisting of six identical isosceles

trapezoids with π/3 base angles. The side length of hexagon H1

is set to rH1
= oB = 2GB/

√
3, which means that the hexagon

circumscribes the guard disk of BS, so the SIR requirement

δB can still be achieved. For the hexagon H2, we let the six

trapezoids’ total area in Fig. 3 equal the ring area determined

by GB and rC, so its side length rH2
= oE has to satisfy:

π
(
r2

C −G2
B

)
=

3
√

3

2

(
r2

H2
− r2

H1

)
. (9)

Therefore,

rH2
=

√
2

3

√√
3πr2

C −
(√

3π−6
)

G2
B. (10)

Due to the symmetry feature, we can focus on one third of

the approximated ring area initially, e.g., the polygon region

ABCDEF in Fig. 3. According to the system model, the most

compact way to arrange D2D pairs is to locate the first ER’s
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Fig. 3. Hexagon approximation for the observed cell.

center on line segment BE, while node B is on the boundary

of the ER’s hard core, and arrange other D2D ERs without

overlapping along three directions BA
−→

, BE
−→

, and BC
−→

, as shown

in the figure.4 Note that, this arrangement is identical to the

hexagon packing, which is the densest packing possible on a

flat surface [24]. In this way, the maximum layers of D2D ERs

that could be arranged in a trapezoid area can be calculated as

nL =

⌊
rH2

− rH1
−dmin

2rE,min

⌋
+1. (11)

According to the geometry, in the observed polygon region

ABCDEF , the number of DUE ERs that could be placed in the

i-th layer can be calculated as

ni = n′i +n′′i , (12)

where i ∈ [1,nL],

n′i =

⌊
rH1

+dmin/2+(2i−3)rE,min

2rE,min

⌋
, (13)

represents the number of the ERs in the i-th layer that could be

arranged within the trapezoid ABEF , excluding the ones on the

boundary BE, and

n′′i =

⌊
rH1

+dmin/2+2(i−1)rE,min

2rE,min

⌋
+1, (14)

represents the number of the ERs in the i-th layer that could

be arranged within the trapezoid BCDE, including the ones on

the boundary BE. Note that, when ERs are arranged near the

two side boundaries of the observed polygon region (CD and

AF), if more than half an ER’s hard core could be arranged

within the boundary, the ER should be counted on one side only.

Then the double counting errors will not happen. Therefore, the

maximum number of ERs that could be arranged in the ring

area determined by GB and rC can be approximated as

nmax ≈ 3
nL

∑
i=1

ni = n̂max. (15)

Once n̂max is obtained, the total interference generated

by D2D communications accumulating at the BS can be

4The arrangement could also be made along directions BA
−→

, BE
−→

, and BC
−→

(from the cell boundary to the inside). For a network area large enough, these
two arrangements lead to almost identical results, so we only consider the
previous arranging method in this paper.

calculated as

I ≈ 3
nL

∑
i=1

⎛
⎝

n′i

∑
j=1

LB(di, j)Pt,D +
n′′i

∑
k=1

LB(di,k)Pt,D

⎞
⎠ , (16)

where di, j and di,k represent the corresponding distances be-

tween BS and the center of the j-th ER in the i-th layer

within ABEF , and the center of the k-th ER in the i-th layer

within BCDE, respectively, which are used to approximate the

distance between BS and transmitting DUEs. Because rC >
GB ≫ dmin, this approximation is acceptable. di, j and di,k could

be calculated according to the Law of Cosine as follows:

di, j =
√

κ2
i +κ2

j −κiκ j, (17)

di,k =
√

κ2
i +κ2

k −κiκk, (18)

where κi = rH1
+ dmin/2 + 2(i − 1)rE,min, κ j = 2 jrE,min, and

κk = 2(k−1)rE,min.

Due to the SIR requirement, we also have

δB ≤ Pr,CB/I. (19)

By combining equations (11)–(19) and the definition of rH1
,

GB can be obtained in a numerical way (e.g., by the bisection

search algorithm). Another byproduct here is that, when the

CUE’s impact disk is fully covered by the BS guard region, the

upper bound of the maximum throughput improvement could

be calculated as

TU = n̂maxRb. (20)

B. Bounds for Throughput Improvement in General Scenarios

It is clear that the actual capacity improvement is determined

by the number of concurrent transmitting D2D pairs in the

network. In a general scenario, the transmitting CUE’s impact

disk could move out the guard region of the BS, so the total area

for deploying non-overlapped D2D ERs is reduced, which may

further affect the maximum throughput improvement in the cell.

Due to the circular symmetry, a Cartesian coordinate system

can be built with its origin locating at the observed BS, and

the CUE’s impact disk can always be aligned with the x-axis as

shown in Fig. 4, where dCB ∈ (0,rC]. According to the system

model, the hard cores cannot intersect with neither the BS guard

region nor cross the cell boundary, therefore, the actual area for

deploying possible D2D ERs is a slightly larger ring region with

inner radius rin =GB−GD/2 and outer radius rout = rC+GD/2.

Because GC = KdCB, it is possible that the CUE’s impact

disk might cross both the boundaries of BS guard region and the

cell coverage area, which is called double-crossing here. When

K is relatively small, the length of the CUE’s impact disk’s

diameter may still be shorter than rC−GB when the impact disk

is just to move out of the cell’s coverage area, which means the

double-crossing never happens. Therefore, the range of K for no

double-crossing could be written as (0,Kth1], where Kth1 could

be derived by the critical condition mentioned above as

Kth1 =
rC −GB

rC +GB
. (21)
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Fig. 4. A general case for deploying D2D pairs.

When K > Kth1, if GC is still shorter than rC −GB given the

CUE is on the boundary of the BS’s guard region, the double-

crossing will only happen for a specific range of dCB, and

the CUE’s impact disk will not intersect with the BS’s guard

region anymore. Therefore, the second threshold for K can be

obtained as

Kth2 =
rC −GB

GB
. (22)

Finally, when K > Kth2, once the double-crossing happens, it

will last until dCB = rC. Based on these analyses, the area for

deploying D2D ERs could be obtained as a piece-wise function

SD(dCB,K) shown as below.

1) When K ∈ (0,Kth1]:
• If dCB ∈ [0, GB

1+K
], the area for deploying the D2D

ERs can be calculated as

SD(dCB,K) = πr2
out −πr2

in = SR. (23)

• If dCB ∈ ( GB
1+K

, GB
1−K

], the CUE’s impact disk crosses

the boundary of BS’s guard region,

SD(dCB,K) = SR −πr′2in +F
(
rin,r

′
in,dCB

)
, (24)

where r′in = KdCB − GD/2 as shown in Fig. 4,

and the function F given in the Appendix is used

to calculate the area of two disks’ overlapping

region.

• If dCB ∈ ( GB
1−K

, rC
1+K

], the CUE’s impact disk is fully

included in the ring area, therefore,

SD(dCB,K) = SR −πr′ 2
in . (25)

• If dCB ∈ ( rC
1+K

,rC], part of the CUE’s impact disk

moves out of the cell area, therefore,

SD

(
dCB,K) = SR −F (rout,r

′
in,dCB

)
. (26)

2) When K ∈ (Kth1,Kth2]:
• If dCB ∈ [0, GB

1+K
], SD(dCB,K) = SR.

• If dCB ∈ [ GB
1+K

, rC
1+K

), the CUE’s impact disk overlaps

with the BS’s guard region, but the double-crossing

does not happen,

SD(dCB,K) = SR −πr′ 2
in +F

(
rin,r

′
in,dCB

)
. (27)

• If dCB ∈ [ rC
1+K

, GB
1−K

), double-crossing happens,

SD(dCB,K)=SR+F
(
rin,r

′
in,dCB

)
−F

(
rout,r

′
in,dCB

)
. (28)

• If dCB ∈ [ GB
1−K

,rC], the CUE’s impact disk only

overlaps with the ring area, therefore,

SD(dCB,K) = SR −F
(
rout,r

′
in,dCB

)
. (29)

3) When K > Kth2:

• If dCB ∈ [0, GB
1+K

], SD(dCB,K) = SR.

• If dCB ∈ [ GB
1+K

, rC
1+K

), the CUE’s impact disk only

overlaps with the BS’s guard region and the double-

crossing does not happen, therefore,

SD(dCB,K) = SR −πr′ 2
in +F

(
rin,r

′
in,dCB

)
. (30)

• If dCB ∈ [ rC
1+K

,rC), double-crossing happens,

SD(dCB,K)=SR+F
(
rin,r

′
in,dCB

)
−F

(
rout,r

′
in,dCB

)
. (31)

As mentioned earlier, when all the ERs have identical radius

rE, the most compact arrangement of all the ERs is the hexagon

packing, in which each ER occupies a hexagon region with area

2
√

3r2
E. Therefore, the maximum number of concurrent D2D

pairs that could be arranged within a single cell, when K and

dCB are given, can be approximated by

n̂max(dCB,K) =
SD(dCB,K)

2
√

3r2
E

. (32)

Note that rE has two extreme situations (rE,min and rE,max as

defined earlier), which are corresponding to the minimum and

maximum area an ER could cover, respectively. Therefore, for

the general scenario, we could obtain the upper and lower

bounds of the maximum throughput improvement in a cell as

TU(dCB,K) =
2Rb SD(dCB,K)√

3(GD +dmin)2
, (33)

and

TL(dCB,K) =
2Rb SD(dCB,K)√

3(GD +dmax)2
. (34)

V. PERFORMANCE EVALUATION AND DISCUSSION

All our simulation results are obtained using MATLAB.

While all the analytical results can be calculated directly, a

simulator is also developed to investigate the expectations of the

maximum throughput improvement when dD2D is changed to a

random variable. The common parameters for the simulation

are set as: cell radius rC = 500 m, minimum D2D communica-

tion range dmin = 2 m, maximum D2D communication range

dmax = 150 m, system bandwidth W = 5 MHz, and the one-

sided spectral density of AWGN power N0 =−174 dBm/Hz to

represent a cell in the urban scenario. By referring to [25], the

path-loss ratios are set as LB(d) = −128.1− 37.6lg(d/1000)
(dB) for the BS-CUE link, and LD(d) =−38−37.6lg(d) (dB)

for the DUE-DUE link, so the path-loss exponent α = 3.76.

In the following part of this section, the simulation results are



106 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 33, NO. 1, JANUARY 2015

Fig. 5. Pt,D vs. TU (when CUE is not considered) with changed Pt,Cmax (Rb =
2 Mbps).

demonstrated in groups to show the effect of different parame-

ters on the throughput improvement by D2D communications.

A. Impact of Pt,Cmax on TU

Intuitively, increasing DUE’s transmission power Pt,D could

support higher bit rate Rb with the same guard distance GD.

However, the superposed interference at the BS generated by

DUEs also increases with Pt,D. As a result, the guard distance

GB is enlarged and the maximum number of concurrent D2D

pairs in the observed cell is reduced. Therefore, for a given

system setting, there should be an optimal range of Pt,D to

obtain a relatively good performance improvement.

When the CUE’s impact disk is within the guard region of

the BS, the upper bound for the maximum throughput of D2D

communication TU could be obtained from (20), and the chang-

ing patterns of TU with different Pt,D and Pt,Cmax are shown in

Fig. 5. As demonstrated in this figure, when Pt,D is relatively

low, higher Pt,Cmax may lead to a lower maximum throughput

improvement. This special phenomenon can be reproduced as

shown in Fig. 6, which illustrates one third of the ring area

determined by the same rC but slightly different BS guard

distances, and explained as follow. When Pt,D is fixed, the rise

of Pt,Cmax will contribute to the increase of the total tolerable

interference signal power at BS, which is represented as the

decline of BS’s guard distance GB. However, since all the D2D

pairs’ ERs have to be placed without overlapping while all the

hard cores have to stay within the ring area, decreasing GB

means fewer ERs could be arranged in the first inner layer of

the ring area. Moreover, the increased area is accumulated at

the outer ring, but the area will not be able to be utilized until

one extra ER could be located in. Therefore, increasing Pt,Cmax

may not directly result in the rise of TU.

In addition to this interesting result, as we can observe from

Fig. 5, larger Pt,Cmax requires a higher Pt,D and offers a wider

varying range to obtain the optimal maximum throughput im-

provement. For example, when Pt,Cmax = 140 mW, the optimal

range of Pt,D is about [0.50, 0.60] mW. When Pt,Cmax = 200 mW,

Fig. 6. A demonstration for the decrease of TU, when Pt,Cmax is increased.

Fig. 7. Pt,D vs. GB with changed Pt,Cmax (Rb = 2 Mbps).

the optimal range of Pt,D is changed to about [0.70, 0.84] mW.

Moreover, if Pt,D keeps growing after exceeding its optimal

range, the total throughput improvement shrinks dramatically.

This is because when all D2D pairs are constrained near the

boundary of a cell area, a slight change in Pt,D will cause a

striking variation on both GB and the maximum number of

concurrent D2D pairs. The relationship among GB, Pt,D, and

Pt,Cmax is also demonstrated in Fig. 7. As stated earlier, a higher

Pt,Cmax leads to a shorter GB, before GB reaches to rC. Besides,

the increase of DUE transmission power leads to the increase of

GB, which limits the total number of D2D pairs in a cell and the

total interference at the BS. In particular, GB rises significantly

after a specific value of Pt,D, which matches the tendency shown

in Fig. 5.

B. Impact of Rb on TU

Similarly as the pervious evaluation group, Fig. 8 shows the

upper bound for the maximum throughput of D2D commu-

nications varying with the changed DUE transmission power

and the expected bit rate, when the CUE’s impact disk is fully

included in the BS’s guard region. Generally, when Pt,D is

fixed, a higher bit rate Rb requires a longer guard distance

GD between DUE nodes, which is demonstrated in Fig. 9.

The raise of Rb increases the area of a D2D pair’s ER, but

the total throughput could still be raised, even though the

maximum number of concurrent communicating D2D pairs in

the network is reduced. Similar to the previous group, when
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Fig. 8. Pt,D vs. TU (when CUE is not considered) with changed Rb(Pt,Cmax =
200 mW).

Fig. 9. Pt,D vs. GD with changed Rb(Pt,Cmax = 200 mW).

the DUE transmission power is monotonically increasing for a

given Rb, the throughput improvement grows to its optimal first,

and then drops with a substantial amount. It is worth mentioning

that the optimal maximum throughput improvement could be

obtained with a range rather than one specific value of Pt,D.

This is due to that the number of maximum concurrent D2D

pairs does not have a continuous linear relationship with other

system parameters. Therefore, the changing of TU is shown

as a step function. The effects of Pt,D and Rb on the DUE

guard distance GD are illustrated in Fig. 9. It is clear that GD

slowly decreases while Pt,D increases, which provides stronger

support for satisfying the SIR requirement of DUEs. However,

the major dominator for GD is Rb in our simulation.

C. Impact of dCB on General Performance Bounds

In a more general scenario, the CUE could appear in

any location within its BS’s coverage area. As described in

Fig. 10. dCB vs. TU(dCB,K) with changed Pt,D (Rb = 2 Mbps, Pt,Cmax =
200 mW).

Section IV-B, since a CUE’s impact disk will impair some D2D

pairs’ transmissions, the maximum throughput will be affected

by dCB, which is the distance between BS and the transmitting

CUE. Based on (33), the general upper bound of the maximum

throughput improvement TU(dCB,K) is calculated, and shown

in Fig. 10 to demonstrate its relationship with dCB and Pt,D.

It is clear that the upper bound of the maximum throughput

is independent of dCB at the very beginning, which represents

the scenario that the CUE’s impact disk is fully included within

BS’s guard region. Note that the length of the flat part of curves

in Fig. 10 is proportional to PD. Since a higher PD indicates a

larger GB as we discussed in the previous subsection, the CUE’s

impact disk can still be incorporated within the BS’s guard

region even with a larger dCB. After that, the CUE’s impact

disk starts to partially intersect with the ring area determined

by rC and GB. Thus, the maximum number of D2D pairs

shrinks, and so does the maximum throughput improvement.

Compared with the results in Fig. 8, the simulation results for

the maximum throughput in this figure are slightly higher, due

to the different methods of determining the maximum number

of D2D pairs in (15) and (32). However, the difference is

merely the deviation about one or two D2D pairs, so it is still

acceptable. Similar to Fig. 8, when the CUE’s effect is ex-

cluded, the maximum throughput improvement in a cell is

developing as Pt,D rises from 0.6 mW to 0.8 mW. But when

Pt,D is further increased to 0.9 mW, the maximum throughput

falls to a relatively low level.

It should be noted that all the results above are obtained

by setting dD2D = dmin. Therefore, the maximum number of

D2D pairs in the network reaches its upper bound. When it

comes to the other extreme scenarios i.e., dD2D = dmax, the

obtained maximum throughput improvement turns out to be a

lower bound. Both the upper and lower bounds of the maxi-

mum throughput improvement of a single cell are illustrated

in Fig. 11. Moreover, the average maximum throughput, with

identical system setting but variable dD2D for each D2D pair,

is also obtained with different values of dCB. As depicted in

the figure, the curve for the average performance lies between
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Fig. 11. dCB vs. Maximum throughput improvement with changed dD2D

(Rb = 2 Mbps, Pt,Cmax = 200 mW, Pt,D = 0.7 mW).

the two bounds and closer to the lower bound. Currently, the

probability distribution of dD2D is unknown, which is usually

determined by the different application and user scenarios, so

we could not provide a closed-form expression of the average

maximum throughput improvement, but this will be addressed

in our follow-on work. Besides, the simulation results obtained

by rotating each DUE’s role between transmitter and receiver

are also shown in Fig. 11. It is clear that there is no obvious

difference between the rotated and non-rotated results. This

verifies the assumption that, the transmitter and receiver of

a D2D pair could be treated indiscriminately in our analysis,

which was mentioned in Section III.

Considering that the number and locations of UEs in a cell

may statistically follow certain distributions, we also simulated

the throughput improvement of D2D communications in a

cell when the network nodes are distributed by following the

Poisson Point Process (PPP) with varied density λ, which is

increased from 4 × 10−5 to 12 × 10−5 nodes/m2. As shown

in Fig. 12, for different λ, the general pattern that the total

throughput improvement is decreased with increased dCB still

holds. When λ is relatively low, the effect of dCB, which

demonstrates the change of network area left for D2D commu-

nications, on the throughput improvement is not that obvious.

This is because that, when all the UEs are sparsely deployed,

a D2D communication can always be successfully finished

with high probability, as long as the distance between the

DUE transmitter and receiver is within the predefined interval

[dmin,dmax]. On the other hand, when the density λ is larger than

a threshold (e.g., when λ= 10×10−5 and 12×10−5 nodes/m2),

the number of concurrent D2D pairs in the network (and also

the throughput improvement) is then constrained by the area

possible for arranging D2D ERs, which means the changing

of node density or distribution will not affect the performance

anymore. As shown in the figure, for network scenarios with

high PPP density, the maximum throughput improvement is

almost identical to the average results illustrated in Fig. 11,

in which all the network nodes are uniformly distributed with

a high density. Therefore, for a given network setting, there

Fig. 12. dCB vs. Maximum throughput improvement with changed network
density λ(Rb = 2 Mbps,Pt,Cmax = 200 mW,Pt,D = 0.7 mW).

should always be an optimal range of network density to

establish D2D communications more efficiently.

VI. FURTHER DISCUSSIONS

It is clear that the model and analyses mentioned above are

only focusing on a single cell with uplink resource reusing

between one CUE and multiple DUEs. However, the general

method developed in this paper could be extended to a series of

more complicated but also important scenarios. Currently, we

are working on the following topics, and have obtained some

interesting results on them.

First, for more general network modeling, multiple CUEs

should coexist in the uplink transmission scenario. Due to the

fact that orthogonal channel resources are allocated to different

CUEs, the DUEs reusing different uplink resource will not in-

terfere with each other. Therefore, the multiple CUEs scenario

is theoretically equivalent to the combination of multiple inde-

pendent single-CUE scenarios. However, the dynamic channel

allocation work for all DUEs becomes difficult, and directly

influents the final network performance improvement. We will

focus on this in the near future.

Second, for a large network with multiple cells, which shapes

a hexagon grid, the two-hexagon-approximation used in cal-

culating GB can be simplified to approximate the BS’s guard

region only. Moreover, if each cell is further divided into several

sectors to utilize more complicated resource reusing scheme,

the only change in the analytical method is that the possible

interference generated from the neighboring cells with the same

resource should be considered. However, the symmetry feature

in hexagon and the resource reusing pattern could greatly

simplify the entire analyzing process.

Third, if the D2D communications reuse the downlink re-

sources rather than the uplink ones discussed in this paper, the

interfering target is changed to the CUE(s) in the cell, and the

BS’s transmission may also generate considerable interference

to all the DUE receivers. Therefore, the guard distance-based

system model need to be rebuilt, but the questions can be solved
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Fig. 13. Circle-circle intersection.

similarly by starting from the simplified one CUE scenario, and

evolved to more complicated scenarios later.

Last but not least, although the throughput bounds do demon-

strate the extreme situations (e.g., all the ERs has the identical

radius rE,max or rE,min) for a communicating D2D pair, it

will be even more useful if we could provide the probability

distribution functions (or probability mass functions) of these

performance metrics rather than some fixed values. However,

for the generalized scenario, in which each D2D pair’s trans-

mission distance dD2D is randomly selected, the total number of

D2D pairs in the finite cell or network region will be extremely

difficult to be obtained due to the packing problem and the

boundary effect. Therefore, the commonly used discrete-style

interference analysis method (i.e., obtaining each concurrent

transmitter’s impact on the observed receiver individually, and

adding them together), which is also used in this paper, may

not able to be applied again. This will make the derivation for

the performance metrics’ distribution function even more com-

plicated. Interestingly, we recently found out that by borrowing

ideas from physics, the effect generated by a point transmitter

could be equalized to an area transmitter under some conditions

and vice versa [26]. By this means, the accumulated interfer-

ence could be obtained by an area integral, so the complicated

packing issues could be successfully rounded, and we could

have chances to obtain the desired distribution functions in a

more concise and simple way.

VII. CONCLUSION

In this paper, we have obtained the proper system settings

in terms of guard distances for BS, CUE, and DUE to ensure

that multiple D2D communications could be simultaneously

carried with the traditional uplink transmission from a CUE to

the BS. In addition, we have derived the performance bounds of

the single cell’s maximum throughput improvement. Moreover,

some discussions about the possible extensions based on the

current work are also given. We believe this work will provide

some useful insights for the design and optimization of more

efficient D2D communications in cellular networks.

APPENDIX

As shown in Fig. 13, two circles with radius R and r are

centered at (0, 0) and (d, 0), intersecting in a lens shaped region.

The intersection points’ abscissa can be calculated as

x =
d2 − r2 +R2

2d
, (35)

and the length of the arc in the shaded region could be calcu-

lated as

L(R,r,d) = 2Rarccos

(
d2 − r2 +R2

2dR

)
. (36)

The area of the shaded region, which is determined by R and x,

can be calculated as

S(R,x) = R2 arccos(x/R)− x
√

R2 − x2. (37)

Similarly, the area of the other half asymmetric lens can be

represented as S(r,d − x). Therefore, the intersected area can

be calculated as

F (R,r,d) =S(R,x)+S(r,d − x)

=R2 arccos

(
d2 +R2 − r2

2dR

)

+ r2 arccos

(
d2 + r2 −R2

2dr

)

−
√

4d2R2 − (d2 − r2 +R2)2/2. (38)

For a more general case, F (R,r,d) can be represented as

below.

F (R,r,d)=

⎧
⎪⎨
⎪⎩

0 if d ≥ R+r,

Eq. (38), if R ≥ r and R−r<d<R+r,

πr2 if R ≥ r and d ≤ R− r,

F (r,R,d) if R ≤ r.

(39)
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