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Abstract

The advent of depth cameras has enabled mid-air interactions for shape modeling with bare hands. Typically, these

interactions employ a finite set of pre-defined hand gestures to allow users to specify modeling operations in virtual

space. However, human interactions in real world shaping processes (such as pottery or sculpting) are complex,

iterative, and continuous. In this paper, we show that the expression of user intent in shaping processes can be derived

from the geometry of contact between the hand and the manipulated object. Specifically, we describe the design and

evaluation of a geometric interaction technique for bare-hand mid-air virtual pottery. We model the shaping of a pot as

a gradual and progressive convergence of the pot’s profile to the shape of the user’s hand represented as a point-cloud

(PCL). Thus, a user does not need to learn, know, or remember any gestures to interact with our system. Our choice

of pottery simplifies the geometric representation, allowing us to systematically study how users use their hands and

fingers to express the intent of deformation during a shaping process. Our evaluations demonstrate that it is possible

to enable users to express their intent for shape deformation without the need for a fixed set of gestures for clutching

and deforming a shape.

Keywords: hand-based shape modeling, mid-air interactions, virtual pottery, gestures, natural user interfaces, mesh

deformation.

1. Introduction

Mid-air interactions have received significant atten-

tion in the context of 3D shape conceptualization. These

interaction approaches offer intuitive and direct manip-

ulation of virtual shapes by using free hand movements.

The core challenge in mid-air interactions for computer-

aided design (CAD) is to map user input to virtual op-

erations, such that the user can directly focus on the

design task rather than spending time in learning the

tool itself. Three-dimensional user input has been ex-

tensively studied, evaluated, and reviewed [1, 2, 3, 4] in

the context of 3D selection, manipulation [5], control,

and navigation, in virtual environments. Mid-air inter-

actions have found significant use in gaming [6] and art

[7, 8, 9]. Within the context of 3D conceptual shape

design, we find two broad classes of mechanisms that

enable mid-air user input.
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The first class comprises of instrumented controllers

such as gloves [10, 11, 12], hand-held trackers [13, 14],

and haptics devices [15, 16, 17]. Special devices and

setups [18, 19, 20, 21, 22, 23] have also been demon-

strated for 3D interactions. These hardware systems

offer great control, feedback, and unambiguity to the

user while interacting in mid-air. In these approaches,

the user provides explicit commands via the hand-worn

or hand-held controller to indicate design intent such

as starting,stopping, or selecting a modeling operation

when desired. However, such systems are not accessible

to the common user outside a lab environment. Further,

wearing or holding can be intrusive to the user during a

focused modeling task.

The second class of mechanisms for mid-air user in-

put are the so-called bare-hand gesture-based interac-

tions [24, 25, 26, 27, 28, 29, 30, 31]. With the recent

commercialization of depth cameras, gesture-based in-

teractions have become accessible to the common user.

Creative applications for free-form shape modeling [32]

in mid-air have gained significant popularity. The user

input in these applications is represented as a combina-
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tion of a hand posture (such as pointing with a finger)

and the motion of a representative point (such as the

palm or fingertip) on the hand. We call this the sym-

bolic gesture approach. Here, converting user input into

a meaningful shape modeling task involves (a) acqui-

sition, segmentation, and processing of hand data, (b)

extracting a virtual representation of the hand, (c) map-

ping the gestures to a shape modeling task, and (d) gen-

erating an appropriate response of the shape as intended

by the user’s input. Such approaches involve estima-

tion of the skeletal structure of the hand [33, 34, 35]

or classification of the hand’s image as a pre-defined

posture [36]. In this work, we aim to utilize the non-

intrusiveness and accessibility of camera-based mid-air

interactions for 3D shape deformation.

Both classes of mid-air interactions (instrumented

controllers and bare-hand gestures) have one common

characteristic, namely, there is a clear distinction be-

tween interaction and geometric modeling. In this work,

we take a different approach; we pose mid-air interac-

tion itself as a geometric problem. Our focus is the geo-

metric investigation of spatial interactions in the specific

context of shape deformation. Particularly, we address

the problem of determining how the shape and motion

of a user’s hand and fingers geometrically relates to the

user’s intent of deforming a shape.

1.1. Motivation

Consider a mid-air interaction scenario of selecting

and displacing a mesh vertex for deforming the mesh.

Unlike a controller-based approach, there is no explicit

physical mechanism for triggering events. Here, ges-

tures serve two fundamental purposes. First, they help

define a beginning (e.g. reaching and clutching some

region of interest) and end (e.g. de-clutching the region

after required deformation) of an interaction [37, 38].

Secondly, they help define the exact operation from a

set of operations defined in the context of an applica-

tion. For example, the type of deformation could be se-

lected by using different gestures (e.g. fist to pull, point

to push, open palm to flatten).

There are two issues with this approach. First,

gesture-based interactions rely heavily on (a) the robust-

ness of gesture recognition to hand occlusions and (b)

stability of recognized gestures over time. In our previ-

ous work [30], we observed that even slight instability

in the accuracy of gesture recognition can disrupt the

modeling process leading to user frustration. Secondly,

predefined gestures impose rigid constraints on users.

Having to learn too many gestures is memory-intensive

in a creative activity, but too few gestures can result in

ambiguity while expressing design intent.

Hand and finger movements in real-world shaping

processes (such as pottery or clay sculpting) are com-

plex, iterative, and gradual. Such processes are es-

sentially governed by the geometry of contact between

hand and clay. Works by Sheng et al. [19], Kry et al.

[20], and Pihuit et al. [21] have leveraged finer finger

level movements and grasping for 3D shape deforma-

tion by designing ingenious hardware systems. In their

systems, users can actually grasp and deform virtual ob-

jects. However, for marker-less camera-based systems,

the true expressive potential of finger movements re-

mains underutilized despite advances in hand pose and

skeleton estimation. We aim to determine user’s intent

from fine finger-level movements while retaining the

non-intrusiveness and accessibility of depth cameras. In

doing so, we demonstrate that it is unnecessary to pre-

scribe shape modeling interactions with a predefined set

of rules using classified hand gestures or full-scale hand

skeletons.

1.2. Goals

There are two factors that demand critical attention

while designing mid-air interactions, particularly for

shape modeling. These are intent and controllabil-

ity. The general term intent is literally defined as “the

thing that you plan to do or achieve : an aim or pur-

pose”. In our case, intent (what one wants to achieve)

can be described in terms of the context of shape defor-

mation (what operations one can perform on the shape).

On the other hand, controllability can be viewed as the

quality of intent recognition and disambiguation as per-

ceived by the user. In general, we find that the prior

works in mid-air shape modeling primarily focus on the

development of a feature-rich geometric modeling sys-

tem. However, there is currently no literature that stud-

ies problems of intent and controllability in mid-air in-

teractions for shaping operations such as deformation.

Our broader aim in this paper is to study these critical

aspects of mid-air shape deformation.

Considering intent and controllability as our central

themes, we have two specific goals in this paper. First,

we seek a concrete geometric method that takes a gen-

eral representation of the user’s hand (PCL) and allows

the user to deform 3D geometry. Secondly, we want

to investigate this geometric method in light of intent

and controllability. Thus, our focus here is not to build

a comprehensive and feature-rich 3D modeling system.

Instead, we intend to investigate spatial interactions for

3D shape deformation with a raw representation of the

hand.

Considering a full-fledged 3D modeling system

makes it prohibitively complicated to rigorously study

2



the aspects of the interaction. There are two basic com-

ponents to our problem - the representation of the de-

forming shape and that of the user’s hand (PCL in our

case). In a typical shape deformation scenario, an arbi-

trary triangle mesh is the ideal and generic shape rep-

resentation. The use of an arbitrary mesh makes it pro-

hibitively challenging to perform a controlled study of

the geometry of interactions. There are two reasons for

this. First, the hand PCL data obtained from a single

depth sensor is partial (due to occlusions) and noisy.

Secondly, we want the user to approach a 3D shape from

any direction and grasp it in any way. In this case, the

user’s dynamic and complex finger motions further add

complexity to the occlusions and noise. Subsequently,

designing interaction tasks for a quantitative evaluation

is difficult, particularly for users with no prior experi-

ence with mid-air interactions for free-form 3D mod-

eling. Hence, it is essential to constrain the geometric

representation of the object being modified.

To cater to our goal of investigating mid-air defor-

mation, we chose the example of virtual pottery. Our

choice of pottery offers a well-defined and intuitive re-

lationship between the use of hands and the shaping of

pots to a user. The simplicity of the geometric represen-

tation and deformation in pottery lends itself to quan-

titative measurement of the user’s response to our sys-

tem (Section 6.3). Our concrete and practical imple-

mentation enabled us to study how hand and finger mo-

tions can allow users to deform a shape as they see fit

(Section 6.4.3). We note that virtual pottery using di-

rect hand manipulations is a niche area within the hand-

based modeling paradigm [10, 17, 22, 39, 25, 28, 29].

We do not aim at contributing towards pottery itself, but

using pottery to reveal the research questions pertaining

to the geometry of spatial interactions.

1.3. Approach

Our basic idea is to progressively conform the shape

of a pot (represented as a 3D mesh) to that of the user’s

hand. This idea, dubbed proximal persistence, is a gen-

eralization of the notion of dwell-time used in 3D object

selection [40]. Our algorithm is a combination of ex-

ponential smoothing and selective Laplacian smoothing

(Figure 1). Here, each point in the hand’s PCL attracts

a local region on the pot, hence deforming the pot’s sec-

tion. The combination of many such local deformations,

due to each point on the hand, amounts to a progressive

convergence of the pot-profile to the shape of the user’s

hands. We found two approaches that appear similar to

our method in terms of the representation of the hand

and the idea of persistence-based deformation.

The first approach is Data miming [27] wherein the

hand is modeled as a set of active voxels in a volumetric

domain. Thus, this approach uses hands without explicit

determination of gestures for recognizing user intent, as

in our case. Our method, however, is inherently differ-

ent from this approach in two ways. Firstly, Data mim-

ing focuses on the specification existing objects through

the user’s hand motions rather than creating new shapes

through shape deformation. Secondly, it differentiates

the relevant voxels from the irrelevant ones by imposing

a threshold on the number of times the user’s hand visit

each voxel. Our method does not require any threshold

or statistic to distinguish intentional actions from unin-

tentional ones. Instead, we use the rate of attraction as

our parameter to determine when and how much to de-

form a surface (Section 2.3). We also provide an explicit

relationship between our parameters and the responsive-

ness of shape deformation (Section 3). We determined

appropriate parameter values of our algorithm through

our pilot experiments. Such a study was not the focus

of the Data miming approach.

The magnet tool demonstrated by Schkolne et al. [11]

captures the idea of persistence. It is a custom made

hardware addendum that allows a user to change a re-

gion of surface locally by waving the hand close to the

surface while holding the tool. This tool, as mentioned

by the authors, enables an overdrawing metaphor for

surface deformation. In our case, the input is dynamic

and unstructured data (the PCL of the user’s hand) and

there is no explicit user expression (such as waving) that

triggers the deformation of a shape. Further, our method

is capable of both local and global changes to the shape

depending on how the user makes contact with the sur-

face of the shape.

1.4. Contributions

We make two main contributions. First we demon-

strate, with a practical implementation, that it is possi-

ble to achieve controllability in bare-hand mid-air shape

deformation using unstructured PCL data of the user’s

hand. We describe a method that does not compute

any finite set of gestures or hand skeleton. Instead, our

method uses the actual shape of the user’s hands for de-

forming the shape of a pot in 3D space. This directly

allows a user to shape pots by using physical objects as

tools.

Secondly, we show a detailed user evaluation to un-

derstand user behavior and perception in pottery design.

Our evaluations help reveal two core aspects of mid-

air interactions for shape deformation, namely, intent &

controllability. We characterize user behavior in pottery
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Figure 1: Definition of a pot and the deformation using proximal persistence.

design in terms of (a) common hand & finger move-

ment patterns for creating common geometric features,

(b) user perception of intent, and (c) engagement, utility,

and ease of learning provided by our approach.

2. Technical Details

Proximal persistence can be described as a spatio-

temporal model according to which a ’modifiable ob-

ject’ in space deforms when in close proximity to a

’modifying object’. Deformation occurs over a length

of time, until the shape of the modifiable object matches

the profile of the modifying object. In our case, the

modifiable object is the surface of a virtual pot, the mod-

ifying operation is deformation, and the modifying ob-

ject is a point-sampled surface of a hand or a hand-held

tool. Thus, the idea is to define the modeling process of

a 3D shape as a time-series of its deformed states con-

verging, so as to conform to the shape of the hand or the

tool (Figure 1).

To provide a realistic and enjoyable experience of

pottery, there are four considerations which drive our

modeling technique. These are: (a) smooth appearance,

(b) behavioral realism, (c) intuitive interactions, and (d)

the possibility of using real-world and virtual objects

as tools for pot creation. We will first define the re-

quired components of the technique and describe a gen-

eral strategy for the deformation of pots. Our strategy

is based on Laplacian smoothing which has been exten-

sively used in literature (see [41] for a detailed review).

2.1. Pot Definition

We describe a pot P̃(h, r(h)), as a simple homoge-

neous generalized cylinder (SHGC) containing a set of

circular sections at heights h̃ ∈ [h1, h2] (h1, h2 ∈ R)

whose radii are defined by a smooth function r̃ : R→ R

applied to the closed and connected interval [h1, h2] ∈

R. Thus, the function r̃(h̃) can also be interpreted as the

profile curve of the pot. In a discrete setting, a pot is

given by:

Pn,m := {(hi, ri) | ri = r(hi) , h1 < . . . < hn ∈ R} (1)

The surface S (Pn,m) of the pot is defined as a vertical

sequence of n circular sections Ci of radii ri at heights

hi. In a discrete setting, a circular section is approxi-

mated by a closed regular polygon with m sides (2) thus

allowing for a simple quad-mesh representation.

Ci = [vi,1, . . . , vi,m]T (2)

vi, j =

[

−ri sin(
2 jπ

n
), hi,−ri cos(

2iπ

n
)

]T

A manipulator is defined as a point denoted by

µ(t,p), where t is the time stamp and p ∈ R
3 is the

position of the manipulator. The manipulating object

(user’s hand or a hand-held tool)can thus be represented

as a point cloud (PCL) given by M(t) = {µ(t,p)} where

each point is a manipulator. A handle, q(t) = vi, j ∈ V

(1 ≤ i ≤ n and 1 ≤ j ≤ m), is defined as the vertex on

the pot which is closest to the manipulator in euclidean

space. We define a convergence threshold εC as the dis-

tance between a handle and its manipulator at which the

handle is considered to be coincident with the manip-

ulator. Finally, we define a proximity threshold as the

maximum distance, εP,at which a manipulator should

be from a handle in order for a deformation to occur.

Making use of the structured topology of the pot mesh,

we compute the handle for a given hand by first com-

puting the index of nearest section and subsequently the

point closest to the hand on the nearest section. Thus,

the handle q at an instance t, is given by:
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q(t) = vi, j (3)

i = argmin
i

(hi − py(t))

j = argmin
j

(‖vi, j − p(t)‖)

Here, ‖.‖ is the Euclidian distance defined in R
3. Fur-

ther, i gives the index of the cross-section closest to the

manipulator. It is clear that the relationship between

a manipulator and its corresponding handle is that of

proximity, the first component of proximal persistence.

2.2. Deformation Strategy

In real world pottery, deformations due to the pot-

ter’s hands are either local or global based on the extent

of the profile region in contact with the potter’s hands

or the tools held in the hands. The smoothness of de-

formation is an essential constraint as well. Consider

the hand as a set of points in 3D space. Each point in

the PCL deformed a small local region on the pot us-

ing the proximal persistence approach. On the whole

this amounts to a gradual and progressive convergence

of the pot-profile to the shape of the user’s hand. We

achieve this convergence by using the idea of selective

Laplacian smoothing. This method performs local or

global deformation of the profile based on the distribu-

tion of the manipulators on the profile. For manipulators

within a small region of the profile, the deformation is

local. If the manipulators cover a broader span of the

profile, the deformation is global.

Given the profile function r(h), the problem of de-

forming the surface of a pot is essentially transformed

to that of deforming the profile curve. For a curve

γ̃(u) ∈ R
3 (u ∈ [0, 1]), deformation on γ̃ can be de-

fined as a curve δ̃(u) such that δ̃ : γ̃ → (γ̃ + δ̃)(u). Our

goal is to determine a deformation δ̃(u) which satisfies

Laplace equation (∇2δ̃ = 0).

With seed displacements defined on selected vertices

of the profile, we compute a smooth deformation and

apply it to the profile (see figure 2). Let γ := {(hi, ri)} be

the discrete profile curve as given in (1) and K ⊂ [1, n]

define a set of selected vertices in γ. Given a set of

seed displacements on the vertices in K, our goal is to

determine the displacement of all other vertices so as

to preserve the smoothness of γ. To achieve this, we

first initialize a seed displacement curve δ (such that

δi = 0∀i < K) and iteratively apply discrete Laplacian

smoothing, L(δ) = 0, (4) with Neumann boundary con-

ditions. The deformed profile is then obtained by setting

ri ← ri + δi, ∀i. The derivatives at the boundary are

0L





 

Figure 2: Deformation strategy of a curve γ (row 1) involves initializ-

ing a seed displacement (row 2), application of the Laplace operator

to obtain a smooth deformation curve δ (row 3), and finally the com-

putation of deformed curve γ + δ.

0
0 L

0


001  

0

i

i ii

W

Figure 3: The selective application of Laplace operator is based on

the window operator α which defines the neighborhood around some

given vertex i in a profile.



 pqq   1
01

1q0q p




 pqq   1
12

1q0q p


2q

Figure 4: Recursive attraction of a handle q towards a manipulator p

is shown. The parameter λ ∈ [0, 1] defines the rate of convergence and

is akin to the smoothing constant in single exponential smoothing.
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set to zero, i.e, the radii at the boundary sections of the

pot are the same as the radii at their neighboring sec-

tions. We use inverse edge weights to determine the

non-diagonal elements of L (5).

Li, j =































−1, |i − j| = 0

1, |i − j| = 0, i ∈ {1, n}

wi, j, |i − j| = 1, i < {1, n}

0, otherwise

(4)

wi, j =
l j

∑

k∈K

lk
(5)

K = {k : |i − k| = 1}

In order to deform the profile in a smooth manner, we

begin by defining W to be a set of all contiguous subsets

in [1, n]. Note that a single section i ∈ [1, n] and the

whole set [1, n] trivially belong to W. Subsequently, we

define a mapping α : W → W as given in (6). Given a

section i, it is clear that α(i) determines the window of

sections above and below the section i, which are sub-

ject to Laplacian smoothing (Figure 3).

α : {i . . . j} 7→ {max(1, i − α) . . .min(n, j + α)} (6)

α ∈ N

i, j ∈ [1, n]

Thus, for a given seed displacement δ(t), the defor-

mation of the profile can be controlled using param-

eters, namely the window operator α and a parameter

β ∈ N specifying the number of iterations for Laplacian

smoothing. Note that a single point manipulator will in-

stantiate a smooth but local deformation as should be

expected in a typical real-world scenario - a thin tool

creates a thin impression. However, we aim to allow for

both global and local deformations. In our case, note

that a manipulating object is a point-sampled surface.

Thus, global deformations naturally occur due to the

combination of window operators for spatially proximal

manipulators.

2.3. Persistence

We define persistence as a continuous temporal re-

sponse of the pot profile to the proximity of a given ma-

nipulator. The main step towards the definition of per-

sistence is one involving initializing the seed displace-

ment. For a discrete pot profile curve γ and a handle

i, the idea is to attract a handle towards its correspond-

ing manipulator by a fraction of distance between them

Iteration 2 

0
0 L

Iteration 1 
0

001  


 0

i

112  

i ii

Figure 5: Algorithm for the application of proximal persistence to a

discrete profile curve of the pot for one manipulator.

(Figure 4). Our idea is inspired by exponential smooth-

ing [42]. Given a parameter λ ∈ [0, 1], we converge the

handle towards the manipulator over time in a smooth

manner (Figure 5). Note that this parameter, when con-

stant, is analogous to the smoothing constant in single

exponential smoothing. Similarly, a temporally varying

parameter λ = λ(t) ∈ [0, 1] is analogous to adaptive

exponential smoothing. We call λ the persistence pa-

rameter.

2.4. Intent Recognition:

Generally, a deformation to any given shape can ei-

ther be inward (push) or outward (pull). The exact char-

acterization of the deformation (shape, size, and loca-

tion) is subject to the type of contact that is maintained

on the deforming object. Along similar lines, our mod-

eling technique has three general responses to a user in-

put, namely push, pull, and no response. The goal is to

recognize which of these represents the response to the

actual intent of the user without asking the user to re-

member any prescribed rule (for instance, a button press

or a static hand gesture). Note that the recognition of

intent for “no response” is important, since it represents

the robustness to accidental user input in cases when

the user wishes to take rest or explore other features in

a given modeling interface.

A push is characterized by an inward displacement

i.e. when δ̂H
i
< 0. This is the simplest case wherein a

user would typically approach the pot and subsequently

recede away once the desired deformation has occurred.

A pull is characterized by an outward displacement i.e.

6



when δ̂H
i
> 0. This is a non-trivial intent to recognize

since a user would invariably approach the surface first

and then recede to pull. The overall motion of the hand

is similar to that of a push. However, unlike a push,

a pulling action typically involves the articulation of

hands so as to grasp the surface that is being deformed.

In order to account for grasping actions in pulling tasks,

we defined the persistence parameter as a smooth func-

tion given by λPe−A(δ̂N
i

)2

(Figure 7. Here, A defines the

rate of decrease of the function with respect to δ̂H
i

and

δ̂N
i

is the normalized horizontal distance of a manipula-

tor from a given section of the pot, given by:

δ̂N
i =

δ̂H
i

δ̂H
max − δ̂

H
min

(7)

∀i such that: δ̂H
i > 0

Our initial experiments showed that the normaliza-

tion of δ̂H
i

allowed us to standardize the design of band-

width A. Also, λP is the maximum rate of pulling (for

δ̂H
i
= 0).

2.5. Accidental Deformation:

Periods of rest, reflection, and accidental hand move-

ments can sometimes lead to unintended deformations.

We propose a temporal approach for avoiding accidental

or unintended deformation of the pot by allowing for the

pot to deform only when contact with the pot is main-

tained for a sufficient amount of time. We employ adap-

tive exponential smoothing to achieve this wherein we

vary the persistence parameter λ according to a mono-

tonically increasing function of time with a bounded

range, i.e. a fixed duration of time T . Note that the

same approach is also applicable to λP. In this work,

we implemented a linear function to determine λ as fol-

lows:

λ(t) = max

(

t − T0

T
λ̃, λ̃

)

(8)

Here, λ̃ and λ̃P represent pre-defined maximum val-

ues of the persistence parameters for push and pull re-

spectively; T represents a pre-defined duration of time

taken for λ to vary from 0 to λ̃ from the starting time T0.

The idea is to reset λ for every initial contact made with

the pot and linearly increase it to a maximum prescribed

value within a stipulated duration of time.

Given a handle vi, j ∈ Ci and its corresponding manip-

ulator µ(t,p), the application of persistence translates to

defining the increase or decrease in the radius of Ci such

that vi, j converges to the µ(t,p) (Figure 6). The rate at

p(t) 

vi,j 
i 

j 

bi,j 

H

i̂
H

i

Figure 6: An illustration of proximal persistence for hand PCL-based

deformation is shown.

which this convergence takes place is decided by the pa-

rameter λ as represented by the following equation:

vi, j ← λvi, j + (1 − λ)(δ̂H
i bi, j) (9)

δ̂H
i = |〈bi, j,p − vi, j〉|

bi, j =

[

− sin(
2 jπ

n
), 0,− cos(

2iπ

n
)

]T

Using 9, the seed displacement and the corresponding

section transformation are given by equation 10. Note

that δ̂H
i

is a signed displacement and can take both pos-

itive and negative values for outward (pull) and inward

(push) displacements respectively.

Ci ←

(

ri + δ
H
i

ri

)

Ci (10)

δH
i = λδ̂

H
i

3. Guidelines for Controllability

The controllability of our deformation method is af-

fected by two factors: (a) the disparity between what a

user intends for the shape to be and what the shape actu-

ally becomes after the deformation, and (b) the respon-

siveness of the deformation. The goal is to minimize

the disparity and optimize the responsiveness. Here

we investigate parameters which affect the deformation

behavior and responsiveness of the interaction as de-

scribed below.

We can define proximal persistence by the set of pa-

rameters as P(εC , εP, λ̃, λ̃
P, A, λ(t),T ) wherein the first

two parameters characterize proximity and the last three

parameters characterize persistence. Combined with α

and β described in section 2.2, we define deformation

parameters denoted asD(α, β).
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Figure 7: The intent for push and pull can be disambiguated by the

identifying the shape of a manipulating object even when the overall

motion is similar (top row). We apply outward attraction on the profile

in terms of a smooth function decreasing with respect to the distance

between that manipulators and the handle (bottom row).

3.1. Sampling and Resolution:

From our deformation strategy, it follows that our ap-

proach is affected by the density of points in the manip-

ulating object and the resolution of the pot mesh (de-

fined by m and n). Note that the maximum point density

in the manipulating object is dependent on the resolu-

tion of the depth camera. Thus, we define the pot reso-

lution such that the hand or tool PCL’s are densely sam-

pled in comparison to the pot. The rationale is that the

sparsity of the hand or tool PCL will result in undesired

effects when the user intends a global deformation.

3.2. Deformation Parameters (D(α, β)):

The window operator defined by α primarily decides

how local the deformation will be for a single point ma-

nipulating object. Larger values of α result in global

deformation. This parameter is also a factor in produc-

ing global deformations for a manipulating object with

several points. The parameter β affects responsiveness.

Recall that we apply Neumann boundary conditions for

Laplacian smoothing of the deformation curve which is

an open 1-manifold. Thus, applying the Laplace opera-

tor selectively near an internal section (i.e. a section not

at the profile boundary) for a reasonably large amount

of time (i.e. increasing β sufficiently) would make the

deformation converge to zero making the profile non-

responsive to any deformation.

SoftKinetic 

x 

y 

z 

x 

y 

z 

Figure 8: The overall setup consists of a computer and a depth camera.

We implemented our approach using two such cameras, SoftKinetic

DS325 and the Leap Motion controller.

3.3. Persistence Parameters

(P(εC , εP, λ̃, λ̃
P, A, λ(t),T )):

These parameters specifically affect the responsive-

ness of deformation. Assuming λ(t) to be a constant

function, the persistence parameters λ̃ and λ̃P are di-

rectly proportional to responsiveness. The parameter A

defines the bandwidth of the exponential function for

pulling. Lower values of A will distribute the rate of pull

along the profile while higher values will lead to local-

ized pulling at the points of contact on the pot. Low val-

ues of the proximity threshold εP require precision from

the user while deforming the pot. Higher values require

the user to recede from the pot at higher speed once a

desired deformation has been achieved. The value for

εP is decided based on the geometric properties of the

modeling scene, the size of the pot and size of the hand.

Finally, the parameter T signifies the amount of time re-

quired for the pot deformation to vary from being com-

pletely non-responsive to optimally responsive. Higher

values of T would require the user to maintain contact

for a longer time, thus making the deformation under-

responsive.

4. Implementation

We explore our approach with two depth sensors to

obtain such an input, as described below.

4.1. System Description

Our system setup consists of a ThinkPad T530 lap-

top computer with Dual Core CPU 2.5GHz and 8GB

RAM, running 64 bit Windows 7 Professional with a

NVIDIA NVS 5400M graphics card, a depth sensor

(such as a SoftKinetic DS325 sensor or a Leap Motion

Controller). The placement of the depth sensor varies

according to needs (Figure 8). Our applications were

8
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Figure 9: The depth sensing module for SoftKinetic involves the segmentation of hand’s depth image from the full depth image using the Depth-

Sense SDK. This is followed by optional image processing steps for skeletal and boundary images, and subsequently the segmented depth image is

converted to a PCL using camera parameters.

developed in C++ and openGL with the openGL Shad-

ing Language (GLSL). We implemented two instances

of our pottery application using the two different depth

sensors, namely Leap Motion controller and SoftKinetic

DS325 sensor.

SoftKinetic DS325 is a close range (0.1m-1.5m)

time-of-flight depth sensor that provides a live video

stream of the color and depth image of the scene. Ev-

ery pixel on a given depth image can be converted

to a 3D point using the camera parameters. We use

the DepthSenseTMSDK to obtain the depth-map of the

scene. Our first step was to segment the hand from the

scene based on a depth threshold. We then convert the

segmented depth map to the PCL of the hand using the

camera parameters. This is akin to using a pre-defined

a volumetric workspace as the active region in front of

the computer screen.

Since the main data provided by the sensor is a depth

map, several image processing algorithms can be ap-

plied to extract skeletal and boundary points as we will

demonstrate in future sections (see Figure 9). Leap Mo-

tion provides a skeletal representation of the hand com-

prised of the palm and fingers. We used this device to

implement virtual tools, with each tool defined by a pre-

scribed set of manipulators. We used the palm position

and orientation, provided by the Leap SDK, for tool ma-

nipulation.

4.2. Interface

Our interface comprises of an integrated 3D scene

with a rotating pottery wheel, a set of shaping tools

overlaid on natural outdoor background. In our pot-

tery application, we combine three spatial interactions,

namely, (a) 3D environment navigation though interac-

tion space partitioning and 3D camera transitions , (b)

robust tool selection using cylindrical zoning, and (c)

gesture-free shaping interactions using proximal persis-

tence. The interfaces for the two depth sensors, are sim-

ilar in appearance. However, we designed additional in-

teractions for tool selection for our Leap motion version.

4.2.1. Leap Motion Controller:

We partitioned the 3D scene into three distinct inter-

action spaces for unambiguous interactions (Figure 10).

Each of these partitions, when active, map to the inter-

action space of the Leap Motion device. This allows

for precise hand-motions in real space and constrains

the user’s focus to the active area. The user can freely

transition between the spatial partitions by moving to-

wards the right or left extremities of the Leap motion de-

vice. The potter’s wheel partition is the main workspace

wherein a user can shape the pot by modifying the lump

of clay into a pot. The right and the left partitions rep-

resent the shaping and decoration tools respectively.

4.2.2. SoftKinetic:

The interface for SoftKinetic is simpler in that we did

not need to use any tool selection interactions. Thus,

this interface consists of the whole 3D scene without

any spatial partitions. The user sees only the potter’s

wheel and a PCL representation of their hands, or the

tools held in their hands.

5. Results

In this section, we will discuss and demonstrate three

use cases for our approach, namely (a) hand, (b) phys-

ical tools, and (c) virtual tools. For the first two cases,

we further explore multiple modes of sampling such as

9
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Figure 10: Our interface consists of active partitions of the total inter-

action space where each partition is associated with a virtual camera.

Cameras C0, C1, and C2 correspond to the pottery wheel, tool-set 1,

and tool-set 2 respectively. User’s motion towards the left or right ex-

tremity results in camera transition and a subsequent re-mapping of

the users physical interaction space to the active partition. The selec-

tion of tools is based on a dwell-time strategy.

Figure 11: Persistence parameters identified with sufficiently-

responsive deformation were applied for skeletal (left), boundary

(middle), and hybrid (right) PCL’s of the hand. While the boundary

and hybrid PCL’s are generally more controllable, the skeletal PCL

shows better controllability for local-pulling tasks.

(i) full PCL, (ii) boundary PCL, and (iii) skeletal PCL.

Based on the designed interaction space, we fixed the

pot to be 0.6 units in length with radius in the range

[0.1875, 0.3125]. Further, we fixed the resolution of the

pot by assigning m = 314 and n = 100, i.e. the differ-

ence in height between each section is set to 6 × 10−4

units. After spatial mapping and PCL scaling, the aver-

age distance between two neighboring points in the PCL

were observed to be 2 × 10−3, 4 × 10−4, and 1.5 × 10−3

units along x, y, and z directions respectively. The defor-

mation thresholds were set as εC = 10−8 εP = 0.1. Our

deformation parameters D(α, β) were set to D(5, 50).

This is based on experiments we conducted for the cho-

sen pot resolution.

5.1. Hand and Physical Tools

The proximal persistence approach involves several

parameters (section 3) which must be appropriately de-

termined in order to design controllable interactions

Figure 12: Three use cases are shown for using day-to-day physical

objects (left - kitchen knife, middle - mobile phone, and right - CD-

case ) as shaping tools.

with our interface. Thus, our first step was to study the

effect of persistence parameters (λ̃, λ̃P, A, and T ) on the

intuitiveness and responsiveness of the pot deformation

process. We note that effect of these parameters are not

independent. Thus, an exhaustive study of all combina-

tions is prohibitively difficult. We conducted an infor-

mal pilot study where participants used our system with

six set of parameter combinations. Here, the ranges of

parameters were:

• 0.1 ≤ λ̃ ≤ 0.4

• 0.1 ≤ λ̃P ≤ 0.4

• A ∈ {0.5, 1.0, 1.5, 2.0, 2.5}

• T ∈ {0.5, 1.0, 1.5, 2.0, 2.5}

The general trend we observed is that λ̃P > λ̃ and

A < 2.0 resulted in uncontrollable pulls. We also

found that despite sufficient responsiveness, the defor-

mations were unstable for T < 1.5 seconds, in that

they alternated between inward and outward directions.

We believe this to be a consequence of the Laplacian

smoothing parameter β. Our final parameters provided

by user’s feedback were λ̃ = 0.3, λ̃P
= 0.1, A = 2.0,

and T ∈ 1.5. These values worked well for boundary

and skeletal PCL of the hand (Figure 11). Use of phys-

ical tools proved to be more stable in comparison to the

hand (Figure 12). This, we believe, can be attributed to

the highly articulated nature of hand-based manipula-

tions in comparison to the relatively rigid PCL obtained

from the tools.

5.2. Virtual Tools:

Based on parameters determined from our experi-

ments, we implemented virtual tools using the Leap

Motion (Figure 13). In this case, we constrained the

deformations to be purely inward. This was a design de-

cision considering the typical use of tools in real world
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Figure 13: A variety of virtual tools are shown with their respective deformations on the pots.

pottery. We implemented a smoothing tool wherein we

did not associate any PCL with the tool. This tool sim-

ply applies the Laplace operator on the profile of the pot

itself. The use of virtual tools lends itself to rapid con-

ceptualization of several shapes. To demonstrate this,

we created a virtual chess set (figure 14) where each

piece was created in less than one minute, taking a to-

tal time of approximately six minutes to create all the

pieces.

5.3. Efficiency:

The main cause of computational bottleneck is the

need to determine handles corresponding to each ma-

nipulator. This can be a major cause of disruption and

dissatisfaction for users. For arbitrary meshes, the typi-

cal solutions in such a case would be to use spatial hash-

ing or the GPU. In our case, however, the SHGC repre-

sentation of the pot eliminates the need to use any such

special method. For a pot mesh S (Pn,m), the worst case

complexity to determine handles for k manipulators is

O(k(n + m)). This is attributed to the fact that the com-

putation of a handle vi, j is sequentialized in first finding

the closest section (i.e. i) based on only the heights of

the manipulators and sections, and then finding the clos-

est vertex per section (i.e. j). We experimented with

different pot and hand PCL resolutions and found that

the total time taken for a pot with 314 × 100 vertices

deformed by a hand with 3524 manipulators was about

17 ms. Increasing the pot resolution to 470 × 150 ver-

tices resulted in a total time of 29 ms for 3142 manipula-

tors on the hand (see Table 5.2). Given that the average

frame-rate for SoftKinetic is 60 Hz, our computational

Figure 14: The results of the pot composition are shown Pots were

created by participants using our full hand PCL-based interface.

efficiency is well within the required range for an inter-

active design application.

6. Evaluation 1: Hand PCL

In this work, we intended to enable an interaction

paradigm of: “what you do is what you get”. Thus, the

main motivation behind our user evaluation was to un-

derstand was the relationship between the design out-

come (“what users want in the end”) and design process

(“how they want to get there”). In order to understand

how users perceive and perform mid-air shape defor-

mations, we conducted a lab experiment with our hand

PCL implementation using the SoftKinetic camera (sec-

tion 5.1). Our primary goals in this evaluation were: (a)

to observe common and uncommon user patterns dur-

ing the shaping process in terms of hand grasp and (b)

to get user’s feedback on the effectiveness of controlla-
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Table 1: The times (millisec.) taken for the steps of our algorithm are shown for different combinations of pot resolution and PCL sampling

resolution.

Pot # Points # Handles Normal Pot-Pcl Deformation Sectional Total

Resolution in PCL Computation Map Computation Scaling Time

314 × 100 3524 51 4.0 12.5 0.06 0.36 17

471 × 150 3142 69 9.7 17.3 0.11 1.62 29

314 × 100 816 49 6.6 5.2 0.10 0.71 13

471 × 150 805 66 6.6 3.1 0.07 1.30 11

628 × 200 821 71 26.9 10.3 0.21 4.37 42

628 × 200 352 73 26.5 5.1 0.20 4.33 36

a 

e 

b 

f 

c 

g 

d 

h 

Figure 15: Eight pre-defined pots were shown to participants in the

quiz. These are: (a, b) thin convex and thin concave, (c,d) fat convex

and concave, (e, f) round and flat, and (g, h) flat at center and ends.

bility. To cater to these goals, we performed an observa-

tional and user perception analysis. In order to support

our observations and findings, we first wanted to char-

acterize how well and how fast users could create basic

shape features using our proposed algorithm. To assess

the quality of shapes created by the users in relation to

the time taken for creating the shapes, we utilized an ap-

proach based on curvature cross-correlation. Below, we

describe our evaluation in detail.

6.1. Participants:

We recruited 15 (13 male, 2 female) science and engi-

neering graduate students within the age range of 20−27

years. 5 participants had familiarity with mid-air ges-

tures and full body interactions through games (Kinect,

Wii), and 12 participants reported familiarity with 3D

modeling and computer-aided design. 3 participants had

amateur experience with ceramics and pottery.

6.2. Procedure

The length of the study varied between 45 to 90 min-

utes. In the beginning of the study, each participant

was given a verbal description of the setup, the pur-

pose of the study, and functionality of the pottery ap-

plication. We also recorded participants background re-

garding their familiarity with depth cameras, full-body

games, and pottery. This was followed by a practical

demonstration of how to use the application. The partic-

ipants were then asked to perform the following tasks:

P Practice: Each participant used our application for

three minutes to get an overall familiarity with the

interaction of their hands with the pot surface. Dur-

ing this phase, the participants were allowed to ask

questions and were provided guidance when re-

quired.

T1 Quiz: The participant was shown a pre-defined tar-

get shape and asked to shape a “blank” pot so as to

roughly match the most noticeable feature of the

pre-defined shape. A total of eight target shape

were shown in a random order (Figure 15). Each

target shape corresponds to a specific size (thin,

fat) and location of a set of main geometric fea-

tures (convex, concave, flat, round). The partici-

pants were allowed to undo and redo a particular

deformation at any time using keyboard shortcuts.

The participant could also reset the current shape

to the blank pot. Once the participant was satis-

fied with the result, they would move to the next

pre-defined pot shape.

Q1 Questionnaire 1: The participants were asked a se-

ries of questions regarding the intuitiveness, qual-

ity of intent recognition, responsiveness of the de-

formation and consistency of pushing and pulling

during the quiz.

T2 Composition: The participants were given a dura-

tion of five minutes during which they were asked

to think of certain specific pot shapes and shape

them using their hands. They were asked to de-

scribe what they intended to make before begin-
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Figure 16: Curvature cross-correlation is used as measure of quality

of user created pots. Given the observed and target profiles (a), we

compute curvature signatures (b), and subsequently compute maxi-

mum correlation between the signatures (c). Notice the sensitivity of

the curvature signature (b) for a seemingly high visual similarity. In

the example shown, the profile of the observed pot are shifted upwards

by 5 sections with respect to the target pot.

ning their creation. Although the duration of time

was fixed, the users were allowed to complete their

last composition that was started before the end of

the specified duration.

Q2 Questionnaire 2: Finally, each participant was

asked a series of questions regarding enjoyability,

ease of use, and learning. We also recorded spe-

cific comments about what they liked and disliked

about the application, interface, and interaction.

6.3. Metric for Quality of User Response:

The main aspect that we sought from the Quiz was

the quality of the final outcome across participants for

a given quiz problem. We also wanted to understand

what features were difficult for the users to create, i.e. a

comparison of the final outcomes across features. Thus,

we sought to compare experimentally observed (user

created) pot profiles with respect to the target shapes

(quiz problems). The requirements for our metric were:

(a) invariance to the shift between the features of the

profiles along vertical and horizontal directions and (b)

sensitivity to capture small local dissimilarities across

users. Thus, we used curvature cross-correlation as a

measure to compare the quality of user created profiles.

We first compute the curvature signature of an observed

profile wherein each point on the signature is the cur-

vature of a point in the profile (Figure 16(a)). Subse-

quently, we compute the normalized cross-correlation

[43] between the curvature signatures of the observation

with that of the ground truth (Figure 16(b)). The quality

is then defined as the maximum value of the correlation

(Figure 16(c)). Since the signatures are normalized be-

fore cross-correlation, the value of the measure of qual-

ity is in the range [0, 1]. Here, higher values represent

better quality (1 corresponding to perfect match and 0

no match).

6.4. Quiz Results:

6.4.1. User Performance:

Each user perceived and approached a given target

shape; there was no observable correlation between the

time taken by each user and the quality (curvature cross-

correlation) of the final pot created by the user for any

of the target shapes. Hence, we chose to represent the

user performance as a bag-plot [44] (Figure 17), where

the time taken and the response quality are considered as

independent variables. Rousseeuw et al. [44] state: Like

the univariate boxplot, the bagplot also visualizes sev-

eral characteristics of the data: its location (the depth

median), spread (the size of the bag), correlation (the

orientation of the bag), skewness (the shape of the bag

and the loop), and tails (the points near the boundary of

the loop and the outliers). In this section, we will iden-

tify notable aspects of user response by looking at the

location, spread, and skewness of the bag-plots for each

of the quiz questions. In the subsequent sections, our

goal will be to report our visual observations of user be-

havior and usage patterns across the different quiz ques-

tions based on the bag-plot observations.

Users performed best for thin-concave and fat-convex

targets with Tukey median values of (3.80, 0.71) and

(1.90, 0.69) respectively. In particular, the fat-convex

case shows a nearly vertical orientation indicating a

strong correlation between the time taken and the qual-

ity of response. The average time taken by users was

highest for round-flat features with significant varia-

tion in the quality. As expected, the thin-convex tar-

get feature was difficult to shape. This is also shown

by the large spread (1.223) and the Tukey median of

(0.60, 3.69). Contrary to our expectation, the top-flat-

bottom-round feature (Figure 15(f)) was most difficult

for the users to create, as indicated by the maximum

spread (1.573) and lowest Tukey median of (0.42, 5.17).

Similar difficulty was observed in the central flat fea-

ture (Figure 15(h)). The spread was consistently higher

for all flat features (bottom row of Figure 17) indicating

that the key problem the users faced was due to the lack

of an explicit method for smoothing the surface of the

pot. We found that the quality of responses in relation to

the completion time are closely linked to how the users

perceived correspondingly approached the shaping pro-

cess. Below, we provide a detailed description of how
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C = (0.60, 3.69) 

Sp = 1.223 

C = (0.71, 3.05) 

Sp = 0.745 

C = (0.68, 1.94) 

Sp = 0.618 

C = (0.65, 2.26) 

Sp = 0.654 

(C = 0.51 ,3.58) 

Sp = 0.708 

C = (0.42, 5.17) 
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Figure 17: User performance is shown for the each quiz problem as a bag-plot. The x-axis is time in the range [0, 14] minutes and the y-axis is

the curvature cross-correlation in the range [0, 1]. The dark and light blue regions show the bag and fence regions, respectively. The white circle is

the Tukey depth median and the points marked with red circles are the outliers. The insets show the actual pot profiles (black lines) created by the

users in comparison to the target shapes (beige region) of the Quiz. The coordinates of the tukey median (C) and the spread (Sp) are provided for

each target shape.

Figure 18: Common user patterns are shown in terms of grasp and motion performed by users for each target shape (in decreasing order of

occurrence along columns). The hand images represent the grasp and the arrows (red) show the motion of the hand. The most successful strategies

are indicated by blue boxes for each target shape.
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a. Creating a thin concave feature  

b. Creating a flat-round feature  

Figure 19: Two examples are shown of common deformation strate-

gies are shown through which users created (a) thin concave and (b)

flat-round features.

the measurements of the response quality and time are

related to the behavior and strategies of the users for ap-

proaching, grasping, and deforming the pots.

6.4.2. User Behavior

Users generally preferred small finger level move-

ments for thin features. For fat and flat features, we

observed that the users first formed a grasp according

to the amount of deformation required and then moved

the whole hand to achieve the feature as expected [45].

Pushing generally required smaller finger movements

in comparison to whole hand movements. Most users

spent time smoothing and refining the surface of the pot

after the general shape had been obtained. The motion

of the hand was performed vertically along the surface

of the pot (Figure 18). This led to frustration, for two

reasons. First, the accidental unintended deformations

caused due to the contact of the hands with regions of

the pot other than the parts which the users were at-

tempting to refine. Secondly, although our algorithm

allowed for smooth deformations, there was no explicit

way for the users to smooth or straighten a region of

the pot. Another interesting observation was that most

users avoided using the key-board commands for undo,

redo, and reset. Instead, they preferred using their hands

for reversing an accidental deformation. In some cases,

users had to be reminded of the undo, redo, and reset

functionalities.

6.4.3. Reaching, Grasping, & Deformation Strategies:

Generally, preferences towards grasping varied

across users based on their expectation of the system

and subsequent trial and error. However, we observed

some common patterns for reaching, grasping, and de-

forming each target shape (Figures 18). Typically, while

Pot shapes like the hand 

Speed of reaction was1  

Push-pull equally difficult 

Initialization Time2 

Accidental Deformation3 

Practice time sufficient 

Demonstration sufficient 

Close to real pottery 

Easy to learn 

Easy of use 

App was NOT tiring 

Enjoyable experience 

Q1: Intent & Controllability 

Q2: User Experience 

Strongly Disagree Strongly Agree Agree Neutral Disagree 

Too Slow Too Fast Fast Balanced Slow 1 

2 

3 

Too Low Too High High Balanced Low 

Too frequent, 

Affected Work 

Did not occur Occurred but, 

Not Annoying 

Less Frequent 

but Annoying 

Figure 20: User response to are shown for proximal persistence. The

main issue in terms of controllability (a) was the slow response and

difficulty of pushing in comparison to pulling.

shaping thin-convex features, we observed that most

users achieved a general convexity followed by pushing

the top and bottom portions in the inward direction. We

had assumed that users will create concave features in a

single inward action. Interestingly, they first pulled the

top and the bottom portions of the pot, and subsequently

pushed the central region of the pot (Figures 19(a)).

Similar was the case with flat-round features (Figures

19(b)). Many users first pulled out the round feature fol-

lowed by straightening the flat regions of the pot. One of

the most common hand pose that was observed for cre-

ating the thin concave feature, was the point pose. Due

to the interference of the fingers other than the index fin-

ger, this pose limited the depth to which the users could

push the surface inwards. Thus, most users resorted to

using an open palm. For round features, the most com-

mon approach was cupping of the hands in conjunction

with vertical movement of the hands.

Users frequently tried using two hands, particu-

larly for round-flat combinations. Some users also

changed their manipulating hand from dominant to non-

dominant due to arm fatigue as typically expected in fo-

cused mid-air interactions. This, however, was problem

due to: (a) the limited volume of the workspace, and

(b) difficulty of avoiding unintended deformation due to
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asynchronous motions of two hands. The tendency to

approach the pot from the sides was common. Upon

asking, the users typically answered” “my own hand

blocks the view of the pot”. Due to difficulty in depth

perception, many users inadvertently reached behind the

pot’s surface. This caused confusion due to unintended

deformations when the user did not expect one, or the

lack of response when it was expected.

6.5. Composition:

6.5.1. User Behavior

On an average, users created 5 pots (max: 9, min:

3) within 5.75 minutes (std. dev.: 1.00 min). Most

users felt that the control of the pot was significantly

better during the composition phase. One user stated:

“I thought it was easier to learn the software when I

was trying to make my own pot not a model one”.

This was expected because of the learning and prac-

tice that the users had during the quiz. However, accord-

ing to the users’ comments, the cause of difficulty in the

quiz turned out to be split attention between the target

shape and the user’s pot. There were two observations

that were common across users. First, almost all users

tried making a pot that they perceived to be the most dif-

ficult ones to make. Surprisingly, these were the round-

flat combinations (Figures 15(e),(f)), rather than the thin

convex one (Figures 15(a)). Most of the users tried to

make pots with large and straight stems, such as in a

wine glass or chalice wherein most of their effort went

in smoothing and straightening long vertical regions of

the pot. This, in conjunction with their difficulty in the

Quiz, strongly indicated the need for an explicit method

for recognizing the intent for smoothing or fairing the

surface of the pot.

6.5.2. User Feedback

Intent & Controllability: . In general, users agreed that

the pot behaved according to the way the users shaped

their hands (Figure 20(a)). About 50% of the users per-

ceived the response to be slow while the remaining con-

sidered it balanced. In general, we also found a com-

mon agreement on the initialization time and robustness

to accidental deformation. The most common and ex-

pected difficulty that users faced was that of: (a) pulling

specific regions of the pot and (b) creating straight/flat

features on the top portion of the pot. The key factor re-

sponsible was severe difficulty of depth perception. Ac-

cording to a user: “Pushing seems easier than pulling.

Part of the reason I suspect is the visual feedback. It is

easier to determine if my hand starts to touch the pot,

while it’s not as easy to determine if my hand is still

attached with the pottery or leaving it.”

Figure 21: Pots that were created by young participants using our

Leap-based interface.

Experience: . Despite the frustrations with pulling and

smoothing, most users enjoyed the non-symbolic aspect

of the interaction. According to a user: “I enjoyed the

lack of constraints in the design process; free-forming”.

Another user commented: “This is the first time I have

seen something like this. The app is very sensitive so

that way it gives the user a lot of freedom. i really loved

that part”. The main aspects that the users liked were

(a) perceived realism of pottery, (b) ease of learning,

and (c) the freedom of choosing how to deform the pot

(Figure 20(b)).

7. Evaluation 2: Virtual Tools

In this study, we wanted to evaluate how well our

method allows young users to rapidly conceptualize

shapes through direct spatial interactions. In order to

do so, we wanted to provide the users with a simpler

and finite set of deformation tools for pottery. Thus, we

used the virtual tools implemented using the Leap Mo-

tion controller (section 5.2).

This study was conducted as an informal workshop

wherein we invited twelve young participants studying

in fourth, fifth, and sixth grades. We introduced our ap-

plication and demonstrated the interactions. Following

this, all participants were asked to create as many pots as

possible in a duration of ten minutes as in the pot com-

position task. Figure 21 shows the pot concepts brain-

stormed by each participant during the pot composition

task.

8. Discussion

8.1. Three-dimensionality:

There is no limitation in the method which restricts

a user from manipulating the pot from any direction, as

demonstrated in our results. However, we observed that

the use of 2D displays is a factor, due to which users

tended to use side configurations. We believe that 3D

16



visual feedback would encourage users to access the

front and back faces. Further, hand skeleton tracking

provided in the Leap API is not sufficiently robust to

use in front configurations due to occlusions. Our PCL-

based method works for hand configurations where ges-

ture recognition and skeleton tracking will fail.

8.2. Limitations:

We see four limitations with our current approach.

First, severe occlusion resulting from camera posi-

tion and hand orientation is a problem particularly

for skeleton-based gesture recognition. We partly ad-

dressed this challenge using our PCL-based approach

which can make use of partial data even when the full

hand skeleton is intractable. However, occlusion is an

inherent problem in any camera-based method. Inves-

tigation of optimal camera position and the use of mul-

tiple cameras at strategic locations is important. Sec-

ondly, we provided a method for temporally adaptive

persistence. However, this does not take the structure

of the hand or the geometry of the physical tool into

consideration. For instance, the optimal persistence pa-

rameters for the palm may be different from those of

the fingers because of the nature of hand articulation.

Hence, spatially adaptive estimation of persistence pa-

rameters needs further attention. Thirdly, in our current

implementation, the definition of window operators is

in terms of 2D profile topology, rather than actual dis-

tances in real space. Thus, our implementation is depen-

dent on PCL sampling, relative to the mesh resolution

of the pot. Independence from the sampling resolution

may be achieved with an adaptive approach wherein

new sections could be added according to manipula-

tors, or old ones removed based on geometric proper-

ties of the pot profile such as curvature. Finally, we ob-

served that our method gives plausible outcomes for dif-

ferent representations of manipulating objects such as

full, boundary, and skeletal PCL. The performance and

controllability in each of these modalities may differ ac-

cording to the context and the user’s intent. A method to

determine the optimal modality for each modeling task

requires further investigation.

8.3. Future Directions:

Intent disambiguation, user experience, and compu-

tational efficiency are affected by the representation of

shapes, the modeling technique, and hand representa-

tion. Our approach allows for the accommodation of

different representations of the hand, ranging from dis-

crete gesture-classes to kinematic hand models. A com-

parative investigation of different hand representations

as well as traditional interactions would provide a com-

prehensive understanding of controllability of the shap-

ing process. The augmentation of geometric informa-

tion, such as normals to the PCL, may provide valu-

able insights on the articulation of hands and allow for

determining parameter combinations adaptively based

on the motion of the hands. Works by Rosman et al.

[46, 47] provide frameworks for motion segmentation of

point clouds and demonstrate specific examples related

to hand segmentation were demonstrated. Augmenta-

tion of such frameworks with our technique could lead

to several novel interaction mechanisms.

9. Conclusions

In this paper, we demonstrated that it is possible to

tailor a geometric modeling method to suit the needs

of controllable spatial interactions that use hands and

finger motions for 3D shape modeling. This idea cre-

ates new pathways for further research, exploring hand-

based shape modeling. It enables the augmentation of

users’ existing knowledge of real-world manipulations

with new virtual modeling contexts in a “what you do is

what you get” framework. At its core, proximal persis-

tence is a general notion which can be instantiated in a

variety of ways by combining different hand representa-

tions with different shape representations and modeling

metaphors. It will be interesting to investigate methods

which could automatically deduce appropriate hand rep-

resentations for different modeling metaphors. With up-

coming mid-air geometric design applications, achiev-

ing simultaneous efficiency, robustness, and controlla-

bility is a challenging problem towards enhancing the

user’s creative process and outcome. We believe that

proximal persistence takes a fundamental step towards

problem.
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