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Abstract
Packet-based on-chip networks are increasingly being

adopted in complex System-on-Chip (SoC) designs support-
ing numerous homogeneous and heterogeneous functional
blocks. These Network-on-Chip (NoC) architectures are re-
quired to not only provide ultra-low latency, but also occupy
a small footprint and consume as little energy as possible.
Further, reliability is rapidly becoming a major challenge in
deep sub-micron technologies due to the increased promi-
nence of permanent faults resulting from accelerated aging
effects and manufacturing/testing challenges.

Towards the goal of designing low-latency, energy-
efficient and reliable on-chip communication networks, we
propose a novel fine-grained modular router architecture.
The proposed architecture employs decoupled parallel ar-
biters and uses smaller crossbars for row and column con-
nections to reduce output port contention probabilities as
compared to existing designs. Furthermore, the router em-
ploys a new switch allocation technique known as ”Mirror-
ing Effect” to reduce arbitration depth and increase con-
currency. In addition, the modular design permits graceful
degradation of the network in the event of permanent faults
and also helps to reduce the dynamic power consumption.
Our simulation results indicate that in an 8 × 8 mesh net-
work, the proposed architecture reduces packet latency by
4-40% and power consumption by 6-20% as compared to
two existing router architectures. Evaluation using a com-
bined performance, energy and fault-tolerance metric indi-
cates that the proposed architecture provides 35-50% over-
all improvement compared to the two earlier routers.

1 Introduction
A key component of the emerging System-on-Chip

(SoC) architectures is the on-chip interconnect, which is ex-
pected to play a crucial role in dictating the performance,
energy, and fault-tolerance of the overall system with tech-
nology scaling [2, 6, 12]. Thus, design and analysis of scal-
able on-chip interconnects, also known as Network-on-Chip
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(NoC) architectures, has become a recent research thrust.
Although interconnection network design has matured over
the years with respect to multiprocessor architectures, NoC
design comes with a different flavor because of the area, en-
ergy and reliability constraints in deep sub-micron design.
In particular, vulnerability of the NoCs to increased prob-
ability of permanent/hard faults resulting from accelerated
aging effects and manufacturing/testing challenges in deep
sub-micron design makes reliable communication a major
challenge. Communication-centric, switch-based architec-
tures, utilizing regular topologies such as 2D mesh and torus
[6, 25] are emerging as a de facto standard to connect hun-
dreds of IP blocks.

The large body of literature on several aspects of
NoC architectures shows the current interest in this area.
Communication-centric systems are addressed in [25, 27],
and various implementation details of NoCs are explored
in [8]. While researchers have proposed performance en-
hancement techniques [18, 23], area-constrained design al-
ternates [19, 22], power-efficient and thermal-aware sys-
tems [26, 28, 29], and fault-tolerant mechanisms [20] for
NoCs, a systematic design methodology encompassing the
interplay of performance, fault-tolerance and energy con-
straints is yet to evolve.

In this paper, we present the design of a modular
wormhole-switched router architecture considering the per-
formance, energy, and fault-tolerance issues in a cohesive
manner. The salient features of the proposed router that
make it distinct compared to other contemporary designs
are the following: (i) For enhancing performance, we clev-
erly exploit the virtual channel allocation (VA) and switch
allocation (SA) units in minimizing the delay due to re-
source contention. (ii) For energy conservation, we focus
on use of smaller crossbars, simplified arbiter circuits, and
other design tricks such as early ejection and mirrored ar-
bitration. (iii) For enhancing fault-tolerance, we rely on a
modular design such that failure of a router component can
be tolerated by allowing the switch to operate in a degraded
mode. In this context, we propose several techniques to han-
dle hardware faults in different components of the router.

Our proposed Row-Column (RoCo) Decoupled Router
enhances performance by reducing the contention proba-
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bility. This is achieved by splitting the router operation
into two distinct and independent modules. Each module
is responsible for handling traffic in one dimension (X-
dimension or Y-dimension). This decoupling permits the
use of smaller and simpler components with reduced logic
depth. Each module requires a compact 2x2 crossbar, as
opposed to the bigger monolithic crossbar, used in conven-
tional architectures. Furthermore, the proposed router uses
a novel switch arbitration scheme, known as the Mirroring
Effect. This mechanism requires fewer global arbiters and
maximizes crossbar utilization by providing optimal match-
ing between inputs and outputs. Finally, contention in the
crossbar is further reduced through the use of a prelimi-
nary path-sensitive buffering process, known as Guided Flit
Queuing.

The RoCo router possesses inherent fault-tolerant at-
tributes. Its decoupled operation allows for partial function-
ality in the event of a hard failure. Having two operationally
independent modules implies that one module can continue
to provide service in one dimension even if the other mod-
ule is blocked due to a permanent failure. This alleviates
contention around the faulty node, which has a profound
effect on network latency. Additionally, the proposed ar-
chitecture employs a hardware recycling mechanism which
uses resource sharing to circumvent hard failures in vari-
ous intra-router components. We present a comprehensive
router fault model and propose several safeguards to protect
against various types of intra-router faults. These measures
induce minimal area, power and latency overheads.

A flit-level, cycle-accurate simulator is used to analyze
the performance of the proposed architecture and compare
it against a generic 2-stage router and the Path-Sensitive
Router [18] under a variety of traffic patterns. Moreover,
the routers are synthesized in 90 nm technology to extract
their power profiles. The power numbers are imported into
the simulator for detailed energy analysis. The three router
types are used to analyze the performance of an 8× 8 mesh
network with deterministic, XY-YX and adaptive routing.
Our simulation results show that the proposed architecture
reduces packet latency by 4-40% and power consumption
by 6-20% as compared to the two aforementioned router
architectures. Evaluation using a combined performance,
energy and fault-tolerance metric indicates that our archi-
tecture provides a substantially improved combination of
high performance, low energy and effective fault-tolerance
(almost 50% improvement compared to the generic router
and 35% improvement with respect to the Path-Sensitive
router).

This paper is organized as follows. First, we summa-
rize existing work in Section 2. We present the proposed
router architecture in Section 3, the fault-tolerant analysis
in Section 4 and performance results in Section 5. Finally,
concluding remarks are made in Section 6.

2 Related Work
In this section, we summarize prior research on

communication-centric NoC architectures and other work
related to our design. A comprehensive survey of these
architectures can be found in [11, 14]. The first NoC de-

signs [6, 27] proposed the use of simplistic routers with
deterministic routing algorithms. Subsequently, fine-grain
pipelined router architectures with Virtual Channels (VCs)
and efficient arbitration schemes have been proposed to
achieve high-bandwidth [8, 15]. Mullins and et al. [23]
have proposed a single stage router with a doubly specula-
tive pipeline to minimize deterministic routing latency. It
minimizes the intra-router delay by pre-computing the rout-
ing and arbitration decision. However, this design may suf-
fer from high contention and blocking delay, since it does
not efficiently eliminate increased redundant iterations of
pre-computed allocations. The architecture can lead to ad-
ditional delay and, thus, higher power consumption from
router pipeline stalls, if it cannot provide efficient match-
ings under heavy load. Furthermore, the energy consump-
tion and reliability aspects are not considered in this study.

Kim and et al. [17] proposed a hierarchical switch and
cross-point buffering considering the significance of effec-
tive allocation for interconnection networks, suitable for
parallel computer architectures. The design employs a hier-
archical crossbar, in which the sub-switches are intercon-
nected and require global control logic for coordination.
Further, a flit may require concatenated crossbar traversal,
and use VC buffers at intermediate switching points. We
use the same philosophy, lowering contention, but with a
different design approach for NoCs. Our approach splits
the crossbar into two totally independent and decentralized
switches. There is no concatenated switch traversal and no
centralized control logic.

Deterministic routing may not be suitable to handle non-
uniform traffic, hard faults in deep sub-micron design and
temperature hot spots in NoCs. Therefore, adaptive rout-
ing algorithms have recently surfaced for NoC platforms.
Examples include thermal aware routing [26] and a mixed-
mode router architecture [13].

Since area, energy efficiency and fault-tolerance are es-
sential in the NoC domain, recent designs have analyzed
these issues. Area-constrained design alternatives are ex-
amined in [11, 19, 22], energy models in [10, 29], and fault-
tolerance issues in [20].

The Path-Sensitive router supporting routing adaptivity
[18] utilizes look-ahead routing in selecting the next route.
The router is called Path-Sensitive because, based on the
destination address, it has four sets of VCs, called path sets;
one set for possible traversal in each of the four quadrants:
NE, SE, NW, SW. Each path set has three groups of VCs to
hold flits from possible directions from the previous router.
The architecture utilizes a 4 × 4 decomposed crossbar de-
sign with half the connections of a full crossbar. It was
shown that the Path-Sensitive router can reduce the aver-
age latency compared to a two-stage router. While this is
a nice approach to reduce network latency, we will show
in this paper that we can do better by reducing the cross-
bar size and employing a decoupled design for better con-
currency and fault-tolerance. The Partitioned Dimension-
Order Router (PDR) [4, 21] uses two 3x3 crossbars. How-
ever, the operation of the two crossbars is intertwined and
the flits should take concatenated switch traversals in order
to change dimension. Choi and Pinkston [5] also proposed
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partitioned crossbar architectures exploring spatial locality
and the fact that a packet tends to traverse the network in the
same virtual channel. However, these schemes are different
compared to our proposed architecture.

3 The Proposed RoCo Decoupled Router
3.1 Row-Column Switch

Figure 1 (a) illustrates the architecture of a generic 5-
port, 2-stage NoC router employing virtual channel flow
control and wormhole switching. The five ports correspond
to the four cardinal directions and the connection to the
local Processing Element (PE). The router consists of six
major components: the Routing Computation unit (RC),
the Virtual Channel Allocator (VA), the Switch Allocator
(SA), the MUXes and DEMUXes which control the flit flow
through the router, the VC buffers, and the crossbar. It em-
ploys a pipelined design with speculative path selection to
improve performance. Instead of relying on a unified archi-
tecture with a monolithic crossbar, the proposed router con-
sists of dual compact crossbars arranged in Row and Col-
umn Path Sets. Figure 1 (b) depicts the major components
of the new two-stage, pipelined router architecture. The first
stage is responsible for look-ahead routing, virtual channel
allocation (VA) and speculative switch allocation (SA); all
three operations are performed in parallel. The second stage
is responsible for crossbar traversal. In this work, the func-
tionality of the router is described with respect to a 2D mesh
interconnect.

The router has two sets of crossbars, called Row-
Module (East-West) and Column-Module (North-South).
The router is divided into two distinct, independent units,
each responsible for possible traversal in the corresponding
crossbar connections; i.e. in the East-West direction or in
the North-South direction. Each port of the crossbar mod-
ule has a set of three VCs to hold arriving flits from neigh-
boring routers or the local PE. These sets are aptly named
Path Sets, since all flits within such a set travel in the same
physical direction. In order for an incoming header flit to
pass through the DEMUX and be placed into the buffer cor-
responding to its output path, the header flit should know
its route before departing the previous node. To remove
the routing process from the router’s critical path, the Rout-
ing Computation (RC) can be performed one step ahead.
By employing this Look-Ahead Routing scheme, the flit is
guided to the appropriate buffer by the DEMUX.

Based on the required output port, the header flit requests
a valid output VC. The virtual allocation unit, VA, arbitrates
between all packets requesting access to the same VCs and
decides on winners. Figure 2 compares the complexity
of the VA unit of a generic 5-port (North, East, South,
West, PE) router and the proposed RoCo router. The use
of Early Ejection allows the RoCo router to eliminate the
PE path set. (Early Ejection is analyzed later on in this
sub-section.) In this comparison, we assume v VCs per in-
put port for both the generic and RoCo architectures. Fig-
ure 2 compares two cases: one, where the routing func-
tion returns a single virtual channel (R => v), and one,
where the routing function returns a single physical channel
(R => p). Clearly, the RoCo router requires fewer (4v vs

5v) and smaller (2v:1 vs 5v:1) arbiters in both cases. This
attribute significantly reduces the complexity of the arbi-
tration process, since smaller and fewer arbiters imply less
contention and reduced arbitration depth. On the contrary,
the increased complexity of the VA in a generic architecture
requires multiple iterative arbitrations before satisfying all
pending requests [24].

In the proposed architecture, look-ahead routing decides
the valid outgoing channels of packets based on their out-
put paths (Row-Module or Column-Module) and decides
whether or not they are continuing along the same dimen-
sion. In Figure 1 (b), VCs marked dx (dy) hold flits which

Input Port Row-Module Column-Module
Port 1 Port 2 Port 1 Port 2

Adaptive dx tyx Injxy dx dx tyx dy txy Injyx dy txy txy

XY-YX dx tyx Injxy dx dx tyx dy txy Injyx dy dy txy

XY dx dx Injxy dx dx Injxy dy txy Injyx dy dy txy

Table 1. VC Buffer Configuration for the Three
Routing Algorithms

continue traversal in their current X (Y) dimension, i.e. East
or West (North or South). VCs marked txy (tyx) hold flits
which switch from the X to the Y dimension (Y to X). For
example, a flit traversing the network from the east toward
the north or the south will arrive at the txy VC of the first
input port in the Column-Module. If the flit is to continue
traversal to the west, it is buffered in the dx VC. That is,
dx and dy VCs are used for on-going flits along the same
dimension, while txy and tyx are used for changing from
the Row-Module to the Column-Module and the other way
around. A flit coming from a local PE and destined to the X-
dimension, such as the east or the west outputs, is buffered
in the Injxy VC of the Row-Module, while a flit addressed
to the Y-dimension is queued into the Injyx VC of the
Column-Module. Depending on the type of routing algo-
rithm used in the network, the number and configuration of
the VC buffers changes accordingly. A deadlock free deter-
ministic routing algorithm, such as XY routing, requires a
minimum of 8 VCs for correct functionality (2 dx, 2 dy , 2
txy, 1 Injxy and 1 Injyx for source-destination pairs which
lie in the same column). To provide support for deadlock-
free XY-YX routing, two additional dx VCs are required.
Finally, to provide support for deadlock-free adaptive rout-
ing, two more txy VCs are needed, making it a total of 12
VCs, as shown in Figure 1 (b).

These VCs are grouped into 4 path sets, each containing
3 VCs. When the router is used with deterministic or XY-
YX routing (which can operate with less than 12 VCs), the
extra VCs are re-assigned to improve performance by re-
ducing the Head-of-Line (HoL) blocking. For example, XY
routing gives rise to asymmetric utilization of the router;
HoL in the X-dimension happens more frequently than in
the Y-dimension, and the injection channel Injxy is much
more frequently used than Injyx as a result of the rout-
ing scheme. To account for this unbalanced traffic distribu-
tion, two additional dx VCs are assigned to the extra buffers
available in the router. Similarly, all 12 VCs present in the
router are assigned differently, according to the routing al-
gorithm used. The VC buffer configurations for the three
supported routing algorithms (XY, XY-YX, and adaptive)
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Figure 1. On-chip Router Architectures

are summarized in Table 1.
Upon successful VC allocation and provided a buffer

space is available in the downstream router, a flit requests
access to the crossbar by undergoing Switch Arbitration
(SA). The SA arbitrates between all VCs requesting access
to the crossbar and grants permission to the winning flits.
The winning flits are then able to traverse the crossbar and
are forwarded to the respective output links. Switch arbitra-
tion works in two stages; stage 1 requires a v-input arbiter
for each input port (since there are v VCs per port). Stage
2 arbitrates between the winners from each input port and
requires P P -input arbiters, where P is the number of phys-
ical ports. The proposed architecture splits the SA module
into two smaller modules, each responsible for a small 2x2
crossbar. The reduced number of crossbar ports minimizes
the complexity of the SA modules, which function inde-
pendently from each other. Operation of the SA modules is
described in detail in Section 3.3.

Deadlock Freedom: Adding extra VCs is a technique
commonly used to provide deadlock freedom in adaptive
routing [7, 9]. The two dx VCs in the second path set of
the Row-Module provide a deadlock-free path in the East-
West direction during a potential deadlock. The location
of the two VCs need not be in the second path set. Inter-
changing the locations of the VCs in the two path sets of
the Row-Module would still yield the same effect. The two
txy VCs in the second path set of the Column-Module are
used to ensure deadlock-free routing in case of a chained
cyclic dependency. The first txy VC of the Column-Module
is used for turning from the east to the south direction, and
the second txy VC is used for turning from the east to the
north direction. Once again, the location of these VCs may
be interchanged between the two path sets of the Column-
Module without affecting performance.

Early ejection: A flit destined for the local PE does not
traverse the crossbar, but, instead, it is ejected immediately
upon arrival (hence the “Early Ejection” mechanism). This
mechanism utilizes the look-ahead routing information to
detect if the incoming flit is destined for the local PE and
accordingly ejects it after the DEMUX. This early ejection
saves two cycles at the destination node by avoiding switch

allocation and switch traversal. Also, it reduces the input
load for each crossbar input port. This provides a signifi-
cant advantage in terms of nearest-neighbor traffic, and can
take advantage of NoC mapping which places frequently
communicating PEs close to each other [16].

Modular Router and Guided Flit Queuing: In our pro-
posed architecture, the input decoders (DEMUXes) under-
take a more significant role than in a generic router. In
the latter, the input decoders can only distribute incoming
flits to the VC buffers of a single port set (see Figure 1
(a)). In the RoCo architecture, however, the input decoders
can distribute flits to multiple path sets. This mechanism
amounts to a preliminary switching operation, which we
call “Guided Flit Queuing”, and significantly alleviates con-
tention later on in the crossbar by pre-arranging incoming
flits according to their desired output path dimension (X or
Y). The area consumed by the router is dominated by the
buffers. Therefore, while Guided Flit Queuing increases
wiring complexity, the wires have plenty of space to be
routed above the buffers in upper layers of the chip, thus
imposing minimal overhead. Further, a smaller and simpler
crossbar structure reduces wiring complexity.

3.2 Blocking Delay

Network latency consists of actual transfer time and
blocking delay. The blocking delay is heavily influenced by
the switch allocation strategy and the traffic pattern, while
the actual transfer time is determined by the floor-plan and
the topology of the network. Given that the transfer time is
defined by the physical design, we address the other com-
ponent of network latency, i.e. blocking delay due to con-
tention. Contention is a result of the two arbitration pro-
cesses occurring within the router: virtual channel alloca-
tion and crossbar passage (input port service scheduling and
output port allocation). Figure 3 shows the comparison of
the input contention probabilities in three different architec-
tures (Generic, Path-Sensitive [18] and RoCo) in an 8 × 8
mesh network with uniform traffic pattern. The results are
obtained using our cycle-accurate simulator (described in
Section 5). In Dimension-Order Routing (DOR - XY rout-
ing), the flits of the row input are involved in more severe
output conflicts than the column input, because of the nature
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of the routing algorithm (i.e. X first, Y next). Thus, con-
tention at the row input is higher than at the column input,
as shown in Figures 3 (a) and (b). Adaptive routing is useful
for avoiding local congestion, but it does not reduce the con-
tention probability unless an efficient allocation technique is
employed. In fact, adaptive routing may have poor perfor-
mance with uniform traffic, as explained in [7]. It is evident
from Figure 3 that the generic router suffers from high con-
tention probability, which inevitably leads to high Head-of-
Line (HoL) blocking. The RoCo router has the least con-
tention probability. Furthermore, the RoCo router signifi-
cantly outperforms the other two architectures in terms of
non-blocking probability (i.e. when each output port has
one input connection; we call this maximal matching be-
tween input and output ports). The non-blocking probabil-
ities for the three router architectures are shown in Table
2. Assuming that each input flit has an equal probability
1/(N − 1) of accessing one of the (N − 1) output ports
in an N × N crossbar, the number of cases in which non-
blocking maximal matching, F (N), occurs is computed as

F (N) = N ! −
N∑

j=1

(
N
j

)
F (N − j),

where N >= 3, F (1) = 0 and F (2) = 1. (1)

In the Path-Sensitive router proposed in [18], arriving flits
are grouped in sets depending on their destination quadrant

(North-East, North-West, etc.). In this architecture, two in-
puts from each quadrant path set request one output port.
For example, flits in the two quadrants NE and NW may
compete for the north output channel. In a similar fash-
ion, two input ports also compete for one output in the
RoCo router. However, RoCo uses parallel and indepen-
dent crossbars, while the Path-Sensitive router has chained
dependency between requests. Thus, only 2 cases out of

Router Designs Generic Path-Sensitive RoCo

Non-Blocking 0.043 =

(
F (N)

(N−1)N

)
0.125 =

(
2
24

)
0.25=(1 − 0.5)2

Table 2. Non-Blocking Probabilities for the
Three Router Architectures (N = 5)

24 matches are non-blocking in the Path-Sensitive Router,
while 2 cases out of 22 matches are non-blocking in each
module of the RoCo router. The RoCo router is almost
six times more likely to achieve maximal matching than a
generic router (25% to 4.3%), and two times more likely
than the Path-Sensitive router (25% to 12.5%). This im-
plies that the RoCo design is better in terms of providing
non-blocking connections.
3.3 Concurrency Control for High-

Contention Environments
In this section, we introduce the “Mirroring Effect”, a

new switching allocation scheme that provides maximal
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matching in the RoCo router. The Mirroring Effect is a sim-
ple algorithm that finds the maximum number of matches
between inputs and outputs, customized to the small 2x2
crossbar of each module. The two sets of disjoint pair-wise
switch allocators are illustrated in Figure 4. The algorithm
is based on the rationale that maximal matching is achieved
when the switch allocation results of the two input ports of
a single module are mirror images of each other. This real-
ization allows the RoCo implementation to perform global
arbitration in only one of the two input ports of each mod-
ule, and the result is mirrored in the other port. This is illus-
trated on the right-hand side of Figure 4. For example, if a
flit in the top input port is to be forwarded to the West direc-
tion, then the bottom port should forward a flit to the East
direction to ensure full utilization of the crossbar. Hence,
the bottom input port grants access to a flit which wants to
continue traversal in the East direction. This scheme consti-
tutes a simple and concurrent global arbitration mechanism
compared to the complex hierarchical arbitrations and Par-
allel Iterative Matching (PIM) [7]. Even though the global
switch arbitration decision in the proposed Mirror Allocator
is made at the first port, the allocator also gets state informa-
tion from the bottom port (Figure 4), ensuring that maximal
matching is always achieved at each crossbar.

The proposed mechanism requires two arbiters per in-
put port for the first (local) stage of arbitration, as op-
posed to just one in the generic case. The two arbiters
are required to ensure maximal matching by providing the
winning requests for both directions (East-West or North-
South). However, this small overhead is compensated by
the fact that only one arbiter is required per module (be-
cause of the Mirroring Effect) in the second (global) arbi-
tration stage (see Figure 4). The mirror arbiter is ideal for a
high-throughput switch, because it resolves HoL blocking,
eliminates iterative arbitrations, and reduces the inefficiency
of local arbitration.
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3.4 Flexible and Reusable On-Chip Com-
munication

The routing logic, virtual channel arbitration, switch al-
location and switching hardware are all partitioned into two
separate and independent modules (row and column sets).
This decoupling allows for partial operation in case a com-
ponent within the router malfunctions or suffers a hard fail-
ure. In generic router architectures, a hard failure may cause
the entire node to be taken off-line, since the operation of
the router is unified between all components. In the RoCo
router, however, the two disjoint modules function indepen-
dently. Should a component fail, only the affected module
is isolated, with full operation in the remaining module still
possible. This would allow the afflicted router to handle net-
work traffic, albeit in limited directions. The fault-tolerance
advantages of the RoCo router are analyzed in the following
section.

4 Fault-Tolerance through Hardware Recy-
cling

4.1 Fault Model
Utilizing the properties of the proposed modular router,

a new “Hardware Recycling” mechanism is introduced to
ensure fault-tolerant operation of the router. In this section,
we explore various possible failure modes within an NoC
router, and propose detailed recovery schemes with mini-
mum area and power cost. Our proposed RoCo router ar-
chitecture possesses some inherent fault-tolerance due to its
decoupled design. This additional operational granularity
may be utilized to allow replacement of a faulty component
by another one, thus allowing partial operation of the router
instead of a complete breakdown. The substitution of de-
fective elements by healthy ones elsewhere in the system
provides a kind of virtual recycling bin, where functional
components can be reused in other parts of the implementa-
tion should the need arise. Our proposed scheme avoids the
more traditional approach in fault-tolerance, which resorts
to replication of resources. Silicon real-estate and energy
are at a premium in on-chip applications, thus necessitating
the efficient re-use of existing resources.

The six major components of the router – the Rout-
ing Computation Unit (RC), the Virtual Channel Alloca-
tor (VA), the Switch Allocator (SA), the MUXes and DE-
MUXes which control the flit flow through the virtual chan-
nel buffers, the VC buffers, and the crossbar – are suscep-
tible to different types of permanent faults. These compo-
nents can be classified into two categories, based on their
operational regime: (a) per-packet components, and (b) per-
flit components. Per-packet components (i.e. the RC and
VA) are only used to process the header flit of a new incom-
ing packet. The subsequent flits simply follow the worm-
hole created by the header flit. Per-flit components (i.e. the
remaining components) are used to process every single flit
passing through the router. Clearly, since the per-packet
based components are driven only by the header flit, their
utilizations are relatively low compared to the flit-by-flit op-
eration of per-flit components; the latter are fully utilized in
non-blocked operation. Thus, packet-based resources can
be shared during their unloaded periods.
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We further sub-divide the fundamental router compo-
nents into two classes: message-centric and router-centric.
A message-centric component requires a single individ-
ual packet as its input, and does not exhibit any inter-
dependencies with other incoming messages. The Rout-
ing Computation Unit (RC) and the virtual channel buffers
are such examples; they operate on a single message (i.e.
packet) and their operation does not require state informa-
tion from other components within the router. On the other
hand, router-centric components require inputs from several
pending messages in order to execute their function. The
VA and SA are such examples; they arbitrate between all
messages requesting passage through the router, and their
functionality requires state information from the buffers and
adjacent routers.

Finally, it is important to note that the operation of the
router consists of a critical pathway and non-critical control
logic. The datapath of the router (i.e. guided passage of
a flit and switch traversal) constitutes the critical pathway;
it consists of buffers, decoders, multiplexers and the cross-
bar. It should be noted that even though the VC buffers lie
in the critical datapath, they may or may not be classified
as critical, depending on the presence or not of a bypass
path. If bypass paths are employed in the buffers for perfor-
mance optimization, then the VC buffers can be classified
as non-critical because of the redundancy supplied by the
extra path as explained later on in the section. Otherwise,
the buffers are classified as critical. The operation of the
control logic - comprised mostly of the arbiters of the VA
and SA - lies in a non-critical pathway. Table 3 illustrates
the fault classifications of the router components.
Fault Type Per-flit Operation Per-packet Operation

Critical Non-Critical Critical Non-Critical
Pathway Pathway Pathway Pathway

Message MUX/DEMUX Buffer – RC
Centric Buffer (w/o bypass path) (with bypass path)
Router Crossbar SA – VA
Centric

Table 3. Component Fault Classification
Each router node is assumed to be able to detect a faulty

component through the use of simple control signals. The
novelty in our approach lies in the reaction of the router to
a hard failure. If a faulty component belongs to a message-
centric and non-critical region, the failure can be bypassed
instead of resorting to blocking of the whole router mod-
ule (Row-Module or Column-Module). We can still par-
tially use the router module with the faulty component. If
the faulty block lies on the critical pathway, or if it is a
router-centric component, the permanent failure cannot be
bypassed. In this case, the module is isolated and the router
remains partially operational through the use of the other
parallel module in our proposed scheme. Operational state
is tracked by neighboring routers through the use of sim-
ple handshaking signals. We assumed permanent failures to
be handled statically. Upon failure, any fragmented pack-
ets are simply discarded. Most of the fault-tolerant schemes
proposed in this work can be retrofitted to existing router de-
signs. However, they are particularly amenable to the RoCo
router because of its decoupled nature that allows for grace-
ful degradation. The recovery schemes proposed for each

component failure are outlined below:
Routing Computation Unit (RC) Failure: A hard fault

in the routing unit logic could cause all flits to be forwarded
in the same direction or, in a more severe case, completely
halt the generation of routing signals. The misdirection will
not cause any data corruption, but it could lead to dead-
lock in deterministic routing algorithms. As soon as a fail-
ure in the RC unit is detected, it is broadcast to the adja-
cent routers. After knowing the failure status of the RC
unit, the adjacent nodes can now substitute for the faulty
RC unit by performing double routing, as shown in Figure
5. Neighboring nodes sending flits to the faulty router need
not worry, because their look-ahead routing will ensure that
data arriving at the faulty node has already been taken care
of. The problem affects the nodes receiving data from the
faulty router; flits arriving at those nodes have not under-
gone look-ahead routing, because of the faulty RC unit in
the previous router.

RC UnitRC Unit RC Unit

Look-Ahead Routing No Routing!
Current-Node

Routing

Routing
Computation Unit

(RC) fails!

Look-Ahead
Routing

Node k Node k+1Node k-1

Flit Flow

Figure 5. Double Routing Mechanism in the
Event of RC Unit Failure
Therefore, nodes receiving flits from the faulty router

must first conduct Current-Node Routing on those flits and
then proceed to Look-Ahead Routing. The overhead in-
volved is minimal and comes only from the few additional
control signals; no additional resources are required.

Buffer Failure: In a typical wormhole router, when
a flit enters an input port, it is written to an input buffer
queue. Bypassing the input buffer when the buffer is empty
is a common optimization for performance; the flit heads
straight to switch arbitration, and if it succeeds, the flit gets
sent directly to the crossbar switch, circumventing the input
buffers. This bypass path connecting the router input port
with the crossbar input port can also be utilized in the event
of buffer failure within a node. Virtual buffer management
and switch allocation can still be performed in the current
node, but buffer storage is offloaded to the previous node.
As soon as a flit stored in the previous node wins the switch
arbitration in the current node, it can use the bypass path
to circumvent the faulty buffer and proceed to the crossbar
of the current node. In essence, data is physically stored
in another router, but virtually queued and arbitrated in a
different node through control signals between neighboring
routers, as shown in Figure 6. Under the Virtual Queuing
mechanism, each buffer is not tied to a single VA arbiter in
adjacent routers. Thus, a failure in a VA arbiter does not
leave a particular buffer in a deadlock mode. There is a
small latency penalty involving the round-trip delays of the
handshaking signals, but it does avert the complete isola-
tion of the faulty node. In terms of area cost, Virtual Queu-
ing incurs minimal overhead, since no additional resource
is required.
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Figure 6. The Virtual Queueing Mechanism

Virtual Channel Arbiter (VA) Failure: Hard faults
in this router-centric component are hardly recoverable by
simply sharing of router resources. The operation of the VA
cannot be offloaded to surrounding nodes, since its oper-
ation requires state information from several sources and
it exhibits inter-dependencies with other router elements
and downstream nodes. Offloading such operations would
require excessive transfer of state information. Faults in
the VA can be bypassed only through resource replication,
which is costly in terms of area and power overhead. The
other option is to offload the arbitrations to the Switch Ar-
biter hardware, which contains identical arbiter modules.
Nevertheless, this is infeasible because the SA is a per-flit
component, meaning that it operates on all flits on a cycle-
by-cycle basis. Since it is fully utilized, its operation cannot
be preempted. The only choice, therefore, is to disable the
whole router module in the event of a hard failure in the VA.
However, whereas in generic architectures that would mean
complete isolation of the entire node, in the proposed archi-
tecture only one of the two independent modules needs to
be disabled.

Switch Arbiter (SA) Failure: Despite being a router-
centric component, the SA can still be saved in the event
of a hard failure in one of its components. Its operation
cannot be transferred to neighboring routers because of the
excessive transfer of state information required by such an
endeavor. The solution proposed is much simpler and relies
on the fact that the SA uses identical hardware with the VA,
which is a per-packet component. Per-packet implies lower
utilization, as explained in the beginning of this sub-section.
This lends itself nicely to sharing of resources. By including
a small number of compact 2-to-1 multiplexers at the input
of some of the VA’s arbiters, the SA can offload its operation
to the VA, as shown in Figure 7. Since the VA is operational
only for header flit processing, its arbiters can be used by the
SA when they are idle. Performance, of course, is degraded
because of the sharing of resources, but it is still a preferable
alternative to the complete shutdown of the module (Row-
Module or Column-Module). The area and power overhead
imposed by the MUXes is minimal.

Crossbar and MUX/DEMUX Faults: In the proposed
RoCo router architecture, a decoder (DEMUX) is used to
guide a flit into a group of path-sensitive queues, and a mul-
tiplexer (MUX) is used to direct a winning flit to the cross-
bar input. Therefore, the MUXes and DEMUXes all lie on
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the critical pathway of the router. A hard failure in one of
these critical components can severely hamper the datapath
progression. Once again, bypassing the datapath would im-
ply replication of resources, which is not desirable. Hence,
if any of these modules fails, the corresponding router mod-
ule is blocked, while the other healthy module keeps oper-
ating.

5 Performance Evaluation

In this section, we present simulation-based performance
evaluation of our architecture, a generic router architecture
and the Path-Sensitive architecture of [18], in terms of net-
work latency, energy consumption and fault-tolerance un-
der various traffic patterns. We describe our experimental
methodology, and detail the procedure followed in the eval-
uation of these architectures.

5.1 Simulation Platform
A cycle-accurate NoC simulator was developed in order

to conduct a detailed evaluation of the router architectures.
The simulator operates at the granularity of individual archi-
tectural components, accurately emulating the major hard-
ware components. The simulation test-bench models both
the routers and the interconnection links, conforming to the
implementation of various NoC architectures.

The simulator is fully parameterizable, allowing the
user to specify parameters such as network size, topology,
switching mechanism, routing algorithm, number of VCs
per PC, number of PCs, buffer depth, PE injection rate, in-
jection traffic-type, flit size, and number of flits per packet.
The simulator models each individual component within the
router architecture, allowing for detailed analysis of compo-
nent utilizations and flit flow through the network. The ac-
tivity factor of each component is used for analyzing power

Proceedings of the 33rd International Symposium on Computer Architecture (ISCA’06) 
0-7695-2608-X/06 $20.00 © 2006 IEEE 



consumption within the network. We assume that link prop-
agation happens within a single clock cycle. In addition
to the network-specific parameters, our simulator accepts
hardware parameters such as power consumption (dynamic
and leakage) for each component and overall clock fre-
quency. These parameters are extracted from hardware syn-
thesis tools and back-annotated into the simulator for power
profile analysis of the entire on-chip network.

5.2 Energy Model
The proposed RoCo router architecture, the Path-

Sensitive router of [18] and a generic two-stage 5-port
router architecture were implemented in structural Register-
Transfer Level (RTL) Verilog and then synthesized in Syn-
opsys Design Compiler using a TSMC 90 nm standard cell
library. The resulting designs both operate at a supply volt-
age of 1 V and a clock speed of 500 MHz. Both dynamic
and leakage power estimates were extracted from the syn-
thesized router implementation, assuming a 50% switching
activity. These power numbers were then imported into our
cycle-accurate network simulator for power analysis.

5.3 A Performance, Energy and Fault-
Tolerance (PEF) Metric

Traditional performance metrics used in NoC analysis,
such as the Energy-Delay Product (EDP) and Power-Delay
Product (PDP), focus on the two fundamental notions of la-
tency (i.e. performance) and energy/power consumption.
These metrics, however, do not capture the importance of
reliability and its relation to both performance and power.
Given that reliability is becoming a major concern in deep
sub-micron technologies, it is imperative that evaluation of
NoCs accounts for such issues. To address this need, we
propose a composite metric which unifies all the three com-
ponents: latency, energy, and fault-tolerance. Before intro-
ducing the new metric, we define three related terms.

Network Latency: This is defined as the average num-
ber of cycles taken for end-to-end packet traversal, i.e. from
a source to a destination.

Energy Consumption per Packet: This is divided into
two components: dynamic and leakage energy consump-
tion. Both are defined as the total dynamic (or leakage)
energy consumed in the network fabric over a time period
divided by the total number of packets delivered during
that period. Leakage power captures the effect of blocking
delay, which translates into buffer static energy consump-
tion. Dynamic power captures the effect of high contention
within the router, which increases energy consumption due
to excessive iterative operation of the SA and the VA units.

Packet Completion Probability. This is defined as the
number of received messages divided by the total number
of injected messages into the on-chip network.

The inter-dependence between speed, power and fault-
tolerance highlights the importance of a metric which
can identify the best tradeoffs between these three
competing traits. Hence, we introduce the Perfor-
mance, Energy and Fault-tolerance (PEF) metric, as
a comprehensive parameter that reflects the correla-
tion between the three desired design goals. We de-
fine PEF as (Average Latency)×(Energy per Packet)

Packet Completion Probability , i.e.

PEF= Energy−Delay−Product
Packet Completion Probability . In a fault-free network,

Packet Completion Probability = 1; thus, PEF becomes
equal to EDP. Hence, PEF integrates reliability into EDP,
thus providing a more complete evaluation metric.

5.4 Performance Results
The performance of the proposed RoCo router was an-

alyzed and compared to two other existing router architec-
tures (generic router, Path-Sensitive router of [18]) using
the cycle-accurate simulator. All architectures were evalu-
ated using an 8 × 8 2D mesh network. In the generic router
architecture, 3VCs per port were assumed, with a 4-flit deep
buffer per VC; for a 5-port router, this configuration gives
a total buffer capacity of 60 flits per router. To ensure fair-
ness, since both our proposed RoCo architecture and the
Path-Sensitive router have 4 ports instead of 5, we assumed
3VCs per port in both implementations, each with a 5-flit
deep buffer; this gives a total buffer capacity of 60 flits per
router, similar to the generic case. Each simulation consists
of two phases: a warm-up phase of 20,000 packet injections,
followed by the main phase which injects 1,000,000 addi-
tional packets. Each packet consists of four 128-bit flits.
Under normal conditions, the simulation terminates when
all packets are received at the destination nodes. In faulty
environments, the simulation terminates after a long period
of inactivity has elapsed (twice the time required to com-
plete the simulation of a fault-free network).

Several experiments were conducted to evaluate the per-
formance of all architectures under various traffic patterns
and three different routing algorithms. We used uniform and
transpose [7] traffic, and two synthesized workload traces,
self-similar web traffic [1] and MPEG-2 video multimedia
traces [3], in three different routing algorithms: DOR (XY
routing), oblivious XY-YX routing, and minimal adaptive
routing schemes. The results for multimedia traffic are not
included here due to space constraints. Average network la-
tency and power consumption were recorded for all exper-
iments. Furthermore, several experiments were conducted
to evaluate performance in faulty environments. A number
of router faults (both Message-Centric and Router-Centric,
as explained in Section 4.1) were randomly injected into the
network infrastructure and the packet completion probabil-
ity was analyzed. The traffic injection rate in these faulty
networks was 30%. The latency, energy and fault-tolerance
results were subsequently integrated into the PEF metric of
Section 5.3 to reflect the combined measure.

The latency results of all three architectures for vari-
ous traffic patterns are illustrated in Figures 8 through
10. Clearly, the proposed RoCo router outperforms both
the generic and Path-Sensitive routers in all traffic patterns
and routing algorithms. With deterministic routing, the
RoCo router reduces average latency by up to 35% com-
pared to the generic router and by about 7% compared to
the Path-Sensitive router. With XY-YX routing, these num-
bers become 38% and 10%, respectively. Finally, in adap-
tive routing, latency reduces by up to 40% compared to
the generic router, and about 4% compared to the Path-
Sensitive router. The decoupling of the architecture into two
distinct and functionally independent modules significantly
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Figure 8. Uniform Random Traffic
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Figure 9. Self-Similar Traffic

reduces contention probability within the router. This effect
manifests itself in lower average latency within the network.
Furthermore, the use of the novel Mirroring Effect in switch
arbitration increases crossbar utilization and reduces block-
ing.

Figure 13 compares the energy efficiency of the three
different router architectures at 30% injection rate. The en-
ergy per packet is about 20% lower in the RoCo router, as
compared to the generic router architecture, and about 6%
lower compared to the Path-Sensitive router. This is a con-
sequence of the simpler crossbars, smaller VA and SA units,
and shorter logic depth. Therefore, the benefits afforded by
the RoCo router are two-fold: reduced average network la-
tency and lower energy consumed per packet. This is a tes-
tament to the fact that a more streamlined architecture can
benefit both performance and power consumption.

Figures 11 and 12 illustrate the packet completion prob-
abilities of the three router architectures when operating in
faulty environments with 1, 2 and 4 random network faults.
Figure 11 concentrates on Router-Centric faults. These are
critical faults, which cause the entire node to be blocked in
the generic and Path-Sensitive cases. In the RoCo architec-
ture, however, such faults only cause one of the two mod-
ules (Row-Module or Column-Module) to be blocked, thus,
allowing for partial operation of the faulty router. Comple-
tion probability is consistently higher in the RoCo router
in Figure 11. As the number of faults increases from 1 to
4, the advantage of the proposed router becomes more ob-
vious. The RoCo router provides up to 70% improvement
in packet completion probability for different fault patterns
with deterministic routing. The improvement drops to about
7% when adaptive routing is used. In both XY-YX and
adaptive routing, the results are close because the routing al-
gorithms provide alternate paths for all three architectures.
However, this metric alone does not reflect the fact that even

though completion probability is high in the generic and
Path-Sensitive cases, the latency penalty incurred by exces-
sive congestion around the faulty nodes is very high. This
result will be captured later on in the PEF metric.

Figure 12 focuses on Message-Centric faults, which are
not critical. In the generic and Path-Sensitive routers, such
faults would still cause the entire node to be blocked. How-
ever, in the RoCo router, such faults are remedied by the Re-
cycling Mechanism of Section 4, which bypasses the faults
through resource sharing. The oblivious routing schemes,
i.e. deterministic and XY-YX, suffer more in the presence
of faults, because of their rigid routing policies. These
results indicate that the proposed Recycling Mechanism
improves completion probability considerably without any
significant router area overhead. Furthermore, even during
critical Router-Centric faults, partial operation of the router
can still serve network traffic in one dimension, thus alle-
viating congestion around the faulty node. This is achieved
without any additional overhead. The results indicate that
the RoCo router can achieve packet completion probabil-
ities in oblivious routing that are close to those of adap-
tive routing schemes. This is of profound importance, since
it indicates that the RoCo router provides uniform fault-
tolerance under all routing algorithms. Through the recy-
cling of faulty components and resource sharing, our pro-
posed architecture degrades gracefully in faulty environ-
ments.

Figure 14 shows the combined measure (PEF) results for
the three router architectures. The bars use the scale on the
left-hand axis, while the curves use the scale on the right-
hand axis. This metric can successfully capture the subtle
fact that despite high completion probabilities with adaptive
routing, the generic and Path-Sensitive routers suffer from
high latency due to congestion created around the faulty
nodes. The RoCo router, on the other hand, has significantly
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Figure 10. Transpose Traffic
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Figure 11. Packet Completion Probabilities under Various Faults within Router-Centric and Critical
Pathway Components

lower latency numbers due to graceful degradation and the
novel hardware recycling mechanism. Taking into consider-
ation performance, energy consumption, and fault-tolerance
in the integrated PEF metric, the RoCo router turns out to
be the clear winner compared to the other two architec-
tures. It provides almost 50% improvement compared to
the generic router and 35% improvement compared to the
Path-Sensitive router.

6 Conclusions
In this paper, we have presented a new router architec-

ture, called Row-Column Decoupled Router, suitable for
on-chip interconnects. The uniqueness of the proposed
router is that it considers the three desirable objective func-
tions: performance, energy and fault-tolerance, in explor-
ing the design space. The proposed two-stage wormhole-
switched RoCo router has a number of features that make it
distinct compared to the earlier designs. First, it uses two
smaller 2 × 2 crossbars instead of a larger 5 × 5 cross-
bar that is traditionally used for 2D mesh networks. Sec-
ond, it uses a path-sensitive buffering scheme, where, the
virtual channels are divided into four sets to support dedi-
cated row and column routing in the two crossbars. These
two features along with early ejection, mirrored allocation,
look-ahead routing and speculative path selection help in
reducing the contention. Third, unlike most earlier designs,
we show how deterministic (XY) routing, XY-YX routing
and adaptive routing can be supported in this architecture.
Fourth, because of the modular design, we show how dif-
ferent types of faults such as VA, SA, and crossbar failures
can be handled with graceful degradation, thereby provid-
ing better fault-tolerance compared to earlier designs. In
addition, while all prior NoC studies have analyzed at best
two of the three parameters, such as energy-delay product,
we introduce a comprehensive parameter, called PEF, for

analyzing the performance, energy and fault-tolerance at-
tributes of NoC architectures.

A flit-level, cycle-accurate simulator along with a de-
tailed energy model for 90 nm synthesis were used to an-
alyze the three objective functions using a variety of traf-
fic patterns. Our performance analysis with an 8 × 8 mesh
network shows that the proposed router can reduce the av-
erage network latency up to 40% compared to a generic
2-stage router and by 10% compared to the path-sensitive
router. In terms of energy consumption per packet, the pro-
posed RoCo design outperformed the 2-stage router and
Path-Sensitive router by 20% and 6%, respectively. The
packet completion probability is improved by about 70%
with deterministic routing. Evaluation with the composite
performance, energy and fault-tolerance parameter (PEF)
indicates that our architecture provides 50% and 35% better
results compared to the generic and Path-Sensitive models,
respectively. In the future, we plan to investigate the tem-
perature effects when using the proposed router with XY-
YX and adaptive routing.
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