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#### Abstract

We consider the class of measurable functions defined in all of $\mathbb{R}^{n}$ that give rise to a nonlocal minimal graph over a ball of $\mathbb{R}^{n}$. We establish that the gradient of any such function is bounded in the interior of the ball by a power of its oscillation. This estimate, together with previously known results, leads to the $C^{\infty}$ regularity of the function in the ball. While the smoothness of nonlocal minimal graphs was known for $n=1,2-b u t$ without a quantitative bound-in higher dimensions only their continuity had been established. To prove the gradient bound, we show that the normal to a nonlocal minimal graph is a supersolution of a truncated fractional Jacobi operator, for which we prove a weak Harnack inequality. To this end, we establish a new universal fractional Sobolev inequality on nonlocal minimal surfaces. Our estimate provides an extension to the fractional setting of the celebrated gradient bounds of Finn and of Bombieri, De Giorgi, and Miranda for solutions of the classical mean curvature equation.
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## 1. Introduction

In their seminal work, Caffarelli, Roquejoffre, and Savin [18] introduced and first studied nonlocal minimal surfaces, which they defined as the minimizers of a fractional perimeter functional. They were motivated by the work of Caffarelli and Souganidis [20] on the asymptotic configurations of a threshold dynamics scheme governed by a Lévy-type jump diffusion. Nonlocal minimal surfaces also appeared in [45], where Imbert studied related nonlocal geometric flows arising in dislocation dynamics in crystals. Later, Savin and Valdinoci [65] showed the relevance of nonlocal minimal surfaces by proving-through $\Gamma$-convergence techniques-that they are the limiting configurations for Ginzburg-Landau energies modeling phase-separation phenomena in the presence of strongly nonlocal interactions.

Since their introduction, nonlocal minimal surfaces have attracted much attention, first and foremost on understanding their regularity and making progress toward their classification. We refer the reader to [34], [53], [25, Section 7], and [15, Chapter 6] for general introductions to this topic.

### 1.1. The gradient estimates

Our main result establishes the regularity-through a gradient estimate-of a particular type of nonlocal minimal surfaces: $\alpha$-minimal graphs. To state it, let $\alpha \in(0,1)$, and let $n \geq 1$ be an integer. Given a bounded open set $\Omega \subset \mathbb{R}^{n+1}$ and a measurable set $E \subseteq \mathbb{R}^{n+1}$, we define the $\alpha$-perimeter of $E$ inside $\Omega$ as the quantity

$$
\operatorname{Per}_{\alpha}(E ; \Omega):=I_{\alpha}\left(E \cap \Omega, \mathbb{R}^{n+1} \backslash E\right)+I_{\alpha}(E \backslash \Omega, \Omega \backslash E),
$$

where

$$
I_{\alpha}(A, B):=\int_{A} \int_{B} \frac{d x d y}{|x-y|^{n+1+\alpha}}
$$

for any two disjoint measurable sets $A, B \subseteq \mathbb{R}^{n+1}$. If it happens that $\operatorname{Per}_{\alpha}(E ; \Omega)$ is finite and $\operatorname{Per}_{\alpha}(E ; \Omega) \leq \operatorname{Per}_{\alpha}(F ; \Omega)$ for every measurable set $F \subseteq \mathbb{R}^{n+1}$ such that $F \backslash \Omega=E \backslash \Omega$, then we call $E$ a minimizer of the $\alpha$-perimeter inside $\Omega$, and we call its boundary $\partial E$ a nonlocal minimal surface of order $\alpha$ in $\Omega$-or simply an $\alpha$-minimal surface in $\Omega$. For an unbounded open set $\Omega$, we extend this definition by saying that $\partial E$ is an $\alpha$-minimal surface in $\Omega$ if $E$ minimizes the $\alpha$-perimeter in every open set compactly contained in $\Omega$.

Our main result deals with a particular class of nonlocal minimal surfaces; namely, those sets that locally minimize the $\alpha$-perimeter inside the infinite vertical cylinder $B_{R}^{\prime} \times \mathbb{R}$ over an open ball $B_{R}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n}:\left|x^{\prime}\right|<R\right\}$ and that are globally the subgraph of some function $u$ defined in all of $\mathbb{R}^{n}$. It states that $u$ is smooth inside $B_{R}^{\prime}$ and that, locally, the gradient of $u$ is controlled by its oscillation.

THEOREM 1.1
Let $n \geq 1$ and $\alpha \in(0,1)$. Let $E \subset \mathbb{R}^{n+1}$ be the global subgraph

$$
E=\left\{\left(x^{\prime}, x_{n+1}\right) \in \mathbb{R}^{n} \times \mathbb{R}: x_{n+1}<u\left(x^{\prime}\right)\right\}
$$

of a measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, bounded in $B_{r}^{\prime}$ for some $r>0$, and assume that $\partial E$ is an $\alpha$-minimal surface in the cylinder $B_{2 r}^{\prime} \times \mathbb{R}$.

Then $u \in C^{\infty}\left(B_{r}^{\prime}\right)$ and its gradient satisfies

$$
\begin{equation*}
\left\|\nabla_{x^{\prime}} u\right\|_{L^{\infty}\left(B_{r}^{\prime}\right)} \leq C\left(1+\frac{\operatorname{osc}_{B_{r}^{\prime}} u}{r}\right)^{n+1+\alpha} \tag{1.1}
\end{equation*}
$$

for some constant $C$ depending only on $n$ and $\alpha$.

Note that in (1.1), the supremum of the gradient of $u$ in $B_{r}^{\prime}$ is controlled by its oscillation in the same ball $B_{r}^{\prime}$. However, this is not an estimate up to the boundary, since $\partial E$ is assumed to be $\alpha$-minimal in the cylinder over the larger ball $B_{2 r}^{\prime}$. In fact, a gradient estimate up to the boundary cannot hold, by the boundary stickiness phenomenon mentioned in Section 1.2.

The gradient bound (1.1) is the main novelty of Theorem 1.1. Once it is established, the smoothness of the surface $\partial E$ follows from the results of Caffarelli, Roquejoffre, and Savin [18], Figalli and Valdinoci [39], and Barrios, Figalli, and Valdinoci [6]. Prior to this work, no gradient estimate was available, even in dimension $n=1$. On the other hand, the smoothness of such graphs was known for $n=1$ and $n=2$ —but without a quantitative bound—by the results of Savin and Valdinoci [66] for $n=1$, and of [39] and Dipierro, Savin, and Valdinoci [32] for $n=2$. In higher dimensions they were only known to be continuous-with no modulus of continuity being established-by a result of [32].

That the gradient is controlled by a power of the oscillation (instead of its exponential as in classical minimal graphs) is a consequence of the possibility of having an additional weighted $L^{1}$ term in one of our main results: a weak Harnack inequality for elliptic integro-differential equations on nonlocal minimal surfaces. Such a term does not appear in the local case, and, to our knowledge, its presence was first clearly observed, in the nonlocal flat Euclidean case, by Ros-Oton and Serra [63, Theorem 2.2]. If one ignores this term, it is still possible to control the gradient by an exponential of the oscillation (as in the local case) via a covering argument analogous to that of [29, Corollary 3.2] (see the end of Section 6 for more comments on this).

As we will see in Section 1.2, a significant application of Theorem 1.1 regards the Dirichlet or Plateau problem for nonlocal minimal surfaces in a bounded domain when the exterior datum is a locally bounded graph. This problem is known to enjoy existence and uniqueness. Now, by our result, it also has interior $C^{\infty}$-regularity. Note that the exterior datum may be discontinuous-it needs only to be the graph of a
locally bounded function. In addition, a maximum principle from [32, Section 3] allows one to control the right-hand side of (1.1) by the oscillation of the exterior datum $g$ in a large enough annulus. This leads to the gradient estimate (1.8) below, in which the right-hand side depends only on the exterior datum.

Our proof of Theorem 1.1 relies, in its essential strategy, on two new fundamental ingredients:
(a) the superharmonicity of the vertical component of the normal to a nonlocal minimal graph with respect to a truncated fractional Jacobi operator, and
(b) a universal fractional Sobolev inequality on nonlocal minimal surfaces.

We will use as well three other known results:
(c) the density estimates of Caffarelli, Roquejoffre, and Savin [18],
(d) the perimeter bound of Cinti, Serra, and Valdinoci [23], and
(e) the estimate of Savin and Valdinoci [66] on the Hausdorff dimension of the singular set of a nonlocal minimal surface.
In the following subsections we will state the results (a) and (b), and we will outline the proof of Theorem 1.1. Briefly, point (c) will be essential to establish (b), while (d) will play an important role in the proof of (a). Next, (b), (c), and (d) will be used to establish, through a Moser iteration, a new weak Harnack inequality for fractional equations on $\alpha$-minimal surfaces. This inequality, applied to the vertical component of the normal, thanks to (a), will lead easily to our gradient estimate. Point (e) will be important for obtaining, through a capacitary argument, the same bounds when $u$ is not a priori known to be smooth.

It is worth noting that the Jacobi operator in (a) will be of order $2 s=1+\alpha>1$. As we will comment more extensively in Section 1.6, this fact prevents us from using a simple method of [67] and [63] to prove the fractional weak Harnack inequality. The issue here is the lack of information available a priori on the local geometry of nonlocal minimal surfaces, needed to control the Jacobi operator when applied to smooth barrier functions. Thus, we are forced to run a Moser iteration, which is based on the implementation of this technique in the nonlocal setting as first accomplished by Kassmann (see [46], [48]) in the flat case.

It is known that $\alpha$-minimal surfaces converge to classical minimal surfaces as $\alpha \uparrow 1$. This can be deduced from the results of [10], [27], and [62] (see also the more recent references [5], [21] for the statement in the exact same terminology as ours). For classical minimal graphs, an estimate similar to (1.1) was established by Finn [40] for $n=2$, and by Bombieri, De Giorgi, and Miranda [8] in higher dimensions (the case $n=1$ is clearly trivial for classical minimal surfaces, while this is not the case in the fractional setting). They showed that the gradient of any solution $u$ to the minimal graph equation in a ball $B_{2 r}^{\prime}$ of $\mathbb{R}^{n}$ satisfies

$$
\begin{equation*}
\left\|\nabla_{x^{\prime}} u\right\|_{L^{\infty}\left(B_{r}^{\prime}\right)} \leq \exp \left\{C\left(1+\frac{\sup _{B_{2 r}^{\prime}} u-u(0)}{r}\right)\right\} \tag{1.2}
\end{equation*}
$$

for some dimensional constant $C>0$. After their work, several new proofs of gradient bounds similar to (1.2) were obtained, most notably in [9], [29], [49], [68], [70], and [71].

Estimate (1.2) for classical minimal graphs was shown to be optimal in [40]. That is, the gradient cannot be controlled by a function of the oscillation growing slower than an exponential. We do not know whether inequality (1.1) is optimal in the fractional case. When trying to adapt the example of [40], it seems necessary to have a better understanding of a delicate issue for nonlocal minimal graphs discovered in [33]: the so-called boundary stickiness. In Section 1.2, we will comment further on this issue.

As a consequence of the sharpness of (1.2) in the classical setting, the constant $C$ in (1.1) must blow up as $\alpha \uparrow 1$. To get a gradient bound uniform in $\alpha$-of the form (1.2), for instance-one should primarily obtain a Sobolev inequality on nonlocal minimal graphs, such as the one that we establish in Theorem 1.5, but governed by a constant displaying the right dependence in $\alpha$ as $\alpha \uparrow 1$ when $s=(1+\alpha) / 2$ and $p=2$. This seems to be a nontrivial task, as some of the arguments of [11] and [56] in the flat Euclidean case do not extend to surfaces.

When the graph $\partial E$ is $\alpha$-minimal in the entire space $\mathbb{R}^{n+1}$, we establish a better gradient bound. It differs from (1.1) in that a lower power of the oscillation of $u$ appears on the right-hand side of the estimate-the new power is $n$. Interestingly, the exact same inequality holds for classical entire minimal graphs, as found by Bombieri and Giusti [9]. Still, our proof gives a constant that may blow up as $\alpha \uparrow 1$.

THEOREM 1.2
Let $n \geq 1$ and $\alpha \in(0,1)$. Let $E$ be the global subgraph

$$
E=\left\{\left(x^{\prime}, x_{n+1}\right) \in \mathbb{R}^{n} \times \mathbb{R}: x_{n+1}<u\left(x^{\prime}\right)\right\}
$$

of a locally bounded function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, and assume that $\partial E$ is an $\alpha$-minimal surface in all of $\mathbb{R}^{n+1}$.

Then $u$ is of class $C^{\infty}$ and there exists a constant $C$ depending only on $n$ and $\alpha$ such that

$$
\begin{equation*}
\| \nabla_{x^{\prime} u \|_{L^{\infty}\left(B_{r}^{\prime}\right)} \leq C\left(1+\frac{\operatorname{osc}_{B_{r}^{\prime}} u}{r}\right)^{n}, ~ .}^{n} \tag{1.3}
\end{equation*}
$$

for every $r>0$.

### 1.2. The Dirichlet or Plateau problem

The existence of a solution to the fractional Plateau problem in a bounded Lipschitz domain $\Omega \subset \mathbb{R}^{n+1}$ (i.e., a nonlocal minimal surface $\partial E$ in $\Omega$ with datum prescribed in $\mathbb{R}^{n+1} \backslash \Omega$ ) was established in [18]. When $\Omega$ is unbounded, this result can be generalized through a diagonal compactness argument (see [52, Corollary 1.10] for the details; see also [23] for existence results for nonlocal perimeter-type functionals with other kernels).

In [18] it is also proved that a minimizer $E$ of $\operatorname{Per}_{\alpha}$ in $\Omega$ satisfies (in a suitable viscosity sense) the Euler-Lagrange equation

$$
\begin{equation*}
H_{\alpha}[E](x)=0 \tag{1.4}
\end{equation*}
$$

at any point $x \in \Omega \cap \partial E$. Here, $H_{\alpha}[E](x)$ denotes the so-called $\alpha$-mean curvature (or nonlocal mean curvature of order $\alpha$ ) of $E$ at a point $x$ of its boundary, and is formally defined by

$$
\begin{equation*}
H_{\alpha}[E](x):=\text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|x-y|^{n+1+\alpha}} d y \tag{1.5}
\end{equation*}
$$

where the integral is meant in the standard Cauchy principal value sense.
When $\Omega$ is a cylinder of the form $\Omega^{\prime} \times \mathbb{R}$, with $\Omega^{\prime} \subset \mathbb{R}^{n}$ smooth and bounded, and the outside datum is the subgraph of a continuous function $g: \mathbb{R}^{n} \backslash \Omega^{\prime} \rightarrow \mathbb{R}$, it has been proved in [32] that minimizers are also subgraphs inside $\Omega^{\prime}$. Thus, any minimizer $E \subset \mathbb{R}^{n+1}$ is globally the subgraph of a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and, as a consequence, its $\alpha$-mean curvature can be written as

$$
H_{\alpha}[E]\left(x^{\prime}, u\left(x^{\prime}\right)\right)=2 \mathfrak{H}_{\alpha} u\left(x^{\prime}\right)
$$

for every $x^{\prime} \in \mathbb{R}^{n}$ around which $u$ is of class $C^{2}$. Here, $\mathfrak{H}_{\alpha}$ is the operator

$$
\begin{equation*}
\mathfrak{H}_{\alpha} u\left(x^{\prime}\right):=\text { P.V. } \int_{\mathbb{R}^{n}} G_{\alpha}\left(\frac{u\left(x^{\prime}\right)-u\left(y^{\prime}\right)}{\left|x^{\prime}-y^{\prime}\right|}\right) \frac{d y^{\prime}}{\left|x^{\prime}-y^{\prime}\right|^{n+\alpha}} \tag{1.6}
\end{equation*}
$$

with $G_{\alpha}(t):=\int_{0}^{t}\left(1+\tau^{2}\right)^{-(n+1+\alpha) / 2} d \tau$ (see, e.g., [22, Section 2], [6, Section 3], or [1] for proofs of this and of more general identities). Note that $\mathfrak{H}_{\alpha} u\left(x^{\prime}\right)$ is well defined and finite whenever $u$ is $C^{2}$ in a neighborhood of $x^{\prime}$. In particular, no growth assumption on $u$ at infinity is needed, since $G_{\alpha}$ is bounded.

As it will be shown in [26], the subgraph $E$ of $u$ is a minimizer of $\operatorname{Per}_{\alpha}$ in the cylinder $\Omega^{\prime} \times \mathbb{R}$ if and only if $u$ solves, in an appropriate weak variational sense, the nonlinear equation $\mathfrak{H}_{\alpha} u=0$ in $\Omega^{\prime}$. Therefore, the Plateau problem for $\alpha$-minimal graphs in $\Omega^{\prime} \times \mathbb{R}$ is equivalent to the Dirichlet problem

$$
\begin{cases}\mathfrak{H}_{\alpha} u=0 & \text { in } \Omega^{\prime},  \tag{1.7}\\ u=g & \text { in } \mathbb{R}^{n} \backslash \Omega^{\prime},\end{cases}
$$

for a given measurable function $g: \mathbb{R}^{n} \backslash \Omega^{\prime} \rightarrow \mathbb{R}$.

Problem (1.7) enjoys existence and uniqueness of solution in a suitable weak variational sense. While the existence follows from [18], the uniqueness will be proved in [26] when $\Omega^{\prime}$ is a bounded open set with Lipschitz boundary and under the very mild assumption $g \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{n} \backslash \Omega^{\prime}\right)$-or even milder ones-on the exterior datum. Theorem 1.1 of the present article provides full interior regularity for the Dirichlet problem (1.7), giving that the solution $u$ is of class $C^{\infty}$ in $\Omega^{\prime}$. Moreover, by combining estimate (1.1) with the boundedness results of [32, Section 3] (see also [26]), we can control the gradient of $u$ locally inside $\Omega^{\prime}$ by a power of the oscillation of the outside datum $g$ in a sufficiently large neighborhood of $\Omega^{\prime}$. More precisely, we have the bound

$$
\begin{equation*}
\left\|\nabla_{x^{\prime}} u\right\|_{L^{\infty}\left(U^{\prime}\right)} \leq \frac{C}{\operatorname{dist}\left(U^{\prime}, \partial \Omega^{\prime}\right)^{n+1+\alpha}}\left(R_{1}+\operatorname{osc}_{B_{(1+C) R_{1}}^{\prime} \backslash \Omega^{\prime}} g\right)^{n+1+\alpha} \tag{1.8}
\end{equation*}
$$

where $R_{1}>0$ is any radius for which $\Omega^{\prime} \subseteq B_{R_{1}}^{\prime}, U^{\prime}$ is any open set compactly contained in $\Omega^{\prime}$, and $C$ is a positive constant depending only on $n$ and $\alpha$. For the validity of (1.8), the fact that the function $G_{\alpha}$ in (1.6) is bounded plays again an important role.

In our work we do not use expression (1.6) to establish the gradient estimate. Instead, we work with identity (1.5) in $\mathbb{R}^{n+1}$ and with the "ambient" metric on $\partial E$ inherited from balls in $\mathbb{R}^{n+1}$.

For $n=1,2$, the smoothness of the solution $u$ to (1.7) was already known (although without a quantitative estimate) by the results of [32], [39], and [66]. In [32] it was also established that, in any dimension, $u$ is continuous up to the boundary of $\Omega^{\prime}$ from the inside, provided $g$ is itself continuous up to the boundary of $\mathbb{R}^{n} \backslash \Omega^{\prime}$. However, as noted in [33], a solution $u$ is rarely continuous across the boundarypresenting instead the so-called boundary stickiness phenomenon-and may not have bounded gradient in all of $\Omega^{\prime}$, even if $g$ is smooth and bounded. In this respect, the interior bound of Theorem 1.1 is optimal-it cannot be extended up to the boundary. In fact, one may have whole vertical portions of the boundary $\partial E$ of the subgraph of $u$ lying on $\partial \Omega^{\prime} \times \mathbb{R}$ (see also the forthcoming [13] for a more radical sticking phenomenon when $\alpha$ is small and the datum $g$ is unbounded).

### 1.3. A truncated fractional Jacobi operator

Let $\alpha \in(0,1)$, and let $\Sigma=\partial^{*} E$ be the reduced boundary of a subset $E$ of $\mathbb{R}^{n+1}$ with locally finite perimeter (see, e.g., [35], [41], [54] for the definition of reduced boundary and its main properties). Let $v_{E}$ be the unit normal vector to $\Sigma$ pointing outwards from $E$. One defines the fractional (or nonlocal) $\alpha$-Jacobi operator $\mathcal{L}_{\Sigma, \alpha}$ at a point $x \in \Sigma$, acting on a sufficiently smooth and bounded function $w: \Sigma \rightarrow \mathbb{R}$, by

$$
\begin{equation*}
\mathcal{L}_{\Sigma, \alpha} w(x):=\mathscr{L}_{\Sigma, \frac{1+\alpha}{2}} w(x)+c_{\Sigma, \frac{1+\alpha}{2}}^{2}(x) w(x), \tag{1.9}
\end{equation*}
$$

where, for $s \in(0,1)$, we set

$$
\begin{equation*}
\mathscr{L}_{\Sigma, s} w(x):=\text { P.V. } \int_{\Sigma} \frac{w(y)-w(x)}{|y-x|^{n+2 s}} d \mathscr{H}^{n}(y) \tag{1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{\Sigma, s}^{2}(x):=\int_{\Sigma} \frac{\left\langle v_{E}(x)-v_{E}(y), v_{E}(x)\right\rangle}{|y-x|^{n+2 s}} d \mathscr{H}^{n}(y) . \tag{1.11}
\end{equation*}
$$

See Section 2 for the definition of principal value surface integrals such as the one in (1.10).

For the integrals in (1.9)-(1.11) to converge (with $w$ bounded), one needs an assumption on the behavior of $\Sigma$ at infinity-for example, that

$$
\begin{equation*}
\int_{\Sigma} \frac{d \mathscr{H}^{n}(y)}{(1+|y|)^{n+1+\alpha}}<+\infty \tag{1.12}
\end{equation*}
$$

as required in [38, Theorem 6.1]. We point out that when $\Sigma$ is an $\alpha$-minimal surface in all of $\mathbb{R}^{n+1}$, condition (1.12) is satisfied thanks to a deep result: the perimeter estimate of [23] (see Lemma 3.3 of Section 3 below).

The fractional Jacobi operator $\mathscr{L}_{\Sigma, \alpha}$ was found in [28] and [38] while computing the second variation of the fractional perimeter. Under the assumptions that $\Sigma=\partial E$ is smooth, fulfills (1.12), and has zero $\alpha$-mean curvature inside a bounded open set $\Omega \subset \mathbb{R}^{n+1}$, it is proved in [28] and [38] that

$$
\begin{equation*}
\left.\frac{d^{2}}{d t^{2}} \operatorname{Per}_{\alpha}\left(E_{t \psi} ; \Omega\right)\right|_{t=0}=2 \int_{\partial E} \psi(x)\left(-\mathscr{H}_{\Sigma, \alpha} \psi(x)\right) d \mathscr{H}^{n}(x) \tag{1.13}
\end{equation*}
$$

for every smooth function $\psi$ supported inside $\partial E \cap \Omega$ and with $\left\{E_{t \psi}\right\}_{t>0}$ being the family of normal perturbations of $E$ induced by $\psi$.

In order to deal with sets that minimize the $\alpha$-perimeter only inside proper subsets of $\mathbb{R}^{n+1}$, as in our Theorem 1.1, and not to impose any restriction-such as (1.12)-on their global geometry or on the exterior datum, in this article we introduce a truncated version of the Jacobi operator. Given an open set $\Omega \subseteq \mathbb{R}^{n+1}$, we define

$$
\begin{align*}
& \mathcal{H}_{\Sigma, \alpha}^{\Omega} w(x) \\
& \quad:=\text { P.V. } \int_{\Sigma \cap \Omega} \frac{w(y)-w(x)+\left\langle v_{E}(x)-v_{E}(y), \nu_{E}(x)\right\rangle w(x)}{|y-x|^{n+1+\alpha}} d \mathscr{H}^{n}(y) . \tag{1.14}
\end{align*}
$$

Observe that for $\Omega=\mathbb{R}^{n+1}$, we recover the $\alpha$-Jacobi operator of (1.9)-(1.11). We also consider the truncated fractional Laplace-type operator

$$
\begin{equation*}
\mathscr{L}_{\Sigma, \frac{1+\alpha}{2}}^{\Omega} w(x):=\text { P.V. } \int_{\Sigma \cap \Omega} \frac{w(y)-w(x)}{|y-x|^{n+1+\alpha}} d \mathscr{H}^{n}(y) \tag{1.15}
\end{equation*}
$$

which will be the fundamental object of Section 6, where we establish a weak Harnack inequality for nonnegative supersolutions of equations having (1.15) as leading term. In that section, we will consider more general equations involving truncated kernels, not only the geometric ones driven by the Jacobi operator. For this analysis to be carried out, the perimeter estimates of [23] will be crucial, in particular as they allow the truncated integrals to be well defined. Regardless of this, in Remark 1.4 we point out that the global Jacobi operator (1.9)-(1.11)—with no truncation-can still be defined on hypersurfaces that minimize the $\alpha$-perimeter only in a proper cylinder (at least when acting on functions supported within the cylinder). This can be done with no restriction on their global geometry or exterior datum.

The next result shows that, as a consequence of the translation invariance of equation (1.4), the normal $\nu_{E}$ to an $\alpha$-minimal surface $\partial E$ in all of $\mathbb{R}^{n+1}$ solves the fractional Jacobi equation $\mathscr{J}_{\partial^{*} E, \alpha} \nu_{E}=0$. This fact, already observed in [28, Appendix B] for graphs, will be established in Section 4 in all details, addressing in particular the convergence of the integrals at infinity. To do this, it will be crucial to use the perimeter estimates of [23].

In addition, when $E$ is a global subgraph but only a minimizer in a vertical cylinder, we establish that the last component $v_{E}^{n+1}$ is a supersolution of an equation driven by the truncated fractional Jacobi operator (1.14), with $\Omega$ being a cylinder. This result is new and has the advantage of requiring the $\alpha$-minimality of $E$ just inside a proper subset of $\mathbb{R}^{n+1}$ —a feature that will be of key importance to obtain Theorem 1.1 in its full generality and thus to cover virtually every outside datum $g$ in the Dirichlet problem (1.7). Here are the precise statements of these facts.

## THEOREM 1.3

Let $n \geq 1, \alpha \in(0,1)$, and $E \subset \mathbb{R}^{n+1}$. The following facts hold true.
(i) If $\partial E$ is an $\alpha$-minimal surface in all of $\mathbb{R}^{n+1}$, then the fractional Jacobi equation

$$
-\mathcal{Z}_{\partial^{*} E, \alpha} \nu_{E}(\bar{x})=0
$$

holds at every point $\bar{x} \in \partial E$ around which $\partial E$ is of class $C^{3}$.
(ii) There exists a constant $C>0$ depending only on $n$ and $\alpha$ such that if $E \subset$ $\mathbb{R}^{n+1}$ is the global subgraph

$$
E=\left\{\left(x^{\prime}, x_{n+1}\right) \in \mathbb{R}^{n} \times \mathbb{R}: x_{n+1}<u\left(x^{\prime}\right)\right\}
$$

of a measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\partial E$ is $\alpha$-minimal in $B_{2 R}^{\prime} \times \mathbb{R}$ for some $R>0$, then the truncated fractional Jacobi inequality

$$
\begin{equation*}
-\mathcal{H}_{\partial^{*} E, \alpha}^{B_{R}^{\prime} \times \mathbb{R}} \nu_{E}^{n+1}(\bar{x}) \geq-\frac{C}{R^{1+\alpha}} v_{E}^{n+1}(\bar{x}) \tag{1.16}
\end{equation*}
$$

holds at every point $\bar{x} \in \partial E \cap\left(B_{R / 2}^{\prime} \times \mathbb{R}\right)$ around which $\partial E$ is of class $C^{3}$.

We stress that the constant $C$ in (1.16) does not depend on the regularity of $\partial E$ around $\bar{x}$, which is assumed only to perform computations in the proof. This assumption will not prevent us from using Theorem 1.3 to establish the smoothness of nonlocal minimal graphs. Indeed, by the results of Savin and Valdinoci [66]-point (e) in the beginning of the Introduction-the set of regular points of $\partial E$ is "large" within $\partial E$. A capacitary argument then allows us to extend (1.16) to the whole $\partial E$ in a weak sense.

Note that Theorem 1.3(ii) requires $\partial E$ to be smooth at $\bar{x}$ as a manifold, but does not impose a priori regularity on the function $u$ defining $\partial E$ as the graph $\left\{x_{n+1}=\right.$ $\left.u\left(x^{\prime}\right)\right\}$. That is, $\left|\nabla_{x^{\prime}} u\right|$ could be infinite at a point $\bar{x}^{\prime}$, but $\partial E$ could still be $C^{\infty}$ around $\left(\bar{x}^{\prime}, u\left(\bar{x}^{\prime}\right)\right)$. Now, it is interesting to realize that our truncated fractional Jacobi inequality (1.16) provides qualitative information on the slope of $\partial E$, ruling out the possibility that the normal $\nu_{E}$ could be horizontal at a point $\bar{x}=\left(\bar{x}^{\prime}, \bar{x}_{n+1}\right)$ in $\partial E \cap$ $\left(B_{R / 2}^{\prime} \times \mathbb{R}\right)$; that is, ruling out that $\left|\nabla_{x^{\prime}} u\left(\bar{x}^{\prime}\right)\right|=+\infty$. Indeed, suppose by contradiction that $\nu_{E}^{n+1}(\bar{x})=0$. By Theorem 1.3(ii), we would have

$$
0 \geq \mathcal{J}_{\partial^{*} E, \alpha}^{B_{R}^{\prime} \times \mathbb{R}} v_{E}^{n+1}(\bar{x})=\text { P.V. } \int_{\partial^{*} E \cap\left(B_{R}^{\prime} \times \mathbb{R}\right)} \frac{v_{E}^{n+1}(y)}{|y-\bar{x}|^{n+1+\alpha}} d \mathscr{H}^{n}(y)
$$

But since $E$ is a global subgraph in the vertical direction, we have $\nu_{E}^{n+1}(y) \geq 0$ for every $y \in \partial^{*} E$. Therefore, by the above inequality, $v_{E}^{n+1} \equiv 0$ on $\partial^{*} E \cap\left(B_{R}^{\prime} \times \mathbb{R}\right)$, which clearly contradicts the fact that $\partial E$ is a graph. Observe that, for this argument to work, it is crucial that the right-hand side of (1.16) is a zeroth order term.

From this remark (already made in [34, Theorem C.2] for globally regular subgraphs), we see that Theorem 1.3 "suggests" the regularity of nonlocal minimal graphs. This is established in the current article, and its final output-Theorem 1.1is a precise quantitative version of the observation above.

## Remark 1.4

Being a geometric object, one may wonder whether it is possible to define the global Jacobi operator (1.9)-(1.11) also on a hypersurface $\Sigma=\partial E$ that minimizes the $\alpha$ perimeter only in a proper cylinder $B_{r}^{\prime} \times \mathbb{R}$. The answer is that this can be done, through the divergence theorem, at least when $\Sigma \cap\left(\overline{B_{r}^{\prime}} \times \mathbb{R}\right)$ is smooth and bounded, and when the operator acts on smooth functions $w$ with compact support inside $\Sigma \cap$ $\left(B_{r}^{\prime} \times \mathbb{R}\right)$. Indeed, for such a $w$, because of a simplification of the terms involving $w(x)$ in (1.9), one sees that it suffices to give a meaning to the integrals

$$
\begin{equation*}
\int_{\Sigma \backslash\left(B_{r}^{\prime} \times \mathbb{R}\right)} \frac{v_{E}^{i}(y)}{|y-x|^{n+2 s}} d \mathscr{H}^{n}(y) \tag{1.17}
\end{equation*}
$$

for $i=1, \ldots, n+1$. Observe that the part of the integral over $\Sigma \cap\left(B_{r}^{\prime} \times \mathbb{R}\right)$ converges in the standard sense, since $\Sigma$ is regular inside $\overline{B_{r}^{\prime}} \times \mathbb{R}$. On the other hand, the quantity in (1.17) can be defined, using formally the divergence theorem, as

$$
-(n+2 s) \int_{E \backslash\left(B_{r}^{\prime} \times \mathbb{R}\right)} \frac{y_{i}-x_{i}}{|y-x|^{n+2+2 s}} d y+\int_{\partial\left(B_{r}^{\prime} \times \mathbb{R}\right) \cap E} \frac{v_{B_{r}^{\prime} \times \mathbb{R}}^{i}(y)}{|y-x|^{n+2 s}} d \mathscr{H}^{n}(y) .
$$

Note that the two integrals above always converge, no matter how rough $\Sigma=\partial E$ is.
On the other hand, it is not clear if the global fractional Laplace-type operator (1.10) can be understood in a similar way. Except for this remark, in no other place we will need such an argument to define a surface integral-they will be understood in the standard way.

### 1.4. A universal Sobolev inequality on nonlocal minimal surfaces

Miranda obtained in [59], for the first time, a universal Sobolev inequality for $W^{1, p_{-}}$ functions over a minimal surface $\Sigma$. His inequality is universal in the sense that it does not depend on the geometry or structure of $\Sigma$-as long as $\Sigma$ is a minimal surface. To prove it, he took advantage of the isoperimetric inequality for integral currents established by Federer and Fleming in [37]. Later on, Allard [4] and Michael and Simon [57] independently extended Miranda's result to general hypersurfaces $\Sigma$ of Euclidean space. Their Sobolev inequality encapsulates the geometry of $\Sigma$ only through an additional term depending on the mean curvature of $\Sigma$.

In the next result, we establish a universal Sobolev inequality of fractional order for functions defined on a nonlocal minimal surface $\Sigma=\partial E$. We point out that when $\Sigma$ is the Euclidean space (or an open subset of it), the fractional Sobolev inequality is well known and several different proofs of it are available (see, e.g., [3], [11], [31], [51], [56]).

## THEOREM 1.5

Let $n \geq 1$, let $\alpha \in(0,1)$, and let $\partial E$ be an $\alpha$-minimal surface in all of $\mathbb{R}^{n+1}$. Let $s \in(0,1)$ and $p \geq 1$ be such that $n>s p$.

Then there exists a constant $C$ depending only on $n, \alpha, s$, and $p$ such that

$$
\begin{equation*}
\|v\|_{L^{\frac{n p}{n-s p}}\left(\partial^{*} E\right)} \leq C[v]_{W^{s, p}\left(\partial^{*} E\right)} \tag{1.18}
\end{equation*}
$$

for every $v \in W^{s, p}\left(\partial^{*} E\right)$.
The quantity $[\cdot]_{W^{s, p}\left(\partial^{*} E\right)}$ is the seminorm of the fractional Sobolev space $W^{s, p}\left(\partial^{*} E\right)$ over $\partial^{*} E$ (see Section 2 for the precise definition). Note that, in the theorem, $\alpha$ and $s$ are arbitrary parameters in $(0,1)$-no relation between them is assumed.

To prove Theorem 1.5 we do not rely on an isoperimetric-type inequality, but we follow instead a beautiful proof of the fractional Sobolev inequality in $\mathbb{R}^{n}$ that we learned from Brezis [12]. A fractional isoperimetric inequality on $\Sigma$ can be obtained a posteriori, by applying (1.18) with $p=1$ to characteristic functions (see Corollary 5.6). The only property of $\Sigma=\partial^{*} E$ needed to implement the argument of [12] is the lower bound

$$
\begin{equation*}
\mathscr{H}^{n}\left(\Sigma \cap B_{R}(x)\right) \geq c_{\star} R^{n} \quad \text { for all } R>0 \text { and } x \in \Sigma, \tag{1.19}
\end{equation*}
$$

for the $\mathscr{H}^{n}$-measure of $\Sigma$ inside ambient balls $B_{R}(x):=\left\{y \in \mathbb{R}^{n+1}:|y-x|<R\right\}$, where $c_{\star}>0$ is a constant. Estimate (1.19) follows from the density estimates of [18] and the relative isoperimetric inequality. Hence, we obtain the Sobolev inequality (1.18) as a particular case of more general results valid on all hypersurfaces of $\mathbb{R}^{n+1}$ satisfying (1.19) or even milder assumptions (see Proposition 5.2, and Corollaries 5.3 and 5.6). We point out that the same lower bound (1.19) was assumed in [43] to deduce Sobolev inequalities of integer order on general metric measure spaces.

In the proof of our gradient estimate, we will need a localized version of the Sobolev inequality (1.18). This will require the use of the perimeter estimate of [23]; that is, the reverse inequality in (1.19).

Our proof of (1.18) requires $E$ to be a minimizer of $\operatorname{Per}_{\alpha}$, since we use the density estimates for minimizers to deduce (1.19). In a future work, we will establish (1.19) also for stationary surfaces of the $\alpha$-perimeter. On the other hand, it would be very interesting to obtain nonlocal versions of the Michael-Simon and Allard inequalityan important open problem.

### 1.5. A flatness result for entire nonlocal minimal graphs

The classification of $\alpha$-minimal surfaces is a central and challenging problem in the current research on nonlocal PDEs. Recall that Savin and Valdinoci [65] established their connection with phase transitions for strongly nonlocal Allen-Cahn energies. They later proved in [66] that, in $\mathbb{R}^{2}$, there exist no global minimizing $\alpha$-minimal surfaces apart from straight lines. For this, they showed that the only minimizing $\alpha$ minimal cones in $\mathbb{R}^{2}$ are the half-planes. We added here the word "minimizing" (not used, but implicit, up to now) to distinguish minimizers from stable $\alpha$-minimal surfaces or from stationary $\alpha$-minimal surfaces, described next. The word "minimizing" will be added only in this subsection, being implicit elsewhere.

For cones in higher dimensions, no rigidity result nor a counterexample are known at the moment, with the exception of the works [16] and [22]. Caffarelli and Valdinoci [22] proved the flatness of minimizing $\alpha$-minimal cones, when the parameter $\alpha$ is close to 1 , in dimension less than or equal to 7. In [16], the first author, Cinti, and Serra established the flatness of stable $\alpha$-minimal cones (and stable $\alpha$-minimal surfaces, as well) in $\mathbb{R}^{3}$ when $\alpha$ is close to 1 . Stable $\alpha$-minimal surfaces are stationary
points of the $\alpha$-perimeter at which $\operatorname{Per}_{\alpha}$ has nonnegative second variation-as given by (1.13). Therefore, stable $\alpha$-minimal surfaces are strong candidates to minimize the $\alpha$-perimeter.

On the other hand, nonplanar stationary $\alpha$-minimal cones (i.e., cones that have zero $\alpha$-mean curvature, but which are not necessarily minimizers of $\operatorname{Per}_{\alpha}$, nor stable) are known to exist in all dimensions, thanks to the work of Dávila, del Pino, and Wei [28]. These are Lawson-type cones and, somewhat surprisingly, they are already stable in dimension 7 when $\alpha$ is sufficiently small. We mention here an important open problem in this direction. The classical Simons cone is a stationary $\alpha$-minimal surface in $\mathbb{R}^{2 m}$ for all $m \geq 1$. However, the answer to whether it is a minimizer in large enough dimensions, as expected, remains unknown.

Figalli and Valdinoci [39] obtained a fractional version of a celebrated theorem of De Giorgi, stating that the nonexistence of singular minimizing $\alpha$-minimal cones in $\mathbb{R}^{n}$ yields the validity of a Bernstein-type theorem for $\alpha$-minimal graphs in one dimension more. By applying this in combination with the results of [66], they deduced that $\alpha$-minimal graphs of functions defined in all of $\mathbb{R}$ or in all of $\mathbb{R}^{2}$ are flat. The validity of this result is not known at the moment in any higher dimension. Recall that for classical minimal graphs, Bernstein's theorem holds up to $\mathbb{R}^{7} \times \mathbb{R}=\mathbb{R}^{8}$, with counterexamples in higher dimensions.

Very recently, Farina and Valdinoci [36] noted that globally Lipschitz $\alpha$-minimal graphs are affine in any dimension. We state this result in Theorem 8.1, and we give an alternative proof of it carried out independently of their work. In addition, as an application of the gradient estimate of Theorem 1.1 or Theorem 1.2, we improve [36, Theorem 4] by replacing the uniform Lipschitz hypothesis with a linear growth assumption. The precise statement is the following.

## THEOREM 1.6

Let $n \geq 1$ and $\alpha \in(0,1)$. Let $E$ be the global subgraph

$$
E=\left\{\left(x^{\prime}, x_{n+1}\right) \in \mathbb{R}^{n} \times \mathbb{R}: x_{n+1}<u\left(x^{\prime}\right)\right\}
$$

of a measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\left|u\left(x^{\prime}\right)\right| \leq C\left(1+\left|x^{\prime}\right|\right) \quad \text { for a.e. } x^{\prime} \in \mathbb{R}^{n}, \tag{1.20}
\end{equation*}
$$

for some constant $C$. Assume also that $\partial E$ is an $\alpha$-minimal surface in all of $\mathbb{R}^{n+1}$.
Then $u$ is affine or, equivalently, $\partial E$ is a hyperplane.

### 1.6. Outline of the proof of the gradient estimate: A weak Harnack inequality on nonlocal minimal surfaces

The following are the fundamental steps in the proof of our main result, Theorem 1.1. To simplify the exposition, here we restrict ourselves to $\alpha$-minimal graphs $\Sigma=\partial E$ in all of $\mathbb{R}^{n+1}$.

The last component $\nu_{E}^{n+1}$ of the upward-pointing normal to $\Sigma$ is a nonnegative function. Since the "nonlocal second fundamental form" (1.11) is nonnegative as well, we deduce from Theorem 1.3(i) that $\nu_{E}^{n+1}$ is a nonnegative superharmonic function for the fractional Laplace-type operator on $\Sigma$ defined in (1.10) with $s=(1+\alpha) / 2$.

The natural next step in the proof of Theorem 1.1 consists in establishing a weak Harnack inequality for nonnegative supersolutions of linear integral equations on $\alpha$ minimal surfaces. This is the content of the next result. (See Section 6 for a much broader statement, valid for a larger class of equations posed on rather general hypersurfaces $\Sigma \subset \mathbb{R}^{n+1}$, and which does not assume the smoothness of $\Sigma$, nor of the supersolution. Here, $B_{R}:=B_{R}(0)=\left\{x \in \mathbb{R}^{n+1}:|x|<R\right\}$.)

## THEOREM 1.7

Let $n \geq 1, \alpha \in(0,1)$, and $s \in(1 / 2,1)$, let $\Sigma=\partial E$ be a smooth $\alpha$-minimal surface in all of $\mathbb{R}^{n+1}$, and assume that $0 \in \Sigma$. Let $\mathscr{L}_{\Sigma, s}$ be as in (1.10), and let $w$ be a smooth, bounded, nonnegative function on $\Sigma$ satisfying

$$
-\mathscr{L}_{\Sigma, s} w \geq 0 \quad \text { in } \Sigma \cap B_{2}
$$

Then

$$
\begin{equation*}
\inf _{\Sigma \cap B_{1}} w \geq c\left(\int_{\Sigma \cap B_{1}} w(x) d \mathscr{H}^{n}(x)+\int_{\Sigma \backslash B_{1}} \frac{w(y)}{|y|^{n+2 s}} d \mathscr{H}^{n}(y)\right) \tag{1.21}
\end{equation*}
$$

for some constant $c \in(0,1]$ depending only on $n, \alpha$, and $s$.

Before commenting on Theorem 1.7, we briefly show how the gradient estimate (1.1) of Theorem 1.1 easily follows from it. Indeed, let $u$ be the function defining $\Sigma$ as a graph, and pick a point $\bar{x} \in \Sigma \cap\left(B_{1}^{\prime} \times \mathbb{R}\right)$. As mentioned at the beginning of this subsection, by Theorem 1.3(i), the last component $v_{E}^{n+1}$ of the upwardpointing normal is a nonnegative supersolution of the fractional Laplace-type equation $-\mathscr{L}_{\Sigma,(1+\alpha) / 2} w=0$ on the whole $\Sigma$. Hence we may apply Theorem 1.7 to it. By translating $\bar{x}$ to the origin, taking advantage of (1.21), and going back to the original coordinates, we get

$$
\nu_{E}^{n+1}(\bar{x}) \geq c \int_{\Sigma} \frac{v_{E}^{n+1}(y)}{1+|y-\bar{x}|^{n+1+\alpha}} d \mathscr{H}^{n}(y)
$$

$$
\geq c \int_{\Sigma \cap\left(B_{1}^{\prime} \times \mathbb{R}\right)} \frac{v_{E}^{n+1}(y)}{1+|y-\bar{x}|^{n+1+\alpha}} d \mathscr{H}^{n}(y) .
$$

Now set $M:=\|u\|_{L^{\infty}\left(B_{1}^{\prime}\right)}$. In view of the inclusion $\Sigma \cap\left(B_{1}^{\prime} \times \mathbb{R}\right) \subset B_{1}^{\prime} \times[-M, M]$ and the fact that $v_{E}^{n+1}=\left(1+\left|\nabla_{x^{\prime}} u\right|^{2}\right)^{-1 / 2}$, we infer from the above inequality that

$$
\begin{aligned}
\frac{1}{\sqrt{1+\left|\nabla_{x^{\prime}} u\left(\bar{x}^{\prime}\right)\right|^{2}}} & \geq \frac{\tilde{c}}{(1+M)^{n+1+\alpha}} \int_{\Sigma \cap\left(B_{1}^{\prime} \times \mathbb{R}\right)} v_{E}^{n+1}(y) d \mathscr{H}^{n}(y) \\
& =\frac{\tilde{c}\left|B_{1}^{\prime}\right|}{(1+M)^{n+1+\alpha}},
\end{aligned}
$$

with $\tilde{c}>0$ depending only on $n$ and $\alpha$. Since $\bar{x}^{\prime}$ is an arbitrary point of $B_{1}^{\prime}$, this gives estimate (1.1) with $r=1$. The case of a general $r>0$ follows by scaling.

Of course, to perform the above computation we overlooked several nontrivial details; most importantly, that, according to the statement of Theorem 1.1, the set $\Sigma=\partial E$ is not known to be smooth a priori and that $E$ is assumed to minimize the $\alpha$-perimeter only inside a vertical cylinder in $\mathbb{R}^{n+1}$.

## Remark 1.8

Theorem 1.7 is limited to operators of fractional order $2 s$ strictly greater than 1 . We are forced to this hypothesis only because of the corresponding assumption $\beta>1$ made in Lemma 3.3. As we have already seen for applications to $\alpha$-minimal surfaces, this hypothesis is not restrictive, since we need to take $s=(1+\alpha) / 2>1 / 2$. Nevertheless, it would be interesting to extend Theorem 1.7 to operators with $s \leq 1 / 2$, possibly requiring stronger assumptions on $\Sigma$.

Harnack-type inequalities have been established by many authors for linear and nonlinear singular integral operators in Euclidean space (see, e.g., [7], [19], [24], [30], [47], [48], [50], [69]). For second-order elliptic PDEs with bounded measurable coefficients, the Harnack inequality was first established by Moser [60] in his groundbreaking work. The idea that the same result could be extended to solutions of equations posed on minimal surfaces is, to the best of our knowledge, due to Bombieri and Giusti [9]. Theorem 1.7 here is therefore an extension of their result to singular integral equations on nonlocal minimal surfaces.

Our proof of the weak Harnack inequality (1.21) is based on a delicate application of the Moser iteration technique, implemented along the lines of the works of Kassmann [46], [48]. We stress that having $s>1 / 2$ in Theorem 1.7 prevents the possibility of obtaining (1.21) through the simpler method of [63], [67], or [15, Section 3], which works well in a wide class of flat Euclidean nonlocal settings. Indeed, in their technique it is crucial for the operator to be bounded when applied to smooth
barrier functions, a fact that a priori does not necessarily hold for the operator $\mathscr{L}_{\Sigma, s}$ with estimates independent of the geometry of $\Sigma$ when $s \geq 1 / 2$.

To carry out the Moser iteration, two ingredients are needed: that the measure of the underlying space is doubling and a Sobolev-type inequality. In Section 1.4 we already addressed the validity of a fractional Sobolev inequality on nonlocal minimal surfaces. On the other hand, the doubling property follows from the fact that

$$
\begin{equation*}
c_{\star} r^{n} \leq \mathscr{H}^{n}\left(\Sigma \cap B_{r}(x)\right) \leq C_{\star} r^{n} \tag{1.22}
\end{equation*}
$$

holds for every point $x \in \Sigma$ and radius $r>0$, for some constants $C_{\star} \geq c_{\star}>0$, when $\Sigma=\partial^{*} E$ is the reduced boundary of a minimizer of $\operatorname{Per}_{\alpha}$ in all of $\mathbb{R}^{n+1}$.

While, as already noted in Section 1.4, the lower bound in (1.22) follows from the density estimates of [18], the validity of the upper bound was recently established in [23]. This last result is deep and somewhat surprising, since it provides, for minimizers of the $\alpha$-perimeter, a bound for their classical perimeter-a higher order quantity. In addition, and remarkably, the result of [23] is true in any dimension and also for stable nonlocal minimal surfaces, not just for minimizers. However, it is not uniform as $\alpha \uparrow 1$. In fact, for classical stable minimal surfaces in $\mathbb{R}^{n+1}$, the validity of a perimeter bound is known for $n=2$, but is still a famous open problem when $n \geq 3$. Recall that, in light of [10], [27], and [62] (see also [5], [21]), $\alpha$-minimal surfaces converge to classical minimal surfaces as $\alpha \uparrow 1$.

### 1.7. Organization of the paper

Section 2 specifies some notation that is used throughout the paper. In Section 3, besides collecting several known results needed at later stages, we obtain estimates for integral quantities defined on hypersurfaces with controlled volume growth, and we establish a result on fractional capacities. Section 4 deals with fractional Jacobi operators applied to the normal vector; we prove Theorem 1.3. In Section 5 we establish fractional Poincaré, Sobolev, and isoperimetric inequalities on nonlocal minimal surfaces and on more general subsets of $\mathbb{R}^{n+1}$-in particular, we give the proof of Theorem 1.5. Section 6 concerns the Moser iteration that leads to the weak Harnack inequality of Theorem 1.7. In Section 7 we establish the gradient estimates of Theorems 1.1 and 1.2 , while a proof of the Liouville-type Theorem 1.6 is given in Section 8. We end the article with Appendix 8, which contains a few technical computations.

## 2. Notation

We will typically work in the Euclidean space $\mathbb{R}^{n+1}$, with $n \geq 1$. Points in $\mathbb{R}^{n+1}$ are indicated by $x, y, z$, while $x^{\prime}, y^{\prime}, z^{\prime}$ is reserved for points in $\mathbb{R}^{n}$-which will often be identified with the subspace $\mathbb{R}^{n} \times\{0\}$ of $\mathbb{R}^{n+1}$. This distinction carries over to

Euclidean balls. Hence, for $R>0, x \in \mathbb{R}^{n+1}$, and $x^{\prime} \in \mathbb{R}^{n}$, we write

$$
\begin{aligned}
B_{R}(x) & :=\left\{y \in \mathbb{R}^{n+1}:|y-x|<R\right\}, \\
B_{R}^{\prime}\left(x^{\prime}\right) & :=\left\{y^{\prime} \in \mathbb{R}^{n}:\left|y^{\prime}-x^{\prime}\right|<R\right\},
\end{aligned}
$$

as well as $B_{R}:=B_{R}(0)$ and $B_{R}^{\prime}:=B_{R}^{\prime}(0)$.
We indicate as

$$
\bigodot_{R}(x):=B_{R}^{\prime}\left(x^{\prime}\right) \times \mathbb{R}
$$

the infinite vertical cylinder of radius $R>0$, centered at a point $x=\left(x^{\prime}, x_{n+1}\right)$ of $\mathbb{R}^{n+1}$. Again, $\mathscr{C}_{R}:=\mathscr{C}_{R}(0)$.

For $d \geq 0$, the symbol $\mathscr{H}^{d}$ stands for the $d$-dimensional Hausdorff measure in both $\mathbb{R}^{n}$ and $\mathbb{R}^{n+1}$. The Hausdorff measures $\mathscr{H}^{n+1}$ of $\mathbb{R}^{n+1}$ and $\mathscr{H}^{n}$ of $\mathbb{R}^{n}$ are both sometimes denoted by $|\cdot|$. Inside integrals over $\mathscr{H}^{n}$-measurable subsets of $\mathbb{R}^{n+1}$, we frequently write $d \sigma$ instead of $d \mathscr{H}^{n}$.

We now set the notation for fractional Sobolev spaces defined on $\mathscr{H}^{n}$-measurable subsets of $\mathbb{R}^{n+1}$. Let $p \geq 1$, let $s \in(0,1)$, and let $\Sigma \subset \mathbb{R}^{n+1}$ be a set with locally finite $n$-dimensional Hausdorff measure. Given $U \subseteq \Sigma$, we say that a function $v \in L^{p}(U)$ belongs to $W^{s, p}(U)$ if and only if

$$
[v]_{W^{s, p}(U)}:=\left(\int_{U} \int_{U} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+s p}} d \sigma(x) d \sigma(y)\right)^{\frac{1}{p}}<+\infty
$$

The Sobolev space $W^{s, p}(U)$ is then endowed with the norm $\|\cdot\|_{W^{s, p}(U)}$ defined by the relation $\|v\|_{W^{s, p}(U)}^{p}:=\|v\|_{L^{p}(U)}^{p}+[v]_{W^{s, p}(U)}^{p}$. When $p=2$, the notation $H^{s}(U)$ is favored to $W^{s, 2}(U)$. If $U$ has finite $\mathscr{H}^{n}$ measure and $v \in L^{1}(U)$, then we also write

$$
(v)_{U}:=f_{U} v(x) d \sigma(x):=\frac{1}{\mathscr{H}^{n}(U)} \int_{U} v(x) d \sigma(x) .
$$

A similar (standard) terminology is used for the corresponding spaces over open subsets of $\mathbb{R}^{n}$ and of $\mathbb{R}^{n+1}$.

We will often deal with improper integrals defined over open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{n+1}$, as well as $\mathscr{H}^{n}$-measurable subsets of $\mathbb{R}^{n+1}$. As customary, we will use the symbol P.V. to indicate that an integral has to be understood in the Cauchy principal value sense, defined as follows. Let $\Omega$ be an open subset of $\mathbb{R}^{n+1}$, and let $f: \Omega \rightarrow \mathbb{R}$ be a measurable function having an isolated singularity at a point $x \in \Omega$. We define

$$
\text { P.V. } \int_{\Omega} f(y) d y:=\lim _{\delta \rightarrow 0^{+}} \int_{\Omega \backslash B_{\delta}(x)} f(y) d y,
$$

provided the limit converges. The same definition is adopted for integrals defined on a subset $\Omega$ of $\mathbb{R}^{n}$, integrating this time over $\Omega \backslash B_{\delta}^{\prime}\left(x^{\prime}\right)$. Similarly, if $f$ is defined on
an $\mathscr{H}^{n}$-measurable set $U \subset \mathbb{R}^{n+1}, x \in U$, and $f$ has an isolated singularity at $x$, then we set

$$
\text { P.V. } \int_{U} f(y) d \sigma(y):=\lim _{\delta \rightarrow 0^{+}} \int_{U \backslash B_{\delta}(x)} f(y) d \sigma(y) .
$$

Note that, also in this case, we remove Euclidean balls of $\mathbb{R}^{n+1}$ from the domain of integration, prior to taking the limit.

## 3. Some preliminary results

In this section, we review some known facts about the regularity of nonlocal minimal surfaces, obtain integral bounds to be used throughout the paper, and collect a few results about the fractional Sobolev capacity on general hypersurfaces of Euclidean space. Readers who wish to get to the heart of the matter may skip this part and proceed to Section 4.

### 3.1. Some known regularity results for nonlocal minimal surfaces

The following theorem provides uniform perimeter and density estimates for nonlocal minimal surfaces. They were proved in [23] and [18], respectively. From now on, by nonlocal minimal surface we mean a minimizer of the fractional perimeter-as in the beginning of the Introduction. Note that the symbol $\partial^{*} E$ appearing in the statement denotes the reduced boundary of a set $E$ with finite perimeter (see, e.g., [41] or [54] for more details).

THEOREM 3.1 ([18, Theorem 4.1], [23, Corollary 1.8])
Let $n \geq 1$, let $\alpha \in(0,1)$, and let $\partial E$ be an $\alpha$-minimal surface in the ball $B_{R}(x)$, for some $x \in \mathbb{R}^{n+1}$ and $R>0$.

Then $E$ has locally finite perimeter inside $B_{R}(x)$, and for every $\bar{\mu} \in(0,1)$, it holds that

$$
\begin{equation*}
\mathscr{H}^{n}\left(\partial^{*} E \cap B_{\rho}(x)\right)=\operatorname{Per}\left(E ; B_{\rho}(x)\right) \leq C_{\star} \rho^{n} \quad \text { for } \rho \in(0, \bar{\mu} R], \tag{3.1}
\end{equation*}
$$

for some constant $C_{\star}$ depending only on $n, \alpha$, and $\bar{\mu}$. Moreover, if $x \in \partial E$, then

$$
\begin{equation*}
\mathscr{H}^{n}\left(\partial^{*} E \cap B_{\rho}(x)\right)=\operatorname{Per}\left(E ; B_{\rho}(x)\right) \geq c_{\star} \rho^{n} \quad \text { for } \rho \in(0, R], \tag{3.2}
\end{equation*}
$$

for some constant $c_{\star}>0$ depending only on $n$ and $\alpha$.

## Proof

The identity between the perimeter of $E$ and the Hausdorff measure of $\partial^{*} E$ is a standard fact that holds for all sets with finite perimeter in light of De Giorgi's structure theorem (see [54, Chapter 15], [41, Chapter 4]).

When $\bar{\mu} \leq 1 / 4$, inequality (3.1) is simply [23, Corollary 1.8]. The case $\bar{\mu} \in$ $(1 / 4,1)$ follows using an easy covering argument.

In order to check that (3.2) is true as well, we begin by noting that, by the density estimates of [18, Theorem 4.1], it holds that

$$
\min \left\{\left|E \cap B_{\rho}(x)\right|,\left|B_{\rho}(x) \backslash E\right|\right\} \geq c \rho^{n+1}
$$

for some constant $c>0$ depending only on $n$ and $\alpha$. The lower bound for the perimeter of $E$ then follows by applying the relative isoperimetric inequality (see, e.g., [41, Corollary 1.29]).

The next statement puts together some results from [6], [18], and [66], establishing the smoothness of nonlocal minimal surfaces in $\mathbb{R}^{n+1}$ outside of a set of Hausdorff dimension $(n+1)-3=n-2$.

THEOREM 3.2 ([6, Theorem 1], [18, Theorem 2.4], [66, Corollary 2])
Let $n \geq 1$, let $\alpha \in(0,1)$, let $\Omega \subseteq \mathbb{R}^{n+1}$ be an open set, and let $\partial E \subset \mathbb{R}^{n+1}$ be an $\alpha$-minimal surface in $\Omega$.

Then $\partial E \cap \Omega$ is of class $C^{\infty}$ outside of a closed singular set $S \subset \partial E \cap \Omega$. The set $S$ has Hausdorff dimension at most $(n+1)-3=n-2$; that is, $S=\varnothing$ if $n=1$ and $\mathscr{H}^{d}(S)=0$ for every $d>n-2$ if $n \geq 2$.

The theorem follows from the results of [6] and [18], where it is shown that the surface $\partial E$ is smooth outside of a certain singular set $S \subset \partial E$. By [66, Corollary 2], the set $S$ is empty when $n=1$ and has Hausdorff dimension at most $(n+1)-3=$ $n-2$ when $n \geq 2$.

### 3.2. Integral estimates on hypersurfaces

In this subsection, we provide estimates for some integral quantities defined on general hypersurfaces with controlled volume growth.

Take a set $\Sigma \subset \mathbb{R}^{n+1}$, a domain $\Omega \subseteq \mathbb{R}^{n+1}$, and $R_{0}>0$. Suppose that $\Sigma$ satisfies

$$
\begin{equation*}
\mathscr{H}^{n}\left(\Sigma \cap B_{\rho}(x)\right) \leq C_{\star} \rho^{n} \quad \text { for every } x \in \Sigma \cap \Omega \text { and } \rho \in\left(0, R_{0}\right], \tag{3.3}
\end{equation*}
$$

for some constant $C_{\star}$. Note that this estimate holds in particular when $\Sigma$ is the (reduced) boundary of a minimizer of the $\alpha$-perimeter, by inequality (3.1). As a consequence, all results in this subsection apply to nonlocal minimal surfaces.

We begin with a lemma that deals with "contributions coming from far."

## LEMMA 3.3

Let $n \geq 1$, let $\Sigma \subset \mathbb{R}^{n+1}$, let $\Omega \subseteq \mathbb{R}^{n+1}$ be a domain, and assume that (3.3) holds for some positive constants $R_{0}$ and $C_{\star}$. Let $\beta>1, x_{0} \in \mathbb{R}^{n+1}$, and $r \in\left(0, R_{0} / 2\right]$.

Then

$$
\int_{(\Sigma \cap \Omega) \backslash B_{r}\left(x_{0}\right)} \frac{d \sigma(y)}{\left|y-x_{0}\right|^{n+\beta}} \leq \frac{C}{r^{\beta}}
$$

for some constant $C$ depending only on $n, \beta$, and $C_{\star}$.

## Proof

We write $\mathbb{R}^{n+1} \backslash B_{r}\left(x_{0}\right)=\bigcup_{j=1}^{+\infty} A_{j}$, where $A_{j}:=B_{(j+1) r}\left(x_{0}\right) \backslash B_{j r}\left(x_{0}\right)$.
Note that each annulus $A_{j}$ can be covered by a collection $\mathscr{B}_{j}$ of at most $c_{n} j^{(n+1)-1}=c_{n} j^{n}$ balls of radius $r$, for some dimensional constant $c_{n}>0$ (recall that we are in $\mathbb{R}^{n+1}$ ). Considering only those balls that intersect $\Sigma \cap \Omega$ and doubling their radius to be $2 r$, we may assume that each of them is centered at some point in $\Sigma \cap \Omega$. Thanks to this construction and (3.3), we conclude that

$$
\begin{aligned}
& \int_{(\Sigma \cap \Omega) \backslash B_{r}\left(x_{0}\right)} \frac{d \sigma(y)}{\left|y-x_{0}\right|^{n+\beta}} \\
& \quad \leq \sum_{j=1}^{+\infty} \int_{\Sigma \cap \Omega \cap A_{j}} \frac{d \sigma(y)}{(j r)^{n+\beta}} \leq \sum_{j=1}^{+\infty}\left\{\frac{1}{(j r)^{n+\beta}} \sum_{B \in \mathcal{B}_{j}} \mathscr{H}^{n}(\Sigma \cap B)\right\} \\
& \quad \leq \frac{2^{n} C_{\star}}{r^{\beta}} \sum_{j=1}^{+\infty} \frac{\# \mathcal{B}_{j}}{j^{n+\beta}} \leq \frac{2^{n} c_{n} C_{\star}}{r^{\beta}} \sum_{j=1}^{+\infty} \frac{1}{j^{\beta}} \leq \frac{C}{r^{\beta}}
\end{aligned}
$$

since $\beta>1$, for some constant $C$ depending only on $n, \beta$, and $C_{\star}$.

Next, we provide an estimate for interactions at small scales.

## LEMMA 3.4

Let $n \geq 1$, let $\Sigma \subset \mathbb{R}^{n+1}$, let $\Omega \subseteq \mathbb{R}^{n+1}$ be a domain, and assume that (3.3) holds for some positive constants $R_{0}$ and $C_{\star}$. Let $\gamma>0, x_{0} \in \Sigma \cap \Omega$, and $r \in\left(0, R_{0}\right]$.

Then

$$
\begin{equation*}
\int_{\Sigma \cap \Omega \cap B_{r}\left(x_{0}\right)} \frac{d \sigma(y)}{\left|y-x_{0}\right|^{n-\gamma}} \leq C r^{\gamma} \tag{3.4}
\end{equation*}
$$

for some constant $C$ depending only on $n, \gamma$, and $C_{\star}$.

## Proof

When $\gamma \geq n$, estimate (3.4) is an immediate consequence of assumption (3.3). We
thus assume that $\gamma \in(0, n)$ and consider, for every positive integer $j$, the annulus $A_{j}:=B_{2^{1-j_{r}}}\left(x_{0}\right) \backslash B_{2^{-j} r}\left(x_{0}\right)$. By virtue of (3.3), we have

$$
\left.\begin{array}{l}
\int_{\Sigma \cap \Omega \cap B_{r}\left(x_{0}\right)} \frac{d \sigma(y)}{\left|y-x_{0}\right|^{n-\gamma}} \\
\quad \leq \sum_{j=1}^{+\infty} \int_{\Sigma \cap \Omega \cap A_{j}} \frac{d \sigma(y)}{\left(2^{-j} r\right)^{n-\gamma}} \\
\quad \leq \sum_{j=1}^{+\infty}\left(\frac{2^{j}}{r}\right)^{n-\gamma} \mathscr{H}^{n}\left(\Sigma \cap B_{2^{1-j}}^{r}\right.
\end{array}\left(x_{0}\right)\right) \leq C_{\star} 2^{n} r^{\gamma} \sum_{j=1}^{+\infty} 2^{-\gamma j}, ~ \$
$$

which clearly yields (3.4), as $\gamma>0$.
The last two lemmas immediately yield the following result.

## COROLLARY 3.5

Let $n \geq 1$, let $\Sigma \subset \mathbb{R}^{n+1}$, let $\Omega \subseteq \mathbb{R}^{n+1}$ be a domain, and assume that (3.3) holds for some positive constants $R_{0}$ and $C_{\star}$. Let $x_{0} \in \Sigma \cap \Omega, r \in\left(0, R_{0} / 2\right], p \geq 1$, and $s \in(0,1)$ be such that $s p>1$.

Then for every $\eta \in W^{1, \infty}\left(\mathbb{R}^{n+1}\right)$ satisfying

$$
|\eta| \leq C_{\bullet} \quad \text { and } \quad|\nabla \eta| \leq \frac{C_{\bullet}}{r} \quad \text { in } \mathbb{R}^{n+1}
$$

for some constant $C_{\bullet}$, it holds that

$$
\int_{\Sigma \cap \Omega} \frac{\left|\eta(y)-\eta\left(x_{0}\right)\right|^{p}}{\left|y-x_{0}\right|^{n+s p}} d \sigma(y) \leq \frac{C}{r^{s p}}
$$

for some constant $C$ depending only on $n, s, p, C_{\star}$, and $C_{\bullet}$.

## Proof

We have

$$
\begin{aligned}
\int_{\Sigma \cap \Omega} \frac{\left|\eta(y)-\eta\left(x_{0}\right)\right|^{p}}{\left|y-x_{0}\right|^{n+s p}} d \sigma(y) \leq & \frac{C_{\bullet}^{p}}{r^{p}} \int_{\Sigma \cap \Omega \cap B_{r}\left(x_{0}\right)} \frac{d \sigma(y)}{\left|y-x_{0}\right|^{n-(1-s) p}} \\
& +2^{p} C_{\bullet}^{p} \int_{(\Sigma \cap \Omega) \backslash B_{r}\left(x_{0}\right)} \frac{d \sigma(y)}{\left|y-x_{0}\right|^{n+s p}} .
\end{aligned}
$$

Applying Lemmas 3.3 and 3.4 (with $\beta=s p>1$ and $\gamma=(1-s) p>0$ ), we conclude the result.

### 3.3. Fractional capacities on hypersurfaces

We collect here a few facts on the fractional Sobolev capacity over rather general $\mathscr{H}^{n}$-measurable subsets $\Sigma$ of $\mathbb{R}^{n+1}$ and in particular over nonlocal minimal surfaces. Although most of the results presented here can probably be deduced from more general theories (see, e.g., the recent [61]), we include all the proofs for the convenience of the reader.

The next definition introduces the concept of $s$-capacity on $\Sigma$. In our future applications to $\alpha$-minimal surfaces, we will only need $s=(1+\alpha) / 2$, which is always greater than $1 / 2$. For this reason, and also since we use it in some proofs, we restrict ourselves to $s \in(1 / 2,1)$.

## Definition 3.6

Given $n \geq 1, s \in(1 / 2,1)$, a set $\Sigma \subset \mathbb{R}^{n+1}$ with locally finite $\mathscr{H}^{n}$-measure, and $A \subseteq$ $\Sigma$, we define

$$
\begin{aligned}
\operatorname{Cap}_{\Sigma, s}(A):= & \inf \left\{\|v\|_{H^{s}(\Sigma)}^{2}: v \in H^{s}(\Sigma) \text { and } v \geq 1 \mathscr{H}^{n}\right. \text {-a.e. } \\
& \quad \text { in an open neighborhood of } A\} \\
= & \inf \left\{\|v\|_{H^{s}(\Sigma)}^{2}: v \in H^{s}(\Sigma), 0 \leq v \leq 1 \mathscr{H}^{n} \text {-a.e. in } \Sigma,\right. \text { and } \\
& \left.v=1 \mathscr{H}^{n} \text {-a.e. in an open neighborhood of } A\right\} .
\end{aligned}
$$

We call this quantity the $s$-fractional capacity of $A$ on the set $\Sigma$.

Recall that $\|v\|_{H^{s}(\Sigma)}^{2}=\|v\|_{L^{2}(\Sigma)}^{2}+[v]_{H^{s}(\Sigma)}^{2}$ and see Section 2 for the definition of the $H^{s}=W^{s, 2}$ seminorm. Also, the second characterization for Cap ${ }_{\Sigma, s}$ in Definition 3.6 holds since, for every $v \in H^{s}(\Sigma)$, we have $\|\min \{\max \{v, 0\}, 1\}\|_{L^{2}(\Sigma)} \leq$ $\|v\|_{L^{2}(\Sigma)}$ and $[\min \{\max \{v, 0\}, 1\}]_{H^{s}(\Sigma)} \leq[v]_{H^{s}(\Sigma)}$.

By Theorem 3.2, we know that the singular set of a nonlocal minimal surface in $\mathbb{R}^{n+1}$ has Hausdorff dimension at most $n-2$. The following proposition-which is the main result of the subsection-provides a capacitary description of this fact.

## PROPOSITION 3.7

Let $n \geq 1$, let $\alpha \in(0,1)$, let $\Omega \subseteq \mathbb{R}^{n+1}$ be an open set, and let $\partial E \subset \mathbb{R}^{n+1}$ be an $\alpha$-minimal surface in $\Omega$. Then the singular set $S$ of $\partial E$ in $\Omega$ satisfies

$$
\operatorname{Cap}_{\Sigma \cap \Omega, s}(S)=0 \quad \text { for every } s \in(1 / 2,1)
$$

Proposition 3.7 follows immediately from Theorem 3.2 and the following result, which explores the relationship between the $s$-fractional capacity and the Hausdorff measure on general $\mathscr{H}^{n}$-measurable subsets $\Sigma$ of $\mathbb{R}^{n+1}$ satisfying

$$
\begin{equation*}
\mathscr{H}^{n}\left(\Sigma \cap B_{\rho}(x)\right) \leq C_{\star} \rho^{n}, \tag{3.5}
\end{equation*}
$$

for some constant $C_{\star}$. Note that for nonlocal minimal surfaces, this condition is warranted by Theorem 3.1. For the next result, we restrict ourselves to $n \geq 2$-observe that, when $n=1$, Proposition 3.7 is an immediate consequence of Theorem 3.2, as in this case $S=\varnothing$.

## PROPOSITION 3.8

Let $n \geq 2, s \in(1 / 2,1)$, and $\Sigma \subset \mathbb{R}^{n+1}$ be a set with locally finite $\mathscr{H}^{n}$-measure, and $\Omega \subseteq \mathbb{R}^{n+1}$ be an open set. Suppose that (3.5) holds for every $x \in \Sigma \cap \Omega$ and $\rho \in(0, R]$ for some positive constants $R$ and $C_{\star}$.

Then there exists a constant $C$ depending only on $n, s$, and $C_{\star}$, such that

$$
\operatorname{Cap}_{\Sigma \cap \Omega, s}(A) \leq C \mathscr{H}^{n-2 s}(A)
$$

for every set $A \subseteq \Sigma \cap \Omega$.
To prove Proposition 3.8 we need some preliminary results. Let $\Sigma \subset \mathbb{R}^{n+1}$ be a set with locally finite $\mathscr{H}^{n}$-measure. It is obvious that $\operatorname{Cap}_{\Sigma, s}(A) \leq \operatorname{Cap}_{\Sigma, s}(B)$ if $A \subseteq B$ are subsets of $\Sigma$. The $s$-fractional capacity is also countably subadditive; that is, if $\left\{A_{i}\right\}_{i \in \mathbb{N}}$ are subsets of $\Sigma$, then

$$
\begin{equation*}
\operatorname{Cap}_{\Sigma, s}\left(\bigcup_{i=1}^{+\infty} A_{i}\right) \leq \sum_{i=1}^{+\infty} \operatorname{Cap}_{\Sigma, s}\left(A_{i}\right) \tag{3.6}
\end{equation*}
$$

To verify this, we may assume that the right-hand side of (3.6) is finite. Let $\varepsilon>$ 0 , and let $\left\{v_{i}\right\} \subset H^{s}(\Sigma)$ be a sequence of functions satisfying $v_{i} \geq 1$ in an open neighborhood of $A_{i}$ and $\left\|v_{i}\right\|_{H^{s}(\Sigma)}^{2} \leq \operatorname{Cap}_{\Sigma, s}\left(A_{i}\right)+2^{-i} \varepsilon$ for every $i \in \mathbb{N}$. Since it can be easily seen that

$$
\|\max \{u, w\}\|_{H^{s}(\Sigma)}^{2} \leq\|u\|_{H^{s}(\Sigma)}^{2}+\|w\|_{H^{s}(\Sigma)}^{2}
$$

for any two $u, w \in H^{s}(\Sigma)$, considering $v:=\sup _{i \in \mathbb{N}} v_{i}$, iterating the previous inequality, and applying Fatou's lemma, we obtain

$$
\|v\|_{H^{s}(\Sigma)}^{2} \leq \sum_{i=1}^{+\infty}\left\|v_{i}\right\|_{H^{s}(\Sigma)}^{2} \leq \varepsilon+\sum_{i=1}^{+\infty} \operatorname{Cap}_{\Sigma, s}\left(A_{i}\right)
$$

The proof of (3.6) is then finished, as $v \geq 1$ in an open neighborhood of $\bigcup_{i=1}^{+\infty} A_{i}$ and $\varepsilon>0$ can be chosen arbitrarily small.

The following is another ingredient toward the proof of Proposition 3.8. It provides a sharp upper bound for the $s$-fractional capacity of ambient balls.

## LEMMA 3.9

Let $n \geq 1, s \in(1 / 2,1)$, and $\Sigma$ be a subset of $\mathbb{R}^{n+1}$ having locally finite $\mathscr{H}^{n}$-measure, $\Omega \subseteq \mathbb{R}^{n+1}$ be an open set, $x_{0} \in \Sigma \cap \Omega$, and $R>0$. Assume that (3.5) holds for every point $x \in \Sigma \cap \Omega$ and radius $\rho \in(0,2 R]$ for some constant $C_{\star}$.

Then there exists a constant $C$ depending only on $n, s$, and $C_{\star}$, such that

$$
\begin{equation*}
\operatorname{Cap}_{\Sigma \cap \Omega, s}\left(\Sigma \cap \Omega \cap B_{r}\left(x_{0}\right)\right) \leq C r^{n-2 s}\left(1+r^{2 s}\right) \tag{3.7}
\end{equation*}
$$

for every $r \in(0, R)$.

## Proof

Take a smooth function $v \in C^{\infty}\left(\mathbb{R}^{n+1}\right)$ satisfying $\operatorname{supp}(v) \subset B_{2 r}\left(x_{0}\right), 0 \leq v \leq 1$ in $\mathbb{R}^{n+1}, v=1$ in $B_{3 r / 2}\left(x_{0}\right)$, and $|\nabla v| \leq 4 / r$ in $\mathbb{R}^{n+1}$. By (3.5) and Corollary 3.5, we have

$$
\begin{aligned}
{[v]_{H^{s}(\Sigma \cap \Omega)}^{2} } & \leq 2 \int_{\Sigma \cap B_{2 r}\left(x_{0}\right)}\left(\int_{\Sigma \cap \Omega} \frac{|v(y)-v(x)|^{2}}{|y-x|^{n+2 s}} d \sigma(y)\right) d \sigma(x) \\
& \leq \frac{C}{r^{2 s}} \mathscr{H}^{n}\left(\Sigma \cap B_{2 r}\left(x_{0}\right)\right) \leq C r^{n-2 s}
\end{aligned}
$$

for some $C$ depending only on $n, s$, and $C_{\star}$. On the other hand, (3.5) also yields

$$
\|v\|_{L^{2}(\Sigma \cap \Omega)}^{2}=\int_{\Sigma \cap B_{2 r}\left(x_{0}\right)}|v(x)|^{2} d \sigma(x) \leq \mathscr{H}^{n}\left(\Sigma \cap B_{2 r}\left(x_{0}\right)\right) \leq 2^{n} C_{\star} r^{n}
$$

From these bounds, estimate (3.7) follows at once.
Thanks to these results, we are now ready to address the proof of Proposition 3.8.

## Proof of Proposition 3.8

Note that $n \geq 2>2 s$ and that we may assume $\mathscr{H}^{n-2 s}(A)$ to be finite. Take $\delta \in$ $(0, \min \{1, R / 4\}]$, and consider a countable covering $\left\{D_{j}\right\}_{j \in \mathbb{N}}$ of $A$ by sets $D_{j} \subset$ $\mathbb{R}^{n+1}$ having diameter $d_{j}:=\operatorname{diam}\left(D_{j}\right) \leq \delta$. Assuming without loss of generality that all $D_{j}$ 's intersect $A$, we deduce the existence of a new countable cover $\left\{B_{d_{j}}\left(x_{j}\right)\right\}_{j \in \mathbb{N}}$ of $A$ made up of balls centered at points $x_{j} \in A$. By taking advantage of (3.6) and Lemma 3.9, we have

$$
\operatorname{Cap}_{\Sigma \cap \Omega, s}(A) \leq \sum_{j=1}^{+\infty} \operatorname{Cap}_{\Sigma \cap \Omega, s}\left(\Sigma \cap \Omega \cap B_{d_{j}}\left(x_{j}\right)\right) \leq C \sum_{j=1}^{+\infty} d_{j}^{n-2 s}
$$

for some constant $C$ depending only on $n, s$, and $C_{\star}$. The conclusion follows by applying the definition of Hausdorff measure, as $\delta$ can be taken arbitrarily small.

## 4. The normal vector field and the fractional Jacobi operator

In this section we establish Theorem 1.3. Point (i) has been stated within the proof of [28, Corollary B.1]. Here, we will give a proof of it, addressing in particular integrability issues in all details. On the other hand, point (ii) of our theorem is new and will play a fundamental role later in this article.

We begin with a preliminary result concerning the derivative of the $\alpha$-mean curvature of a set $E$ along tangential directions to $\partial E$. This is identity (4.2) below, which was already obtained in [17, Proposition 2.1]. For completeness, we include a slightly shorter proof of it below. From it, we deduce (4.3), which will be used later with $\Omega$ being either the whole space $\mathbb{R}^{n+1}$ or a vertical cylinder. The sets $E^{(t)}$, for $t=0,1$, appearing in the statement denote the points of density $t$ of $E$, defined as (see [54] for more details)

$$
\begin{equation*}
E^{(t)}:=\left\{x \in \mathbb{R}^{n+1}: \lim _{r \rightarrow 0^{+}} \frac{\left|E \cap B_{r}(x)\right|}{\left|B_{r}\right|}=t\right\} . \tag{4.1}
\end{equation*}
$$

## PROPOSITION 4.1

Let $n \geq 1$ and $\alpha \in(0,1)$. Let $E$ be a measurable subset of $\mathbb{R}^{n+1}$, and assume that $\partial E$ is of class $C^{2, \beta}$ in a neighborhood of a point $\bar{x} \in \partial E$, for some $\beta>\alpha$. Then

$$
\begin{equation*}
\partial_{v} H_{\alpha}[E](\bar{x})=-(n+1+\alpha) \text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|\bar{x}-y|^{n+3+\alpha}}((\bar{x}-y) \cdot v) d y \tag{4.2}
\end{equation*}
$$

for every direction $v \in \mathbb{R}^{n+1}$ orthogonal to $v_{E}(\bar{x})$.
Furthermore, let $\Omega \subseteq \mathbb{R}^{n+1}$ be an open set with locally Lipschitz boundary and such that $\bar{x} \in \Omega$. Assume that $E$ has locally finite perimeter in $\bar{\Omega}$, that $\mathscr{H}^{n}\left(\partial^{*} E \cap \partial \Omega\right)=0$, and that both $\int_{\partial^{*} E \cap \Omega}(1+|y|)^{-n-1-\alpha} d \sigma(y)$ and $\int_{\partial \Omega}(1+$ $|y|)^{-n-1-\alpha} d \sigma(y)$ are finite. Then

$$
\begin{align*}
\partial_{v} H_{\alpha}[ & E](\bar{x}) \\
= & 2 \text { P.V. } \int_{\partial^{*} E \cap \Omega} \frac{\left(v_{E}(y)-v_{E}(\bar{x})\right) \cdot v}{|\bar{x}-y|^{n+1+\alpha}} d \sigma(y) \\
& +\int_{\partial \Omega} \frac{\chi_{E^{(1)}}(y)-\chi_{E^{(0)}}(y)}{|\bar{x}-y|^{n+1+\alpha}}\left(v_{\Omega}(y) \cdot v\right) d \sigma(y) \\
& -(n+1+\alpha) \int_{\mathbb{R}^{n+1} \backslash \Omega} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|\bar{x}-y|^{n+3+\alpha}}((\bar{x}-y) \cdot v) d y \tag{4.3}
\end{align*}
$$

for every direction $v \in \mathbb{R}^{n+1}$ orthogonal to $v_{E}(\bar{x})$, where $E^{(1)}$ and $E^{(0)}$ are given by (4.1).

## Proof

Up to a translation and a rotation, we may assume that $\bar{x}=0$ and $\nu_{E}(0)=e_{n+1}$. In this setting, (4.2) and (4.3) are respectively equivalent to

$$
\begin{equation*}
\partial_{x_{i}} H_{\alpha}[E](0)=(n+1+\alpha) \text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|y|^{n+3+\alpha}} y_{i} d y \tag{4.4}
\end{equation*}
$$

and

$$
\begin{align*}
\partial_{x_{i}} H_{\alpha}[E](0)= & 2 \text { P.V. } \int_{\partial^{*} E \cap \Omega} \frac{v_{E}^{i}(y)}{|y|^{n+1+\alpha}} d \sigma(y) \\
& +\int_{\partial \Omega} \frac{\chi_{E^{(1)}}(y)-\chi_{E^{(0)}}(y)}{|y|^{n+1+\alpha}} v_{\Omega}^{i}(y) d \sigma(y) \\
& +(n+1+\alpha) \int_{\mathbb{R}^{n+1} \backslash \Omega} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|y|^{n+3+\alpha}} y_{i} d y \tag{4.5}
\end{align*}
$$

for every $i=1, \ldots, n$.
We begin by establishing (4.4). Take $\varepsilon>0$ small enough to have that

$$
E \cap B_{\varepsilon}=\left\{\left(x^{\prime}, x_{n+1}\right) \in B_{\varepsilon}: x_{n+1}<v\left(x^{\prime}\right)\right\}
$$

for some function $v \in C^{2, \beta}\left(\mathbb{R}^{n}\right)$ satisfying $v(0)=0$ and $\nabla_{x^{\prime}} v(0)=0$. Let $\eta \in$ $C^{\infty}\left(\mathbb{R}^{n+1}\right)$ be a radially symmetric nondecreasing function such that $\eta=0$ in $B_{1}$, $\eta=1$ outside of $B_{2}$, and $|\nabla \eta| \leq 2$ in $\mathbb{R}^{n+1}$. For $\delta \in(0, \varepsilon / 4)$, we consider $\eta^{(\delta)}(x):=$ $\eta(x / \delta)$ and write

$$
H_{\alpha}[E]\left(x^{\prime}, v\left(x^{\prime}\right)\right)=\Psi_{1}^{(\delta)}\left(x^{\prime}\right)+\Psi_{2}^{(\delta)}\left(x^{\prime}\right)
$$

with

$$
\begin{aligned}
& \Psi_{1}^{(\delta)}\left(x^{\prime}\right):=\int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{\left|\left(x^{\prime}, v\left(x^{\prime}\right)\right)-y\right|^{n+1+\alpha}} \eta^{(\delta)}\left(\left(x^{\prime}, v\left(x^{\prime}\right)\right)-y\right) d y \\
& \Psi_{2}^{(\delta)}\left(x^{\prime}\right):=\text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{\left|\left(x^{\prime}, v\left(x^{\prime}\right)\right)-y\right|^{n+1+\alpha}}\left(1-\eta^{(\delta)}\left(\left(x^{\prime}, v\left(x^{\prime}\right)\right)-y\right)\right) d y .
\end{aligned}
$$

First, we claim that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \partial_{x_{i}} \Psi_{2}^{(\delta)}(0)=0 \tag{4.6}
\end{equation*}
$$

To check (4.6), let $\Pi_{x^{\prime}}^{-}$, be the lower half-space bounded by the tangent hyperplane to $\partial E$ at $\left(x^{\prime}, v\left(x^{\prime}\right)\right)$, that is, $\Pi_{x^{\prime}}^{-}:=\left\{\left(y^{\prime}, y_{n+1}\right) \in \mathbb{R}^{n} \times \mathbb{R}: y_{n+1}<v\left(x^{\prime}\right)+\left\langle\nabla_{x^{\prime}} v\left(x^{\prime}\right)\right.\right.$, $\left.\left.y^{\prime}-x^{\prime}\right\rangle\right\}$. By symmetry,

$$
\text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash \Pi_{x^{\prime}}^{-}}(y)-\chi_{\Pi_{x^{\prime}}^{-}}(y)}{\left|\left(x^{\prime}, v\left(x^{\prime}\right)\right)-y\right|^{n+1+\alpha}}\left(1-\eta^{(\delta)}\left(\left(x^{\prime}, v\left(x^{\prime}\right)\right)-y\right)\right) d y=0
$$

Hence, we may subtract this term from $\Psi_{2}^{(\delta)}\left(x^{\prime}\right)$ and write, for $x^{\prime} \in B_{\delta}^{\prime}$,

$$
\Psi_{2}^{(\delta)}\left(x^{\prime}\right)=-2 \int_{B_{4 \delta}^{\prime}} \int_{v\left(x^{\prime}\right)+\left\langle\nabla_{x^{\prime}} v\left(x^{\prime}\right), y^{\prime}-x^{\prime}\right\rangle}^{v\left(y^{\prime}\right)} \frac{1-\eta^{(\delta)}\left(\left(x^{\prime}, v\left(x^{\prime}\right)\right)-y\right)}{\left|\left(x^{\prime}, v\left(x^{\prime}\right)\right)-y\right|^{n+1+\alpha}} d y_{n+1} d y^{\prime}
$$

We differentiate the above expression with respect to $x_{i}$ and evaluate at 0 . We get

$$
\begin{aligned}
\partial_{x_{i}} \Psi_{2}^{(\delta)}(0)= & -2 \int_{B_{4 \delta}^{\prime}} \int_{0}^{v\left(y^{\prime}\right)} \frac{(n+1+\alpha)\left(1-\eta^{(\delta)}(y)\right) y_{i}+|y|^{2} \eta_{x_{i}}^{(\delta)}(y)}{|y|^{n+3+\alpha}} d y_{n+1} d y^{\prime} \\
& +2 \int_{B_{4 \delta}^{\prime}} \frac{\left(1-\eta^{(\delta)}\left(y^{\prime}, 0\right)\right)\left\langle D_{x^{\prime}}^{2} v(0) e_{i}, y^{\prime}\right\rangle}{\left|y^{\prime}\right|^{n+1+\alpha}} d y^{\prime}
\end{aligned}
$$

By the symmetry properties of $y_{i}, \eta^{(\delta)}$, and $\eta_{x_{i}}^{(\delta)}$, the last integral vanishes and also

$$
\int_{B_{4 \delta}^{\prime}} \int_{0}^{\left\langle D_{x^{\prime}}^{2} v(0) y^{\prime}, y^{\prime}\right\rangle / 2} \frac{(n+1+\alpha)\left(1-\eta^{(\delta)}(y)\right) y_{i}+|y|^{2} \eta_{x_{i}}^{(\delta)}(y)}{|y|^{n+3+\alpha}} d y_{n+1} d y^{\prime}=0 .
$$

Accordingly,

$$
\begin{aligned}
\partial_{x_{i}} & \Psi_{2}^{(\delta)}(0) \\
& =-2 \int_{B_{4 \delta}^{\prime}} \int_{\left\langle D_{x^{\prime}}^{2} v(0) y^{\prime}, y^{\prime}\right\rangle / 2}^{v\left(y^{\prime}\right)} \frac{(n+1+\alpha)\left(1-\eta^{(\delta)}(y)\right) y_{i}+|y|^{2} \eta_{x_{i}}^{(\delta)}(y)}{|y|^{n+3+\alpha}} d y_{n+1} d y^{\prime},
\end{aligned}
$$

and, using that $v$ is $C^{2, \beta}$, we estimate

$$
\begin{aligned}
\left|\partial_{x_{i}} \Psi_{2}^{(\delta)}(0)\right| & \leq 2 \int_{B_{4 \delta}^{\prime}}\left|v\left(y^{\prime}\right)-\frac{\left\langle D_{x^{\prime}}^{2} v(0) y^{\prime}, y^{\prime}\right\rangle}{2}\right|\left(\frac{n+2}{\left|y^{\prime}\right|^{n+2+\alpha}}+\frac{2}{\delta} \frac{1}{\left|y^{\prime}\right|^{n+1+\alpha}}\right) d y^{\prime} \\
& \leq C \int_{B_{4 \delta}^{\prime}} \frac{d y^{\prime}}{\left|y^{\prime}\right|^{n-\beta+\alpha}} \leq C \delta^{\beta-\alpha}
\end{aligned}
$$

where, from now on, $C$ denotes constants independent of $\delta$. Claim (4.6) follows.
In view of (4.6), to obtain (4.4) we only need to show that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \partial_{x_{i}} \Psi_{1}^{(\delta)}(0)=(n+1+\alpha) \text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|y|^{n+3+\alpha}} y_{i} d y . \tag{4.7}
\end{equation*}
$$

A straightforward computation reveals that

$$
\partial_{x_{i}} \Psi_{1}^{(\delta)}(0)=I_{1}^{(\delta)}-I_{2}^{(\delta)}
$$

with

$$
\begin{aligned}
& I_{1}^{(\delta)}:=(n+1+\alpha) \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|y|^{n+3+\alpha}} y_{i} \eta^{(\delta)}(y) d y \\
& I_{2}^{(\delta)}:=\int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|y|^{n+1+\alpha}} \eta_{x_{i}}^{(\delta)}(y) d y .
\end{aligned}
$$

On the one hand, the integrand in $I_{2}^{(\delta)}$ with $E$ replaced by $\left\{y_{n+1}<\left\langle D_{x^{\prime}}^{2} v(0) y^{\prime}, y^{\prime}\right\rangle / 2\right\}$ has zero integral over $\mathbb{R}^{n+1}$, by oddness of $\eta_{x_{i}}^{(\delta)}$. Subtracting this integral from $I_{2}^{(\delta)}$, we see that

$$
\begin{equation*}
I_{2}^{(\delta)}=-2 \int_{B_{2 \delta}^{\prime}} \int_{\left\langle D_{x^{\prime}}^{2} v(0) y^{\prime}, y^{\prime}\right\rangle / 2}^{v\left(y^{\prime}\right)} \frac{\eta_{x_{i}}^{(\delta)}(y)}{|y|^{n+1+\alpha}} d y_{n+1} d y^{\prime} \tag{4.8}
\end{equation*}
$$

Thus, by the $C^{2, \beta}$ regularity of $v$,

$$
\begin{aligned}
\left|I_{2}^{(\delta)}\right| & \leq \frac{4}{\delta} \int_{B_{2 \delta}^{\prime}}\left|v\left(y^{\prime}\right)-\frac{\left\langle D_{x^{\prime}}^{2} v(0) y^{\prime}, y^{\prime}\right\rangle}{2}\right| \frac{d y^{\prime}}{\left|y^{\prime}\right|^{n+1+\alpha}} \\
& \leq \frac{C}{\delta} \int_{B_{2 \delta}^{\prime}} \frac{d y^{\prime}}{\left|y^{\prime}\right|^{n-1-\beta+\alpha}} \leq C \delta^{\beta-\alpha}
\end{aligned}
$$

On the other hand, a similar argument yields that

$$
\left|I_{1}^{(\delta)}-(n+1+\alpha) \int_{\mathbb{R}^{n+1} \backslash B_{2 \delta}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|y|^{n+3+\alpha}} y_{i} d y\right| \leq C \delta^{\beta-\alpha} .
$$

The combination of the last two estimates immediately leads us to (4.7).
We now move to the proof of (4.5). Write

$$
J^{(\delta)}:=(n+1+\alpha) \int_{\Omega \backslash B_{\delta}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|y|^{n+3+\alpha}} y_{i} d y .
$$

By the divergence theorem for sets of locally finite perimeter, we have

$$
\begin{aligned}
J^{(\delta)}= & \int_{(\Omega \cap E) \backslash B_{\delta}} \operatorname{div}\left(\frac{e_{i}}{|y|^{n+1+\alpha}}\right) d y-\int_{\Omega \backslash\left(E \cup B_{\delta}\right)} \operatorname{div}\left(\frac{e_{i}}{|y|^{n+1+\alpha}}\right) d y \\
= & 2 \int_{\left(\partial^{*} E \cap \Omega\right) \backslash B_{\delta}} \frac{\nu_{E}^{i}(y)}{|y|^{n+1+\alpha}} d \sigma(y)+\int_{\partial \Omega} \frac{\chi_{E^{(1)}}(y)-\chi_{E^{(0)}}(y)}{|y|^{n+1+\alpha}} \nu_{\Omega}^{i}(y) d \sigma(y) \\
& +\frac{1}{\delta^{n+1+\alpha}} \int_{\partial B_{\delta}}\left(\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)\right) \nu_{B_{\delta}}^{i}(y) d \sigma(y),
\end{aligned}
$$

for a.e. $\delta>0$ small. Note that we used the formulas of, say, [54, Theorem 16.3] in order to decompose the reduced boundary of intersections. We also took advantage of the hypothesis $\mathscr{H}^{n}\left(\partial^{*} E \cap \partial \Omega\right)=0$. Thanks to the $C^{2, \beta}$ regularity of $\partial E$ near 0 , using
that $\nu_{B_{\delta}}^{i}(y)=y_{i} / \delta$, and subtracting the quadratic part of $v$ at 0 -as in the argument leading to (4.8)-it is not hard to check that

$$
\left|\int_{\partial B_{\delta}}\left(\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)\right) \nu_{B_{\delta}}^{i}(y) d \sigma(y)\right| \leq C \delta^{n+1+\beta} .
$$

Hence, letting $\delta \rightarrow 0^{+}$in the above identity, we see that (4.5) follows from (4.4).
With this in hand, we may now proceed to prove Theorem 1.3.

## Proof of Theorem 1.3

First of all, we observe that, by Theorem 3.1 and Lemma 3.3, both fractional Jacobi operators (1.9) and (1.14) are well defined when acting on bounded functions that are smooth near the singularity, under the hypotheses of points (i) and (ii), respectively. In both cases (i) and (ii), by the $\alpha$-minimality of $E$, there exists a small $\varepsilon>0$, for which $H_{\alpha}[E](x)=0$ for every $x \in \partial E \cap B_{\varepsilon}(\bar{x})$.

Now, for point (i), we apply identity (4.3) of Proposition 4.1 with $\Omega=\mathbb{R}^{n+1}$ and deduce that

$$
\left\langle\text { P.V. } \int_{\partial^{*} E} \frac{v_{E}(\bar{x})-v_{E}(y)}{|\bar{x}-y|^{n+1+\alpha}} d \sigma(y), v\right\rangle=0
$$

for every $v \in \mathbb{R}^{n+1}$ orthogonal to $\nu_{E}(\bar{x})$. This means that

$$
\text { P.V. } \int_{\partial^{*} E} \frac{\nu_{E}(\bar{x})-v_{E}(y)}{|\bar{x}-y|^{n+1+\alpha}} d \sigma(y) \text { is parallel to } v_{E}(\bar{x})
$$

or, equivalently, that

$$
\begin{aligned}
\text { P.V. } & \int_{\partial^{*} E} \frac{v_{E}(\bar{x})-v_{E}(y)}{|\bar{x}-y|^{n+1+\alpha}} d \sigma(y) \\
& =\left\langle\text { P.V. } \int_{\partial^{*} E} \frac{v_{E}(\bar{x})-v_{E}(y)}{|\bar{x}-y|^{n+1+\alpha}} d \sigma(y), v_{E}(\bar{x})\right| v_{E}(\bar{x})
\end{aligned}
$$

From this, the claim of point (i) readily follows.
To tackle point (ii), we first observe that, since $E$ has locally finite perimeter in $\bigodot_{3 R / 2}$, we have that $\mathscr{H}^{n}\left(\partial^{*} E \cap \partial \varphi_{r_{k}}\right)=0$ along a sequence of radii $\left\{r_{k}\right\}$ converging to $R$. We now set $r=r_{k}$ and prove the validity of (1.16) with $r$ in place of $R$. The conclusion will then follow by letting $k \rightarrow+\infty$.

Up to a rotation in the hyperplane orthogonal to $e_{n+1}$, we may assume that $\nu_{E}(\bar{x})$ lies in the 2 -dimensional plane spanned by $e_{n}$ and $e_{n+1}$, that is,

$$
\begin{equation*}
v_{E}(\bar{x})=v_{E}^{n}(\bar{x}) e_{n}+v_{E}^{n+1}(\bar{x}) e_{n+1} . \tag{4.9}
\end{equation*}
$$

Applying (4.3) with $\Omega=\varphi_{r}$ and the vector $v=v_{E}^{n+1}(\bar{x}) e_{n}-v_{E}^{n}(\bar{x}) e_{n+1}$ orthogonal to $v_{E}(\bar{x})$, we get that

$$
\begin{align*}
0= & 2 \text { P.V. } \int_{\partial^{*} E \cap \varkappa_{r}} \frac{\nu_{E}^{n}(y) \nu_{E}^{n+1}(\bar{x})-v_{E}^{n+1}(y) \nu_{E}^{n}(\bar{x})}{|\bar{x}-y|^{n+1+\alpha}} d \sigma(y) \\
& +\frac{v_{E}^{n+1}(\bar{x})}{r} \int_{\partial \varkappa_{r}} \frac{\chi_{E^{(1)}}(y)-\chi_{E}(0)(y)}{|\bar{x}-y|^{n+1+\alpha}} y_{n} d \sigma(y) \\
& -(n+1+\alpha) v_{E}^{n+1}(\bar{x}) \int_{\mathbb{R}^{n+1} \backslash \varphi_{r}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|\bar{x}-y|^{n+3+\alpha}}\left(\bar{x}_{n}-y_{n}\right) d y \\
& +(n+1+\alpha) \\
& \times v_{E}^{n}(\bar{x}) \int_{\mathbb{R}^{n+1} \backslash \varphi_{r}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|\bar{x}-y|^{n+3+\alpha}}\left(\bar{x}_{n+1}-y_{n+1}\right) d y . \tag{4.10}
\end{align*}
$$

We proceed to estimate the last three terms of (4.10). On the one hand, since $\bar{x} \in \mathcal{C}_{r / 2}$ for $r$ close enough to $R$,

$$
\begin{aligned}
\left|\frac{1}{r} \int_{\partial \varkappa_{r}} \frac{\chi_{E^{(1)}}(y)-\chi_{E^{(0)}}(y)}{|\bar{x}-y|^{n+1+\alpha}} y_{n} d \sigma(y)\right| & \leq \frac{1}{r} \int_{\partial \varkappa_{r}} \frac{\left|y_{n}\right|}{|\bar{x}-y|^{n+1+\alpha}} d \sigma(y) \\
& \leq C r^{n-1} \int_{0}^{+\infty} \frac{d t}{\left(r^{2}+t^{2}\right)^{\frac{n+1+\alpha}{2}}} \leq \frac{C}{r^{1+\alpha}}
\end{aligned}
$$

for some constant $C$ depending only on $n$ and $\alpha$. On the other hand, using again that $\bar{x} \in \mathcal{C}_{r / 2}$,

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{n+1} \backslash e_{r}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|\bar{x}-y|^{n+3+\alpha}}\left(\bar{x}_{n}-y_{n}\right) d y\right| \\
& \quad \leq C \int_{\mathbb{R}^{n} \backslash B_{r}^{\prime}}\left|y^{\prime}\right|\left(\int_{0}^{\left|y^{\prime}\right|} \frac{d t}{\left(\left|y^{\prime}\right|^{2}+t^{2}\right)^{\frac{n+3+\alpha}{2}}}+\int_{\left|y^{\prime}\right|}^{+\infty} \frac{d t}{\left(\left|y^{\prime}\right|^{2}+t^{2}\right)^{\frac{n+3+\alpha}{2}}}\right) d y^{\prime} \\
& \quad \leq C \int_{\mathbb{R}^{n} \backslash B_{r}^{\prime}} \frac{d y^{\prime}}{\left|y^{\prime}\right|^{n+1+\alpha}} \leq \frac{C}{r^{1+\alpha}}
\end{aligned}
$$

with $C$ depending only on $n$ and $\alpha$. Lastly, using that $E$ is the global subgraph of $u$ and writing $\tilde{u}\left(z^{\prime}\right):=u\left(z^{\prime}+\bar{x}^{\prime}\right)-\bar{x}_{n+1}$, we have

$$
\begin{gathered}
\int_{\mathbb{R}^{n+1} \backslash \varphi_{r}} \frac{\chi_{\mathbb{R}^{n+1} \backslash E}(y)-\chi_{E}(y)}{|\bar{x}-y|^{n+3+\alpha}}\left(\bar{x}_{n+1}-y_{n+1}\right) d y \\
=\int_{\mathbb{R}^{n} \backslash B_{r}^{\prime}\left(-\bar{x}^{\prime}\right)}\left(\int_{-\infty}^{\tilde{u}\left(z^{\prime}\right)} \frac{t}{\left(\left|z^{\prime}\right|^{2}+t^{2}\right)^{\frac{n+3+\alpha}{2}}} d t\right.
\end{gathered}
$$

$$
\begin{aligned}
& \left.-\int_{\tilde{u}\left(z^{\prime}\right)}^{+\infty} \frac{t}{\left(\left|z^{\prime}\right|^{2}+t^{2}\right)^{\frac{n+3+\alpha}{2}}} d t\right) d z^{\prime} \\
= & -\frac{2}{n+1+\alpha} \int_{\left.\mathbb{R}^{n} \backslash B_{r}^{\prime}\left(-\bar{x}^{\prime}\right)\right)} \frac{d z^{\prime}}{\left(\left|z^{\prime}\right|^{2}+\tilde{u}\left(z^{\prime}\right)^{2}\right)^{\frac{n+1+\alpha}{2}}} \leq 0 .
\end{aligned}
$$

By multiplying both sides of identity (4.10) by $\nu_{E}^{n}(\bar{x}) / 2$ and taking advantage of the last three estimates, we find that

$$
\begin{aligned}
0 \leq & \text { P.V. } \int_{\partial^{*} E \cap \bigodot_{r}} \frac{\left(v_{E}^{n}(y) \nu_{E}^{n+1}(\bar{x})-v_{E}^{n+1}(y) \nu_{E}^{n}(\bar{x})\right) \nu_{E}^{n}(\bar{x})}{|\bar{x}-y|^{n+1+\alpha}} d \sigma(y) \\
& +\frac{C}{r^{1+\alpha}} v_{E}^{n+1}(\bar{x}) .
\end{aligned}
$$

Moreover, recalling (4.9), for every $y \in \partial^{*} E \cap \bigodot_{r}$ we have

$$
\begin{aligned}
&\left(v_{E}^{n}\right.\left.(y) \nu_{E}^{n+1}(\bar{x})-v_{E}^{n+1}(y) \nu_{E}^{n}(\bar{x})\right) \nu_{E}^{n}(\bar{x}) \\
& \quad=\left(\left\langle\nu_{E}(y), v_{E}(\bar{x})\right\rangle-v_{E}^{n+1}(y) \nu_{E}^{n+1}(\bar{x})\right) \nu_{E}^{n+1}(\bar{x})-\left(1-v_{E}^{n+1}(\bar{x})^{2}\right) \nu_{E}^{n+1}(y) \\
& \quad=\left\langle v_{E}(y), v_{E}(\bar{x})\right\rangle \nu_{E}^{n+1}(\bar{x})-v_{E}^{n+1}(y) \\
& \quad=v_{E}^{n+1}(\bar{x})-v_{E}^{n+1}(y)-\left\langle v_{E}(\bar{x})-v_{E}(y), \nu_{E}(\bar{x})\right\rangle \nu_{E}^{n+1}(\bar{x}),
\end{aligned}
$$

and (1.16) follows.
As we pointed out in the Introduction, for a global subgraph $E$ to be a minimizer of $\operatorname{Per}_{\alpha}$, it is equivalent to solve $H_{\alpha}[E]=0$. A careful inspection of the proof just displayed actually reveals that inequality (1.16) still holds true if we relax the requirement on the vanishing of $H_{\alpha}[E]$ and assume only that

$$
H_{\alpha}[E]=h \quad \text { in a neighborhood of } \bar{x} \text { on } \partial E,
$$

for some function $h$ that admits a $C^{1}\left(\mathbb{R}^{n+1}\right)$ extension-still called $h$-that satisfies $\partial_{x_{n+1}} h \leq 0$. In this case, the constant $C$ in (1.16) will also depend on the $L^{\infty}$ norm of the first $n$ components of the gradient of $h$. We stress that such an assumption on $\partial_{x_{n+1}} h$ is consistent with others made in the literature to obtain interior gradient bounds for graphs with prescribed classical mean curvature (see, e.g., [49, Hypothesis (1)] or [71, Remark (3), p. 75], where the opposite sign convention for the mean curvature is chosen, in comparison to ours).

## 5. Poincaré, Sobolev, and isoperimetric inequalities

Here we show the validity of fractional Poincaré, Sobolev, and isoperimetric inequalities on rather general subsets of $\mathbb{R}^{n+1}$-even though most of the results could be
deduced in some well-behaved metric measure spaces as well. In particular, we will apply these results to $\alpha$-minimal surfaces.

Throughout the section we consider a set $\Sigma \subset \mathbb{R}^{n+1}$ having locally finite $\mathscr{H}^{n}$ measure. Given $x_{0} \in \Sigma, \rho>0$, and $c_{\star}>0$, we introduce the condition

$$
\begin{equation*}
\mathscr{H}^{n}\left(\Sigma \cap B_{\rho}\left(x_{0}\right)\right) \geq c_{\star} \rho^{n} . \tag{5.1}
\end{equation*}
$$

We begin with the following Poincaré-type inequality, whose simple proof is an extension of the one given, for example, in [58, Section 4] for the Euclidean setting $\Sigma=$ $\mathbb{R}^{n} \times\{0\}$.

## PROPOSITION 5.1

Let $n \geq 1, s \in(0,1), p \geq 1$, and $\Sigma \subset \mathbb{R}^{n+1}$ be a set with locally finite $\mathscr{H}^{n}$-measure, and $x_{0} \in \Sigma$ and $R>0$. Assume that (5.1) holds with $\rho=R$, for some constant $c_{\star}>0$.

Then there exists a constant $C$ depending only on $n$, $p$, and $c_{\star}$, such that

$$
\begin{equation*}
\left\|v-(v)_{\Sigma \cap B_{R}\left(x_{0}\right)}\right\|_{L^{p}\left(\Sigma \cap B_{R}\left(x_{0}\right)\right)} \leq C R^{s}[v]_{W^{s, p}\left(\Sigma \cap B_{R}\left(x_{0}\right)\right)} \tag{5.2}
\end{equation*}
$$

holds for every $v \in W^{s, p}\left(\Sigma \cap B_{R}\left(x_{0}\right)\right)$.

## Proof

Given any $x \in \Sigma \cap B_{R}\left(x_{0}\right)$, by Jensen's inequality we have

$$
\begin{aligned}
\left|v(x)-(v)_{\Sigma \cap B_{R}}\right|^{p} & =\left|f_{\Sigma \cap B_{R}\left(x_{0}\right)}(v(x)-v(y)) d \sigma(y)\right|^{p} \\
& \leq f_{\Sigma \cap B_{R}\left(x_{0}\right)}|v(x)-v(y)|^{p} d \sigma(y)
\end{aligned}
$$

Since $1 \leq(2 R)^{n+s p}|x-y|^{-n-s p}$ for all $x, y \in B_{R}\left(x_{0}\right)$, we deduce that

$$
\left|v(x)-(v)_{\Sigma \cap B_{R}}\right|^{p} \leq(2 R)^{n+s p} f_{\Sigma \cap B_{R}\left(x_{0}\right)} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+s p}} d \sigma(y) .
$$

By integrating the above relation over $\Sigma \cap B_{R}\left(x_{0}\right)$, we find that

$$
\left\|v-(v)_{\Sigma \cap B_{R}}\right\|_{L^{p}\left(\Sigma \cap B_{R}\left(x_{0}\right)\right)}^{p} \leq \frac{2^{n+p} R^{n+s p}}{\mathscr{H}^{n}\left(\Sigma \cap B_{R}\left(x_{0}\right)\right)}[v]_{W^{s, p}\left(\Sigma \cap B_{R}\left(x_{0}\right)\right)}^{p} .
$$

From this, estimate (5.2) follows by recalling that (5.1) holds with $\rho=R$.
We now address fractional Sobolev inequalities on $\Sigma$ when $n>s p$. We denote the critical fractional Sobolev exponent by

$$
p^{\star}=p_{n, s}^{\star}:=\frac{n p}{n-s p} .
$$

In this first result we assume the density hypothesis (5.1) to hold at all points and at all scales. Its verification is based on a proof of the fractional Sobolev inequality in the Euclidean space that we learned from Brezis [12].

## PROPOSITION 5.2

Let $n \geq 1, s \in(0,1)$, and $p \geq 1$ be such that $n>s p$. Let $\Sigma$ be a subset of $\mathbb{R}^{n+1}$ having locally finite $\mathscr{H}^{n}$-measure, let $U$ be an open subset of $\Sigma$, and suppose that condition (5.1) holds for all points $x_{0} \in U$ and radii $\rho>0$ for some constant $c_{\star}>0$.

Then there exists a constant $C$ depending only on $n, s, p$, and $c_{\star}$, such that

$$
\begin{equation*}
\|v\|_{L^{p^{\star}}(\Sigma)} \leq C[v]_{W^{s, p}(\Sigma)} \tag{5.3}
\end{equation*}
$$

holds for every $v \in W^{s, p}(\Sigma)$ supported inside $U$.

## Proof

By a standard procedure using truncations, we may assume that $v \in L^{\infty}(\Sigma)$. Now, for $x, y \in \Sigma$, we have

$$
|v(x)| \leq|v(x)-v(y)|+|v(y)| .
$$

By integrating this relation in $y$ over $\Sigma \cap B_{r}(x)$ for any given $r>0$, we obtain

$$
\begin{equation*}
|v(x)| \leq f_{\Sigma \cap B_{r}(x)}|v(x)-v(y)| d \sigma(y)+f_{\Sigma \cap B_{r}(x)}|v(y)| d \sigma(y) . \tag{5.4}
\end{equation*}
$$

On the one hand, by the fact that $1 \leq r^{n+s p}|x-y|^{-n-s p}$ for all $y \in B_{r}(x)$ and Jensen's inequality, we have

$$
\begin{aligned}
f_{\Sigma \cap B_{r}(x)}|v(x)-v(y)| d \sigma(y) & \leq\left(f_{\Sigma \cap B_{r}(x)}|v(x)-v(y)|^{p} d \sigma(y)\right)^{\frac{1}{p}} \\
& \leq\left(r^{n+s p} f_{\Sigma \cap B_{r}(x)} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+s p}} d \sigma(y)\right)^{\frac{1}{p}}
\end{aligned}
$$

On the other hand, we use Jensen's inequality once again to estimate

$$
f_{\Sigma \cap B_{r}(x)}|v(y)| d \sigma(y) \leq\left(f_{\Sigma \cap B_{r}(x)}|v(y)|^{p^{\star}} d \sigma(y)\right)^{\frac{1}{p^{\star}}}
$$

Note that the right-hand side of the above estimate is finite-this follows from the initial reduction to $v \in L^{\infty}(\Sigma)$ and our starting hypothesis $v \in L^{p}(\Sigma)$.

By plugging the last two estimates in (5.4) and taking advantage of (5.1), we get

$$
\begin{align*}
|v(x)| \leq & C\left\{r^{s}\left(\int_{\Sigma} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+s p}} d \sigma(y)\right)^{\frac{1}{p}}\right. \\
& \left.+r^{-\frac{n}{p^{\star}}}\left(\int_{\Sigma}|v(y)|^{p^{\star}} d \sigma(y)\right)^{\frac{1}{p^{\star}}}\right\} \tag{5.5}
\end{align*}
$$

for a.e. $x \in U$ and every $r>0$, for some constant $C$ depending only on $n, s, p$, and $c_{\star}$. By optimizing in $r>0$ the above relation, say, picking as $r$ the quantity

$$
\begin{equation*}
r(x):=\left(\int_{\Sigma}|v(y)|^{p^{\star}} d \sigma(y)\right)^{\frac{p}{n p^{\star}}}\left(\int_{\Sigma} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+s p}} d \sigma(y)\right)^{-\frac{1}{n}} \tag{5.6}
\end{equation*}
$$

we conclude that

$$
\begin{equation*}
|v(x)| \leq C\left(\int_{\Sigma} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+s p}} d \sigma(y)\right)^{\frac{1}{p^{\star}}}\left(\int_{\Sigma}|v(y)|^{p^{\star}} d \sigma(y)\right)^{\frac{s p}{n p^{\star}}} \tag{5.7}
\end{equation*}
$$

for a possibly larger $C$.
By raising both sides of the previous inequality to the power $p^{\star}$ and integrating it as $x$ ranges over $U$, we conclude that (5.3) holds true.

As a particular case of this result, we obtain the fractional Sobolev inequality on nonlocal minimal surfaces, as stated in Theorem 1.5.

## Proof of Theorem 1.5

It suffices to apply Proposition 5.2 with $\Omega=\mathbb{R}^{n+1}$. Note that (5.1) is satisfied thanks to estimate (3.2) of Theorem 3.1, with a constant $c_{\star}$ depending only on $n$ and $\alpha$.

Proposition 5.2 holds under global lower bounds on the density of $\Sigma$. For later applications, it is important to have a related inequality involving only local quantities-such as in Proposition 5.1. This is done in the next corollary, at the cost of complementing the density lower bound with the upper bound

$$
\begin{equation*}
\mathscr{H}^{n}\left(\Sigma \cap B_{\rho}\left(x_{0}\right)\right) \leq C_{\star} \rho^{n}, \tag{5.8}
\end{equation*}
$$

in order to estimate the tails of the $W^{s, p}$-seminorm.

## COROLLARY 5.3

Let $n \geq 2, s \in(0,1)$, and $p \geq 1$ be such that $1<s p<n$. Given a set $\Sigma \subset \mathbb{R}^{n+1}$, a point $\bar{x} \in \Sigma$, and $R>0$, assume that (5.1) and (5.8) hold for every point $x_{0} \in$ $\Sigma \cap B_{2 R}(\bar{x})$ and every radius $\rho \in(0, R]$.

Then there is a constant $C$ depending only on $n, s, p, c_{\star}$, and $C_{\star}$, such that

$$
\begin{equation*}
\|v\|_{L^{p^{\star}}\left(\Sigma \cap B_{r}(\bar{x})\right)} \leq C\left([v]_{W^{s, p}\left(\Sigma \cap B_{R}(\bar{x})\right)}+\frac{1}{(R-r)^{s}}\|v\|_{L^{p}\left(\Sigma \cap B_{R}(\bar{x})\right)}\right) \tag{5.9}
\end{equation*}
$$

holds for all $v \in W^{s, p}\left(\Sigma \cap B_{R}(\bar{x})\right)$ and $r \in(0, R)$.
In the following proof, we will change $\Sigma$ outside the ball $B_{3 R / 2}$ by replacing it with a hyperplane. In this way, we obtain a new hypersurface $\Sigma_{1}$ that satisfies the density assumptions (5.1) and (5.8) at all scales $\rho>0$. By doing this, we are able to apply the global fractional Sobolev estimate of Proposition 5.2 on $\Sigma_{1}$ and ultimately establish (5.9). Although simple, this replacement trick is a bit nonstandard. For this reason, in the forthcoming Remark 5.4 we sketch a different proof of Sobolev inequality (5.9).

## Proof of Corollary 5.3

We may suppose that $\bar{x}=0$. Consider the auxiliary set

$$
\Sigma_{1}:=\left(\Sigma \cap B_{\frac{3 R}{2}}\right) \cup\left(\Pi \backslash B_{\frac{3 R}{2}}\right),
$$

where $\Pi$ denotes the hyperplane orthogonal to $e_{n+1}$ passing through the origin; that is, $\Pi:=\left\{y \in \mathbb{R}^{n+1}: y_{n+1}=0\right\}$. It is not hard to see that $\Sigma_{1}$ satisfies

$$
\begin{equation*}
\mathscr{H}^{n}\left(\Sigma_{1} \cap B_{\rho}(x)\right) \geq c_{\sharp} \rho^{n} \quad \text { for every } x \in \Sigma_{1} \cap B_{R} \text { and } \rho>0 \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{H}^{n}\left(\Sigma_{1} \cap B_{\rho}(x)\right) \leq C_{\sharp} \rho^{n} \quad \text { for every } x \in \Sigma_{1} \text { and } \rho>0, \tag{5.11}
\end{equation*}
$$

with $0<c_{\sharp} \leq C_{\sharp}$ depending only on $n, c_{\star}$, and $C_{\star}$.
To prove (5.10), we separately consider the cases of small radii $\rho \in(0,4 R)$ and large radii $\rho \geq 4 R$. In the first situation, we apply estimate (5.1) to the smaller set $\Sigma_{1} \cap B_{\rho / 8}(x)=\Sigma \cap B_{\rho / 8}(x)$, while in the second we just observe that $\Sigma_{1} \cap B_{\rho}(x)$ contains the flat set $\Pi \cap\left(B_{3 \rho / 4} \backslash B_{2 R}\right)$, which has $\mathscr{H}^{n}$-measure of order $\rho^{n}$.

Claim (5.11) follows instead from the trivial estimate $\mathscr{H}^{n}\left(\Pi \cap B_{\rho}(x)\right) \leq C \rho^{n}$ and

$$
\begin{equation*}
\mathscr{H}^{n}\left(\Sigma \cap B_{3 R / 2} \cap B_{\rho}(x)\right) \leq C \rho^{n} \quad \text { for every } x \in \Sigma_{1} \text { and } \rho>0, \tag{5.12}
\end{equation*}
$$

for some constant $C$ depending only on $n$ and $C_{\star}$. To get (5.12), we distinguish between $\rho \in(0, R / 8)$ and $\rho \geq R / 8$. In the first case, we may assume that $x \in B_{7 R / 4}$ (since otherwise $B_{\rho}(x) \cap B_{3 R / 2}=\varnothing$ and (5.12) is automatically satisfied) and directly apply (5.8). On the other hand, when $\rho \geq R / 8$, hypothesis (5.8) and a covering argument immediately lead to the desired estimate for the larger set $\Sigma \cap B_{3 R / 2}$.

Now let $v \in W^{s, p}\left(\Sigma \cap B_{R}\right), r \in(0, R)$, and consider a cutoff function $\eta \in$ $C^{\infty}\left(\mathbb{R}^{n+1}\right)$ satisfying $0 \leq \eta \leq 1$ in $\mathbb{R}^{n+1}, \operatorname{supp}(\eta) \subset B_{(R+r) / 2}, \eta=1$ in $B_{r}$, and $|\nabla \eta| \leq 4 /(R-r)$ in $\mathbb{R}^{n+1}$. Observe that $\eta v$ is supported inside $U:=\Sigma \cap B_{R}=$ $\Sigma_{1} \cap B_{R}$. Thanks to this and (5.10), we may apply Proposition 5.2 to the function $\eta v$, on the set $\Sigma_{1}$. We get

$$
\begin{equation*}
\|v\|_{L^{p^{\star}}\left(\Sigma \cap B_{r}\right)} \leq\|\eta v\|_{L^{p^{\star}}\left(\Sigma \cap B_{R}\right)} \leq\|\eta v\|_{L^{p^{\star}}\left(\Sigma_{1}\right)} \leq C[\eta v]_{W^{s, p}\left(\Sigma_{1}\right)} \tag{5.13}
\end{equation*}
$$

for some constant $C$ depending only on $n, s, p, c_{\star}$, and $C_{\star}$. Thanks to the properties of $\eta$,

$$
\begin{align*}
{[\eta v]_{W^{s, p}\left(\Sigma_{1}\right)}^{p}=} & \int_{\Sigma \cap B_{R}} \int_{\Sigma \cap B_{R}} \frac{|\eta(x) v(x)-\eta(y) v(y)|^{p}}{|x-y|^{n+s p}} d \sigma(x) d \sigma(y) \\
& +2 \int_{\Sigma \cap B_{\frac{R+r}{2}}}|v(x)|^{p}\left(\int_{\Sigma_{1} \backslash B_{R}} \frac{d \sigma(y)}{|x-y|^{n+s p}}\right) d \sigma(x) \tag{5.14}
\end{align*}
$$

We have

$$
\begin{aligned}
|\eta(x) v(x)-\eta(y) v(y)|^{p} & =|\eta(y)(v(x)-v(y))+v(x)(\eta(x)-\eta(y))|^{p} \\
& \leq 2^{p-1}\left(|v(x)-v(y)|^{p}+|v(x)|^{p}|\eta(x)-\eta(y)|^{p}\right)
\end{aligned}
$$

and thus

$$
\begin{aligned}
\int_{\Sigma \cap B_{R}} & \int_{\Sigma \cap B_{R}} \frac{|\eta(x) v(x)-\eta(y) v(y)|^{p}}{|x-y|^{n+s p}} d \sigma(x) d \sigma(y) \\
\leq & 2^{p-1}\left\{[v]_{W}^{p, p}\left(\Sigma \cap B_{R}\right)\right. \\
& \left.+\int_{\Sigma \cap B_{\frac{R+r}{2}}^{p}}|v(x)|^{p}\left(\int_{\Sigma_{1}} \frac{|\eta(x)-\eta(y)|^{p}}{|x-y|^{n+s p}} d \sigma(y)\right) d \sigma(x)\right\} .
\end{aligned}
$$

By combining this with (5.14) and noting that $B_{\frac{R-r}{2}}(x) \subseteq B_{R}$ for every $x \in B_{\frac{R+r}{2}}$, we obtain

$$
[\eta v]_{W^{s, p}\left(\Sigma_{1}\right)}^{p} \leq C\left([v]_{W^{s, p}\left(\Sigma \cap B_{R}\right)}^{p}+\int_{\Sigma \cap B_{\frac{R+r}{2}}}|v(x)|^{p} \Xi(x) d \sigma(x)\right),
$$

with

$$
\Xi(x):=\int_{\Sigma_{1}} \frac{|\eta(x)-\eta(y)|^{p}}{|x-y|^{n+s p}} d \sigma(y)+\int_{\Sigma_{1} \backslash B_{\frac{R-r}{2}}(x)} \frac{d \sigma(y)}{|x-y|^{n+s p}} .
$$

In view of Lemma 3.3 (with $\beta=s p>1$ ) and Corollary 3.5-that both can be applied is due to (5.11)-we see that $\Xi(x) \leq C(R-r)^{-s p}$ for every $x \in \Sigma \cap B_{\frac{R+r}{2}}$. Accordingly,

$$
[\eta v]_{W^{s, p}\left(\Sigma_{1}\right)}^{p} \leq C\left([v]_{W^{s, p}\left(\Sigma \cap B_{R}\right)}^{p}+\frac{1}{(R-r)^{s p}}\|v\|_{L^{p}\left(\Sigma \cap B_{R}\right)}^{p}\right)
$$

and (5.9) follows from (5.13).

## Remark 5.4

The following is an alternative, perhaps more natural, proof of Corollary 5.3. Let $v \in W^{s, p}\left(\Sigma \cap B_{R}\right)$ be a bounded function, extended by zero in $\Sigma \backslash B_{R}$. We may suppose that $\|v\|_{L^{p^{\star}}\left(\Sigma \cap B_{R}\right)}=1$. For $x \in \Sigma \cap B_{R}$, let $r(x)$ be as in (5.6), but with both domains of integration replaced by $\Sigma \cap B_{2 R}$-as the proof of (5.5) really gives. Set $G:=\left\{x \in \Sigma \cap B_{R}: r(x)<R\right\}$ and $F:=\left(\Sigma \cap B_{R}\right) \backslash G=\left\{x \in \Sigma \cap B_{R}: r(x) \geq\right.$ $R\}$.

For $x \in G$, we argue as in the proof of Proposition 5.2 to establish (5.7) with $\Sigma$ replaced by $\Sigma \cap B_{2 R}$-this can be done since we may apply (5.1) with $\rho=r(x) \in$ $(0, R)$. On the other hand, for $x \in F$, we can still obtain the weaker inequality (5.5) with $r=R$. This, combined with $\|v\|_{L^{p^{\star}}\left(\Sigma \cap B_{R}\right)}=1$ and $r(x) \geq R$, leads to the uniform bound $|v(x)| \leq C R^{-n / p^{\star}}$. This, in turn, gives that $|v|^{p^{\star}} \leq R^{-s p}|v|^{p}$ in $F$. By putting together this estimate with the one in $G$, we conclude that

$$
\|v\|_{L^{p^{\star}}\left(\Sigma \cap B_{R}\right)} \leq C\left([v]_{W^{s, p}}\left(\Sigma \cap B_{2 R}\right)+R^{-s}\|v\|_{L^{p}\left(\Sigma \cap B_{R}\right)}\right) .
$$

This is essentially estimate (5.13). The more refined inequality (5.9) then follows via a cutoff argument as in the second part of the proof of Corollary 5.3.

Next is a Morrey-type $L^{\infty}$ estimate for functions in the Sobolev space $W^{s, p}$ whenever $n<s p$. Our argument is an appropriate modification of those presented in [42, Lemma 2.2] and [31, Theorem 8.2].

## PROPOSITION 5.5

Let $n \geq 1, s \in(0,1)$, and $p \geq 1$ be such that $n<s p$. Given a set $\Sigma \subset \mathbb{R}^{n+1}$, a point $\bar{x} \in \Sigma$, and $R>0$, assume that (5.1) and (5.8) hold for every $x_{0} \in \Sigma \cap B_{2 R}(\bar{x})$ and $\rho \in(0, R]$.

Then there exists a constant $C$ depending only on n, s, $p, c_{\star}$, and $C_{\star}$, such that

$$
\begin{align*}
& \|v\|_{L^{\infty}\left(\Sigma \cap B_{r}(\bar{x})\right)} \\
& \quad \leq C R^{\frac{s p-n}{p}}\left([v]_{W^{s, p}\left(\Sigma \cap B_{R}(\bar{x})\right)}+\frac{1}{(R-r)^{s}}\|v\|_{L^{p}\left(\Sigma \cap B_{R}(\bar{x})\right)}\right) \tag{5.15}
\end{align*}
$$

holds for all $v \in W^{s, p}\left(\Sigma \cap B_{R}(\bar{x})\right)$ and $r \in(0, R)$.

## Proof

To prove (5.15), it suffices to show that

$$
\begin{equation*}
|u(x)| \leq C\left(R^{\frac{s p-n}{p}}[u]_{W^{s, p}\left(\Sigma \cap B_{2 R}(\bar{x})\right)}+R^{-\frac{n}{p}}\|u\|_{L^{p}\left(\Sigma \cap B_{2 R}(\bar{x})\right)}\right) \tag{5.16}
\end{equation*}
$$

for $\mathscr{H}^{n}$-a.e. $x \in \Sigma \cap B_{R}(\bar{x})$ and every $u \in W^{s, p}\left(\Sigma \cap B_{2 R}(\bar{x})\right)$. Indeed, one can then apply (5.16) to the truncated function $u=\eta v$, with $\eta$ a convenient cutoff between the balls $B_{r}(\bar{x})$ and $B_{(R+r) / 2}(\bar{x})$, and argue as in the final part of the proof of Corollary 5.3.

Let $u \in W^{s, p}\left(\Sigma \cap B_{2 R}(\bar{x})\right)$, and note that

$$
\begin{equation*}
u(x)=\lim _{r \rightarrow 0^{+}}(u)_{\Sigma \cap B_{r}(x)} \tag{5.17}
\end{equation*}
$$

for $\mathscr{H}^{n}$-a.e. $x \in \Sigma \cap B_{R}(\bar{x})$. This is true by the Lebesgue differentiation theorem, which holds in the metric measure space $\Sigma \cap B_{2 R}(\bar{x})$ (endowed with the metric inherited from the ambient space $\mathbb{R}^{n+1}$ and the measure $\mathscr{H}^{n}\llcorner\Sigma$ ) thanks to assumptions (5.1) and (5.8), as shown in [44, Section 3.4].

Take then any $x \in \Sigma \cap B_{R}(\bar{x})$ for which (5.17) holds true. Up to a translation, we may assume that $x=0$. For $\lambda>n$, we define

$$
\begin{equation*}
M_{\lambda}:=\sup _{\rho \in(0, R / 2]}\left(\rho^{-\lambda} \int_{\Sigma \cap B_{\rho}}\left|u(y)-(u)_{\Sigma \cap B_{\rho}}\right|^{p} d \sigma(y)\right)^{\frac{1}{p}} \tag{5.18}
\end{equation*}
$$

We claim that there is a constant $C_{\lambda}$ depending only on $n, p, c_{\star}$, and $\lambda$, such that

$$
\begin{equation*}
\left|u(0)-(u)_{\Sigma \cap B_{R / 2}}\right| \leq C_{\lambda} R^{\frac{\lambda-n}{p}} M_{\lambda} \tag{5.19}
\end{equation*}
$$

Indeed, consider any two radii $0<\rho_{1}<\rho_{2} \leq R / 2$. By Jensen's inequality, we have

$$
\begin{aligned}
\left|(u)_{\Sigma \cap B_{\rho_{1}}}-(u)_{\Sigma \cap B_{\rho_{2}}}\right| & \leq f_{\Sigma \cap B_{\rho_{1}}}\left|u(y)-(u)_{\Sigma \cap B_{\rho_{2}}}\right| d \sigma(y) \\
& \leq\left(f_{\Sigma \cap B_{\rho_{1}}}\left|u(y)-(u)_{\Sigma \cap B_{\rho_{2}}}\right|^{p} d \sigma(y)\right)^{\frac{1}{p}}
\end{aligned}
$$

and thus, recalling (5.18) and (5.1),

$$
\begin{equation*}
\left|(u)_{\Sigma \cap B_{\rho_{1}}}-(u)_{\Sigma \cap B_{\rho_{2}}}\right| \leq c_{\star}^{-\frac{1}{p}} \rho_{1}^{-\frac{n}{p}} \rho_{2}^{\frac{\lambda}{p}} M_{\lambda} \tag{5.20}
\end{equation*}
$$

Let $\left\{r_{k}\right\}$ be defined by $r_{k}:=2^{-k} R$ for all $k \in \mathbb{N}$. By applying inequality (5.20) with $\rho_{1}=r_{k+1}, \rho_{2}=r_{k}$ and summing over $k$, we easily obtain that

$$
\left|(u)_{\Sigma \cap B_{R / 2}}-\lim _{\ell \rightarrow+\infty}(u)_{\Sigma \cap B_{r_{\ell}}}\right| \leq\left(\frac{2^{n}}{c_{\star}}\right)^{\frac{1}{p}} R^{\frac{\lambda-n}{p}} M_{\lambda} \sum_{k=1}^{+\infty} 2^{-\frac{\lambda-n}{p} k} \leq C_{\lambda} R^{\frac{\lambda-n}{p}} M_{\lambda}
$$

Claim (5.19) then follows, since (5.17) is satisfied for $x=0$.

Let $\rho \in(0, R / 2]$. Using once again Jensen's inequality, assumption (5.1), and the fact that $1 \leq(2 \rho)^{n+s p}|y-z|^{-n-s p}$ for all $y, z \in B_{\rho}$, we have

$$
\begin{aligned}
& \int_{\Sigma \cap B_{\rho}}\left|u(y)-(u)_{\Sigma \cap B_{\rho}}\right|^{p} d \sigma(y) \\
& \quad \leq \int_{\Sigma \cap B_{\rho}} f_{\Sigma \cap B_{\rho}}|u(y)-u(z)|^{p} d \sigma(z) d \sigma(y) \\
& \quad \leq C \rho^{s p} \int_{\Sigma \cap B_{\rho}} \int_{\Sigma \cap B_{\rho}} \frac{|u(y)-u(z)|^{p}}{|y-z|^{n+s p}} d \sigma(z) d \sigma(y) \\
& \quad \leq C \rho^{s p}[u]_{W^{s, p}\left(\Sigma \cap B_{R}\right)}^{p},
\end{aligned}
$$

where from now on $C$ denotes constants depending only on $n, s, p, c_{\star}$, and $C_{\star}$. Recalling definition (5.18), the above inequality yields $M_{s p} \leq C[u]_{W^{s, p}\left(\Sigma \cap B_{R}\right)}$. By this, (5.19), and the fact that $n<s p$, we get that

$$
\left|u(0)-(u)_{\Sigma \cap B_{R / 2}}\right| \leq C R^{\frac{s p-n}{p}}[u]_{W^{s, p}\left(\Sigma \cap B_{R}\right)} .
$$

Thanks to this bound, Jensen's inequality, and (5.1), we are led to (5.16) for $x=0$.

To conclude the section, we deduce an isoperimetric-type inequality involving a nonlocal notion of perimeter on $\Sigma$. For any $\mathscr{H}^{n}$-measurable set $A \subseteq \Sigma$, we define the $s$-perimeter of $A$ on $\Sigma$ as the quantity

$$
\operatorname{Per}_{\Sigma, s}(A):=\int_{A} \int_{\Sigma \backslash A} \frac{d \sigma(x) d \sigma(y)}{|x-y|^{n+s}}
$$

We then have the following result.

## COROLLARY 5.6

Let $n \geq 1$, let $s \in(0,1)$, and let $\Sigma \subset \mathbb{R}^{n+1}$ be a set with locally finite $\mathscr{H}^{n}$-measure. Assume that (5.1) holds for all $x_{0} \in \Sigma$ and $\rho>0$, for some constant $c_{\star}>0$.

Then there exists a constant $C>0$ depending only on $n$, $s$, and $c_{\star}$, such that

$$
\begin{equation*}
\mathscr{H}^{n}(A)^{\frac{n-s}{n}} \leq C \operatorname{Per}_{\Sigma, s}(A) \tag{5.21}
\end{equation*}
$$

for every set $A \subseteq \Sigma$ with finite $\mathscr{H}^{n}$-measure. In particular, (5.21) holds when $\Sigma$ is the reduced boundary $\partial^{*} E$ of a minimizer of the $\alpha$-perimeter in all of $\mathbb{R}^{n+1}$-in this case, with a constant $C$ depending only on $n, s$, and $\alpha$.

## Proof

It suffices to apply Proposition 5.2 with $p=1, v=\chi_{A}$, and $U=\Sigma$; observe that $U$
need not be bounded in the statement of Proposition 5.2. When $\Sigma=\partial^{*} E$, with $\partial^{*} E$ an $\alpha$-minimal surface in $\mathbb{R}^{n+1}$, the result follows since estimate (3.2) of Theorem 3.1 ensures the validity of (5.1) for any point $x_{0} \in \partial^{*} E$ and scale $\rho>0$.

## 6. The weak Harnack inequality

In this section, we establish a weak Harnack inequality for nonnegative supersolutions of rather general integral equations posed on hypersurfaces of Euclidean space satisfying appropriate density assumptions. In particular, the inequality will hold for equations posed on nonlocal minimal surfaces-including those which are not graphs.

### 6.1. The weak Harnack inequality on general hypersurfaces

Let $n \geq 1$, and let $\Sigma$ be an $\mathscr{H}^{n}$-measurable subset of $\mathbb{R}^{n+1}$. In this subsection, we prove a weak Harnack inequality for nonnegative supersolutions of equations driven by the integro-differential operator

$$
\mathscr{L}_{K} v(x):=\text { P.V. } \int_{\Sigma}(v(y)-v(x)) K(x, y) d \sigma(y),
$$

where $K: \Sigma \times \Sigma \rightarrow[0,+\infty]$ is an $\mathscr{H}^{n}$-measurable function. (See Section 2 for the definition of principal value surface integrals.)

Given an open set $\Omega \subseteq \mathbb{R}^{n+1}$ and three real numbers $R_{0}>0, \Lambda \geq 1, s \in(1 / 2,1)$, we require $K$ to satisfy the conditions

$$
\begin{align*}
& K(x, y)=K(y, x) \quad \text { for } \mathscr{H}^{n} \text {-a.e. } x, y \in \Sigma  \tag{6.1}\\
& \frac{\Lambda^{-1} \chi_{B_{R_{0}}}(x-y)}{|x-y|^{n+2 s}} \leq K(x, y) \leq \frac{\Lambda}{|x-y|^{n+2 s}} \quad \text { for } \mathscr{H}^{n} \text {-a.e. } x, y \in \Sigma \cap \Omega \tag{6.2}
\end{align*}
$$

and

$$
\begin{equation*}
K(x, y)=0 \quad \text { for } \mathscr{H}^{n} \text {-a.e. } x \in \Sigma \cap \Omega \text { and } y \in \Sigma \backslash \Omega \tag{6.3}
\end{equation*}
$$

The integro-differential inequality defining our class of supersolutions will be assumed to hold only inside $\Sigma \cap \Omega$. In this set, we suppose $\Sigma$ to have the density property

$$
\begin{equation*}
c_{\star} \rho^{n} \leq \mathscr{H}^{n}\left(\Sigma \cap B_{\rho}(x)\right) \leq C_{\star} \rho^{n} \quad \text { for every } x \in \Sigma \cap \Omega \text { and } \rho \in\left(0, R_{0}\right] \tag{6.4}
\end{equation*}
$$

for some constants $C_{\star} \geq c_{\star}>0$. We also assume that

$$
\begin{equation*}
0 \in \Sigma \quad \text { and } \quad \Sigma \cap B_{R_{0}} \subseteq \Omega \tag{6.5}
\end{equation*}
$$

Observe that, unless $\Sigma \cap \Omega=\Sigma$, for $x \in \Sigma \cap \Omega$ condition (6.3) forces $K(x, \cdot)$ to be supported inside the proper set $\Sigma \cap \Omega$, where $\Sigma$ behaves nicely, according to (6.4).

This is why we refer to $\mathscr{L}_{K}$ as a truncated operator in $\Omega$. In light of this, the operator $\mathscr{L}_{K}$ can be equivalently written as

$$
\mathscr{L}_{K} v(x):=\text { P.V. } \int_{\Sigma \cap \Omega}(v(y)-v(x)) K(x, y) d \sigma(y)
$$

whenever it is evaluated at a point $x \in \Sigma \cap \Omega$.
Concrete examples include the cases where $\Omega=\bigodot_{R}$ is a cylinder, $R_{0}=R / 2$, and

$$
K(x, y)=\frac{\chi \varphi_{R}(x) \chi \varphi_{R}(y)}{|x-y|^{n+2 s}}
$$

as well as $\Omega=\mathbb{R}^{n+1}$ and $K(x, y)=|x-y|^{-n-2 s}$. For $s=(1+\alpha) / 2$, these choices lead to the operators introduced in Section 1.3, which play a key role throughout the paper. Note that we also include the case when $\Omega=\mathbb{R}^{n+1}$ and $K$ is a translationinvariant truncated kernel such as $K(x, y)=\chi_{B_{R_{0}}}(x-y)|x-y|^{-n-2 s}$. We stress that our results are limited to operators of fractional order $2 s$ strictly greater than 1 . (See Remark 1.8 for comments on this point.)

Given an open set $U \subseteq \Sigma \cap \Omega$, we consider the Sobolev space $\mathbb{H}^{K}(U)$ made up by the $\mathscr{H}^{n}$-measurable functions $v: \Sigma \rightarrow \mathbb{R}$ for which $\left.v\right|_{U} \in L^{2}(U)$ and

$$
[v]_{\mathbb{H}^{K}(U)}^{2}:=\iint_{Q(U)}|v(x)-v(y)|^{2} d \mu_{K}(x, y)<+\infty
$$

where we set

$$
Q(U):=(\Sigma \times \Sigma) \backslash((\Sigma \backslash U) \times(\Sigma \backslash U))
$$

and we adopted the short-hand notation

$$
d \mu=d \mu_{K}(x, y):=K(x, y) d \sigma(x) d \sigma(y)
$$

Note that $\mathbb{H}^{K}(U)$ differs from $H^{s}(U)$-as defined in Section 2—primarily because the seminorm associated to the former is determined by an integral over $Q(U)$ and not just $U \times U$. We also define $\mathbb{H}_{\text {loc }}^{K}(U)$ as the set of functions that belong to $\mathbb{H}^{K}(V)$ for every open set $V \subset \subset U$.

Let $b, f: U \rightarrow \mathbb{R}$ be two bounded $\mathscr{H}^{n}$-measurable functions satisfying

$$
\begin{equation*}
b \leq R_{0}^{-2 s} b_{*} \quad \text { in } \Sigma \cap B_{R_{0}} \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
f \geq-d \quad \text { in } \Sigma \cap B_{R_{0}} \tag{6.7}
\end{equation*}
$$

for some nonnegative constants $b_{*}$ and $d$. We deal with supersolutions of the equation

$$
\begin{equation*}
-\mathscr{L}_{K} v+b v=f \tag{6.8}
\end{equation*}
$$

in $U$. As we will see later, we need to take into account two types of them: weak supersolutions and generalized pointwise supersolutions, as defined next. All results in this section apply to both supersolutions.

First, we consider the following standard variational notion of supersolution. The Moser iteration that leads to the weak Harnack inequality will be carried out for this type of supersolutions.

## Definition 6.1

A function $w \in \mathbb{H}_{\text {loc }}^{K}(U)$ is a weak supersolution of (6.8) in $U$ if

$$
\begin{align*}
& \frac{1}{2} \int_{\Sigma} \int_{\Sigma}(w(x)-w(y))(\varphi(x)-\varphi(y)) d \mu+\int_{\Sigma} b(x) w(x) \varphi(x) d \sigma(x) \\
& \quad \geq \int_{\Sigma} f(x) \varphi(x) d \sigma(x) \tag{6.9}
\end{align*}
$$

for every nonnegative function $\varphi \in \mathbb{H}^{K}(U)$ compactly supported inside $U$.
Since the equations involving the fractional Jacobi operators in Theorem 1.3 hold a priori only at points where the nonlocal minimal surface $\Sigma=\partial E$ is $C^{3}$, we also need to consider the following notion of supersolution.

## Definition 6.2

An $\mathscr{H}^{n}$-measurable function $w: \Sigma \cap \Omega \rightarrow \mathbb{R}$ is called a generalized pointwise supersolution of (6.8) in $U$ if there exists a closed set $S \subset U$ satisfying $\operatorname{Cap}_{\Sigma \cap \Omega, s}(S)=0$ for $n \geq 2$ and $S=\varnothing$ for $n=1$, such that

- $\quad w$ is bounded in $\Sigma \cap \Omega$;
- the quantity $\mathscr{L}_{K} w(x)$ is well defined at every $x \in U \backslash S$, and the principal value that defines it converges uniformly in every compact set $V \subset U \backslash S$;
- it holds that

$$
\begin{equation*}
-\mathscr{L}_{K} w(x)+b(x) w(x) \geq f(x) \tag{6.10}
\end{equation*}
$$

for every $x \in U \backslash S$.

Note that the quantity $\operatorname{Cap}_{\Sigma \cap \Omega, s}$ appearing in Definition 6.2 is the $s$-fractional capacity on $\Sigma \cap \Omega$ introduced in Section 3.3. In our main applications, the set $S$ will be the singular set of a nonlocal minimal surface $\partial E$.

The hypothesis that $w$ is bounded rules out undesirable pointwise supersolutions such as fundamental solutions. For instance, when $n \geq 2$, the function $-|x|^{-n+2 s}$ is
a pointwise solution for the fractional Laplacian of order $2 s$ in $\mathbb{R}^{n}$ outside of a set of zero $s$-fractional capacity, but not a weak supersolution.

Before heading to the statement of the weak Harnack inequality, we establish that every generalized pointwise supersolution $w$ is indeed a weak supersolution. Note that our proof will use crucially that $w$ is bounded.

## LEMMA 6.3

Under assumptions (6.1)-(6.5), let $w$ be a generalized pointwise supersolution of (6.8) in $\Sigma \cap B_{R}$ for some $R \in\left(0, R_{0}\right)$ and with $b$ and $f$ bounded in $\Sigma \cap B_{R}$.

Then $w$ is a weak supersolution of (6.8) in $\Sigma \cap B_{R}$.

## Proof

Up to scaling, we may assume that $R=1$. Let $S$ be a closed subset of $\Sigma \cap B_{1}$ with $\operatorname{Cap}_{\Sigma \cap \Omega, s}(S)=0$, outside of which (6.10) is satisfied. By the definition of $s$ fractional capacity (Definition 3.6), there exists a sequence of functions $\left\{v_{k}\right\}_{k \in \mathbb{N}} \subset$ $H^{s}(\Sigma \cap \Omega)$ such that $0 \leq v_{k} \leq 1$ in $\Sigma \cap \Omega, v_{k}=1$ in an open neighborhood $A_{k}$ of $S$, and

$$
\begin{equation*}
\left\|v_{k}\right\|_{H^{s}(\Sigma \cap \Omega)} \leq \frac{1}{k} \tag{6.11}
\end{equation*}
$$

By taking a subsequence, we also suppose that $v_{k}$ converges to zero $\mathscr{H}^{n}$-a.e. in $\Sigma \cap$ $\Omega$.

Given $r \in(1 / 2,1)$, let $\eta \in C^{\infty}\left(\mathbb{R}^{n+1}\right)$ be such that $0 \leq \eta \leq 1$ in $\mathbb{R}^{n+1}$, $\operatorname{supp}(\eta) \subset B_{(2+r) / 3}, \eta=1$ in $B_{(1+2 r) / 3}$, and $|\nabla \eta| \leq 6 /(1-r)$ in $\mathbb{R}^{n+1}$. Write $\psi_{k}:=$ $\eta\left(1-v_{k}\right)$.

First, we show that $w \in \mathbb{H}^{K}\left(\Sigma \cap B_{r}\right)$. As $w$ is bounded, we only need to check that

$$
\begin{equation*}
[w]_{\mathbb{H} \mathbb{H}^{K}\left(\Sigma \cap B_{r}\right)}<+\infty . \tag{6.12}
\end{equation*}
$$

Set $\widetilde{w}:=w-\inf _{\Sigma \cap \Omega} w+1$. We multiply inequality (6.10) by the nonnegative function $\psi_{k}^{2} \widetilde{w}^{-1}$ and integrate over the set $\left(\Sigma \backslash A_{k}\right) \cap B_{1}$, which contains its support. We obtain

$$
\begin{equation*}
\int_{\left(\Sigma \backslash A_{k}\right) \cap B_{1}}\left(-\mathscr{L}_{K} w(x)+b(x) w(x)-f(x)\right) \frac{\psi_{k}^{2}(x)}{\widetilde{w}(x)} d \sigma(x) \geq 0 . \tag{6.13}
\end{equation*}
$$

Taking advantage of the uniform convergence in $\left(\Sigma \backslash A_{k}\right) \cap \bar{B}_{(2+r) / 3}$ of the principal value defining $\mathscr{L}_{K}$ (as required in Definition 6.2), of the fact that $\psi_{k}$ is supported inside the set $\left(\Sigma \backslash A_{k}\right) \cap B_{(2+r) / 3}$, and symmetrizing in $x$ and $y$ thanks to (6.1), we get

$$
\begin{align*}
& -\int_{\left(\Sigma \backslash A_{k}\right) \cap B_{1}} \mathscr{L}_{K} w(x) \frac{\psi_{k}^{2}(x)}{\widetilde{w}(x)} d \sigma(x) \\
& \quad=\lim _{\delta \rightarrow 0^{+}} \int_{\Sigma} \frac{\psi_{k}^{2}(x)}{\widetilde{w}(x)}\left(\int_{\Sigma \backslash B_{\delta}(x)}(w(x)-w(y)) K(x, y) d \sigma(y)\right) d \sigma(x) \\
& \quad=\frac{1}{2} \lim _{\delta \rightarrow 0^{+}} \iint_{\{(x, y) \in(\Sigma \times \Sigma):|x-y|>\delta\}}(\widetilde{w}(x)-\widetilde{w}(y)) \\
& \quad \times\left(\frac{\psi_{k}^{2}(x)}{\widetilde{w}(x)}-\frac{\psi_{k}^{2}(y)}{\widetilde{w}(y)}\right) d \mu \tag{6.14}
\end{align*}
$$

Since

$$
\begin{aligned}
(\widetilde{w}(x) & -\widetilde{w}(y))\left(\frac{\psi_{k}^{2}(x)}{\widetilde{w}(x)}-\frac{\psi_{k}^{2}(y)}{\widetilde{w}(y)}\right) \\
& =\left|\psi_{k}(x)-\psi_{k}(y)\right|^{2}-\frac{\left|\psi_{k}(y) \widetilde{w}(x)-\psi_{k}(x) \widetilde{w}(y)\right|^{2}}{\widetilde{w}(x) \widetilde{w}(y)}
\end{aligned}
$$

we deduce from (6.13) and (6.14) that

$$
\begin{aligned}
& \int_{\Sigma} \int_{\Sigma} \frac{\left|\psi_{k}(y) \widetilde{w}(x)-\psi_{k}(x) \widetilde{w}(y)\right|^{2}}{\widetilde{w}(x) \widetilde{w}(y)} d \mu \\
& \quad \leq \int_{\Sigma} \int_{\Sigma}\left|\psi_{k}(x)-\psi_{k}(y)\right|^{2} d \mu \\
& \quad+2 \int_{\Sigma \cap B_{1}}(b(x) w(x)+f(x)) \frac{\psi_{k}^{2}(x)}{\widetilde{w}(x)} d \sigma(x)
\end{aligned}
$$

Next, on the one hand, by the definition of $\psi_{k}$ and the boundedness of $w$, we have

$$
\begin{aligned}
& \int_{\Sigma} \int_{\Sigma} \frac{\left|\psi_{k}(y) \widetilde{w}(x)-\psi_{k}(x) \widetilde{w}(y)\right|^{2}}{\widetilde{w}(x) \widetilde{w}(y)} d \mu \\
& \quad \geq \frac{1}{C} \iint_{\left(\Sigma \cap B_{\left.\frac{1+2 r}{3}\right)^{2}}\right.}\left|\left(1-v_{k}(x)\right) \widetilde{w}(x)-\left(1-v_{k}(y)\right) \widetilde{w}(y)\right|^{2} d \mu,
\end{aligned}
$$

where, from now on, $C \geq 1$ denotes constants independent of $k$. On the other hand,

$$
\left|\psi_{k}(x)-\psi_{k}(y)\right|^{2} \leq 2|\eta(x)-\eta(y)|^{2}+2\left|v_{k}(x)-v_{k}(y)\right|^{2},
$$

and thus, using this, conditions (6.1)-(6.5), Corollary 3.5 (used with $r$ replaced by $1-r$ ), and (6.11), we find that

$$
\begin{aligned}
& \int_{\Sigma} \int_{\Sigma}\left|\psi_{k}(x)-\psi_{k}(y)\right|^{2} d \mu \\
& \leq C\left\{\int_{\Sigma \cap B_{1}}\left(\int_{\Sigma \cap \Omega} \frac{|\eta(x)-\eta(y)|^{2}}{|x-y|^{n+2 s}} d \sigma(y)\right) d \sigma(x)+\left[v_{k}\right]_{H^{s}(\Sigma \cap \Omega)}^{2}\right\} \\
& \leq C\left(\frac{\mathscr{H}^{n}\left(\Sigma \cap B_{1}\right)}{(1-r)^{2 s}}+\frac{1}{k^{2}}\right) \leq C .
\end{aligned}
$$

Moreover, as $\widetilde{w} \geq 1$ in $\Sigma \cap B_{1}$,

$$
\begin{align*}
& \int_{\Sigma \cap B_{1}}(b(x) w(x)+f(x)) \frac{\psi_{k}^{2}(x)}{\widetilde{w}(x)} d \sigma(x) \\
& \quad \leq\left(\|b\|_{L^{\infty}\left(\Sigma \cap B_{1}\right)}\|w\|_{L^{\infty}\left(\Sigma \cap B_{1}\right)}+\|f\|_{L^{\infty}\left(\Sigma \cap B_{1}\right)}\right) \mathscr{H}^{n}\left(\Sigma \cap B_{1}\right) \leq C . \tag{6.15}
\end{align*}
$$

Putting the last estimates together and letting $k \rightarrow+\infty$, by Fatou's lemma and the pointwise a.e. convergence of $v_{k}$ to zero, we conclude that

$$
\begin{equation*}
\iint_{\left(\Sigma \cap B_{\frac{1+2 r}{3}}\right)^{2}}|w(x)-w(y)|^{2} d \mu<+\infty . \tag{6.16}
\end{equation*}
$$

By Lemma 3.3 (used with $(1-r) / 3$ in place of $r$ ), we can also estimate

$$
\begin{aligned}
& \int_{\Sigma \cap B_{r}} \int_{\Sigma \backslash B_{\frac{1+2 r}{}}}|w(x)-w(y)|^{2} d \mu \\
& \quad \leq 4 \Lambda\|w\|_{L^{\infty}(\Sigma \cap \Omega)}^{2} \int_{\Sigma \cap B_{r}}\left(\int_{(\Sigma \cap \Omega) \backslash B_{\frac{1-r}{3}}(x)} \frac{d \sigma(y)}{|y-x|^{n+2 s}}\right) d \sigma(x)<+\infty
\end{aligned}
$$

From this and (6.16), claim (6.12) follows.
To finish the proof, we are left to show that inequality (6.9) is satisfied for every nonnegative function $\varphi \in \mathbb{H}^{K}\left(\Sigma \cap B_{r}\right)$ supported inside $\Sigma \cap B_{r}$. Pick any such function and, for $M>0$, let $\varphi_{M}:=\min \{\varphi, M\}$. Multiplying (6.10) by $\left(1-v_{k}\right) \varphi_{M}$, integrating over $\left(\Sigma \backslash A_{k}\right) \cap B_{1}$, and arguing as in (6.13) and (6.14), we obtain

$$
\begin{align*}
& \frac{1}{2} \iint_{Q\left(\Sigma \cap B_{r}\right)}(w(x)-w(y))\left(\varphi_{M}(x)-\varphi_{M}(y)\right)\left(1-v_{k}(x)\right) d \mu \\
& \quad \geq \frac{1}{2} \iint_{Q\left(\Sigma \cap B_{r}\right)}(w(x)-w(y))\left(v_{k}(x)-v_{k}(y)\right) \varphi_{M}(y) d \mu \\
& \quad+\int_{\Sigma \cap B_{r}}(f(x)-b(x) w(x))\left(1-v_{k}(x)\right) \varphi_{M}(x) d \sigma(x) \tag{6.17}
\end{align*}
$$

Since both $w$ and $\varphi_{M}$ belong to $\mathbb{H}^{K}\left(\Sigma \cap B_{r}\right)$, Lebesgue's dominated convergence theorem gives that the left-hand side of (6.17) converges to

$$
\frac{1}{2} \iint_{Q\left(\Sigma \cap B_{r}\right)}(w(x)-w(y))\left(\varphi_{M}(x)-\varphi_{M}(y)\right) d \mu
$$

as $k \rightarrow+\infty$. On the other hand, as $\operatorname{supp}\left(\varphi_{M}\right) \subset \Sigma \cap \Omega$ and $K$ satisfies (6.3), the first term on the right-hand side of (6.17) is integrated over $Q\left(\Sigma \cap B_{r}\right) \cap(\Omega \times \Omega)$. Hence, using that $0 \leq \varphi_{M} \leq M$, (6.11), (6.12), and the Cauchy-Schwarz inequality, we infer its convergence to zero. As the second term can be easily addressed by dominated convergence (recall that $b$ and $f$ are assumed to be bounded), we conclude that

$$
\begin{aligned}
& \frac{1}{2} \iint_{Q\left(\Sigma \cap B_{r}\right)}(w(x)-w(y))\left(\varphi_{M}(x)-\varphi_{M}(y)\right) d \mu \\
& \quad \geq \int_{\Sigma}(f(x)-b(x) w(x)) \varphi_{M}(x) d \sigma(x)
\end{aligned}
$$

We now let $M \rightarrow+\infty$ in the above inequality. The limit can be carried out on both sides using dominated convergence. On the left-hand side, we also take advantage of the Cauchy-Schwarz inequality and the fact that $\left|\varphi_{M}(x)-\varphi_{M}(y)\right| \leq$ $|\varphi(x)-\varphi(y)|$. From this, (6.9) follows.

We can now proceed to the statement of our weak Harnack inequality.

## THEOREM 6.4

Let $n \geq 1$, let $s \in(1 / 2,1)$, and assume that conditions (6.1)-(6.7) hold. Let $w$ be a supersolution of (6.8) in $\Sigma \cap B_{4 R}$, for some $R \in\left(0, R_{0} / 4\right)$, such that

$$
\begin{equation*}
w \geq 0 \quad \text { in } \Sigma \cap \Omega \tag{6.18}
\end{equation*}
$$

Then there exists an exponent $\bar{p}>1$, given by the value $\bar{p}=\theta$ in (6.19) and in particular depending only on $n$ and $s$, such that for every $p \in(0, \bar{p})$, it holds that

$$
\begin{aligned}
& \inf _{\Sigma \cap B_{R}} w+R^{2 s} d \\
& \quad \geq c\left\{\left(f_{\Sigma \cap B_{R}} w^{p}(x) d \sigma(x)\right)^{\frac{1}{p}}+R^{2 s} \inf _{x \in \Sigma \cap B_{R / 2}} \int_{\Sigma \backslash B_{R}} w(y) K(x, y) d \sigma(y)\right\},
\end{aligned}
$$

for some constant $c \in(0,1]$ depending only on $n, s, c_{\star}, C_{\star}, \Lambda, b_{*}$, and $p$.
Note that, according to (6.18), the supersolution $w$ is required to be nonnegative in the whole set $\Sigma \cap \Omega$ (i.e., as far as the operator is extended), and not just in $\Sigma \cap B_{4 R}$ where the equation is posed. When $\Sigma=\mathbb{R}^{n}$, this condition has been proved in [47] and [48] to be necessary for the Harnack inequality to hold in this form.

We prove Theorem 6.4 by following the classical Moser iteration method, adapted to our fractional and non-Euclidean framework. To carry it out, we need the fractional Sobolev inequalities developed in Section 5. For technical reasons, it will be convenient to have an exponent $2 \theta \leq 4$. For some $n$ and $s$, this will force $2 \theta$ to be smaller than the fractional Sobolev exponent. This is why we define

$$
\theta:= \begin{cases}2 & \text { if } n \leq 2, \text { or } n=3 \text { and } s \in\left[\frac{3}{4}, 1\right)  \tag{6.19}\\ \frac{n}{n-2 s} & \text { if } n=3 \text { and } s \in\left(\frac{1}{2}, \frac{3}{4}\right), \text { or } n \geq 4\end{cases}
$$

for which we have $2<2 \theta \leq 4$. Note that there exists a constant $C$. depending only on $n, s, c_{\star}$, and $C_{\star}$, such that

$$
\begin{equation*}
\|v\|_{L^{2 \theta}\left(\Sigma \cap B_{\rho_{1}}\right)} \leq C_{\bullet} \rho_{2}^{s-\frac{\theta-1}{2 \theta} n}\left([v]_{H^{s}\left(\Sigma \cap B_{\rho_{2}}\right)}+\frac{1}{\left(\rho_{2}-\rho_{1}\right)^{n}}\|v\|_{L^{2}\left(\Sigma \cap B_{\rho_{2}}\right)}\right) \tag{6.20}
\end{equation*}
$$

holds for every $0<\rho_{1}<\rho_{2} \leq R$ and all $\mathscr{H}^{n}$-measurable functions $v: \Sigma \cap B_{R} \rightarrow \mathbb{R}$. Inequality (6.20) follows from the results of Section 5-in particular, from estimate (5.9) when $n \geq 2>2 s$ and from (5.15) along with Hölder's inequality when $n=1<$ $2 s$. Note that the case $n=1 \geq 2 s$ never occurs since we assume that $s \in(1 / 2,1)$.

We can now head to the proof of Theorem 6.4. Thanks to Lemma 6.3, it suffices to present it for the case of weak supersolutions.

We start with the following lower bound for the infimum of $w$ in terms of its norm in Lebesgue spaces of small, negative summability. Here, and also in Lemma 6.7, we need to consider two independent scales $R>r$, instead of just $R$ and $R / 2$ as is sometimes customary with Moser iterations (see, e.g., [60, (4.4)]). This will be important in order to apply an abstract result, Lemma 6.8, that replaces in our setting the classical John-Nirenberg inequality.

## Lemma 6.5

Let $w$ be a supersolution of (6.8) in $\Sigma \cap B_{R}$, for some $R \in\left(0, R_{0} / 2\right)$, satisfying

$$
\begin{equation*}
w \geq R^{2 s} d+\varepsilon \quad \text { in } \Sigma \cap B_{R} \tag{6.21}
\end{equation*}
$$

for some $\varepsilon>0$.
Then there exist two constants $\gamma_{1}>0$ and $c>0$ such that, for all $p_{0} \in(0,1]$ and $r \in[R / 2, R)$,

$$
\begin{equation*}
\inf _{\Sigma \cap \boldsymbol{B}_{r}} w \geq\left\{c\left(\frac{R-r}{R}\right)^{\gamma_{1}}\right\}^{\frac{1}{p_{0}}}\left(f_{\Sigma \cap B_{R}} w(x)^{-p_{0}} d \sigma(x)\right)^{-\frac{1}{p_{0}}} . \tag{6.22}
\end{equation*}
$$

The constant $\gamma_{1}$ depends only on $n$ and $s$, while $c$ depends only on $n, s, c_{\star}, C_{\star}, \Lambda$, and $b_{*}$.

## Proof

Up to scaling, we may suppose that $R=2$. Given $1 \leq r \leq \tau<t \leq 2$, we consider a cutoff function $\eta \in C^{\infty}\left(\mathbb{R}^{n+1}\right)$ satisfying $0 \leq \eta \leq 1$ in $\mathbb{R}^{n+1}$, $\operatorname{supp}(\eta) \subset B_{t}, \eta=1$ in $B_{(t+\tau) / 2}$, and $|\nabla \eta| \leq 4 /(t-\tau)$ in $\mathbb{R}^{n+1}$. Given $q>1$, we test the weak formulation (6.9) with the nonnegative function $\varphi=\eta^{q+1} w^{-q}$, obtaining

$$
\begin{gathered}
\int_{\Sigma} \int_{\Sigma}(w(y)-w(x))\left(\frac{\eta_{k}^{q+1}(x)}{w^{q}(x)}-\frac{\eta^{q+1}(y)}{w^{q}(y)}\right) d \mu \\
\leq 2 \int_{\Sigma}(b(x) w(x)-f(x)) \frac{\eta^{q+1}(x)}{w^{q}(x)} d \sigma(x)
\end{gathered}
$$

Using Lemma A. 2 and assumptions (6.2)-(6.7), this yields

$$
\begin{align*}
& \int_{\Sigma} \int_{\Sigma} \eta(x) \eta(y)\left|\left(\frac{\eta(x)}{w(x)}\right)^{\frac{q-1}{2}}-\left(\frac{\eta(y)}{w(y)}\right)^{\frac{q-1}{2}}\right|^{2} \frac{d \sigma(x) d \sigma(y)}{|x-y|^{n+2 s}} \\
& \leq C q^{2}\left\{\int_{\Sigma \cap B_{t}}\left(\frac{\eta(x)}{w(x)}\right)^{q-1}\left(\int_{\Sigma \cap \Omega} \frac{|\eta(x)-\eta(y)|^{2}}{|x-y|^{n+2 s}} d \sigma(y)\right) d \sigma(x)\right. \\
&\left.+\int_{\Sigma}\left(R_{0}^{-2 s} b_{*} w(x)+d\right) \frac{\eta^{q+1}(x)}{w^{q}(x)} d \sigma(x)\right\} \tag{6.23}
\end{align*}
$$

where, from here on, $C \geq 1$ is a constant depending only on $n, s, c_{\star}, C_{\star}, \Lambda$, and $b_{*}$.
Now, on the one hand,

$$
\begin{align*}
& \int_{\Sigma} \int_{\Sigma} \eta(x) \eta(y)\left|\left(\frac{\eta(x)}{w(x)}\right)^{\frac{q-1}{2}}-\left(\frac{\eta(y)}{w(y)}\right)^{\frac{q-1}{2}}\right|^{2} \frac{d \sigma(x) d \sigma(y)}{|x-y|^{n+2 s}} \\
& \quad \geq \iint_{\left(\Sigma \cap B_{\frac{t+\tau}{2}}\right)^{2}}\left|w^{-\frac{q-1}{2}}(x)-w^{-\frac{q-1}{2}}(y)\right|^{2} \frac{d \sigma(x) d \sigma(y)}{|x-y|^{n+2 s}} \tag{6.24}
\end{align*}
$$

On the other hand, by Corollary 3.5 -which can be applied thanks to the second inequality in (6.4)-we have

$$
\int_{\Sigma \cap B_{t}}\left(\frac{\eta(x)}{w(x)}\right)^{q-1}\left(\int_{\Sigma \cap \Omega} \frac{|\eta(x)-\eta(y)|^{2}}{|x-y|^{n+2 s}} d \sigma(y)\right) d \sigma(x) \leq C \frac{\left\|w^{-q+1}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)}}{(t-\tau)^{2 s}}
$$

Also, by (6.21),

$$
\begin{aligned}
\int_{\Sigma}\left(R_{0}^{-2 s} b_{*} w(x)+d\right) \frac{\eta^{q+1}(x)}{w^{q}(x)} d \sigma(x) & \leq \frac{b_{*}+1}{R^{2 s}} \int_{\Sigma} \frac{\eta^{q+1}(x)}{w^{q-1}(x)} d \sigma(x) \\
& \leq C \frac{\left\|w^{-q+1}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)}}{(t-\tau)^{2 s}}
\end{aligned}
$$

By plugging (6.24) together with the last two inequalities into (6.23), we obtain that

$$
\left[w^{-\frac{q-1}{2}}\right]_{H^{s}\left(\Sigma \cap B_{\frac{t+\tau}{2}}^{2}\right.} \leq \frac{C q^{2}}{(t-\tau)^{2 s}}\left\|w^{-q+1}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)}
$$

Taking advantage of inequality (6.20), this leads to

$$
\begin{equation*}
\left\|w^{-q+1}\right\|_{L^{\theta}\left(\Sigma \cap B_{\tau}\right)} \leq C q^{2} \frac{t^{2 s-\frac{\theta-1}{\theta} n}}{(t-\tau)^{2 s}}\left\|w^{-q+1}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)} \tag{6.25}
\end{equation*}
$$

where $\theta$ is the constant defined in (6.19).
Now let $p_{0} \in(0,1]$ (as in the statement of the lemma), and consider the three sequences $\left\{r_{j}\right\},\left\{p_{j}\right\}$, and $\left\{\Phi_{j}\right\}$ defined by

$$
\begin{aligned}
r_{j} & :=r+2^{-j}(2-r), \quad p_{j}:=\theta^{j} p_{0}, \quad \text { and } \\
\Phi_{j} & :=\left(f_{\Sigma \cap B_{r_{j}}} w(x)^{-p_{j}} d \sigma(x)\right)^{\frac{1}{p_{j}}}
\end{aligned}
$$

for every nonnegative integer $j$. By applying estimate (6.25) with $\tau=r_{j+1}, t=r_{j}$, and $q=1+p_{j}$, it is not hard to see that, for every integer $j \geq 0$, we have

$$
\begin{equation*}
\Phi_{j+1} \leq \lambda_{j} \Phi_{j} \quad \text { with } \lambda_{j}:=\left\{C 2^{2 s j}\left(1+p_{j}\right)^{2}(2-r)^{-2 s}\right\}^{\frac{1}{p_{j}}} \geq 1 \tag{6.26}
\end{equation*}
$$

Since the terms $\Phi_{j}$ involve averages, to get the above relation we used once again (6.4) to bound from above and below the $n$-dimensional measures of the sets $\Sigma \cap B_{r_{j}}$.

Note now that

$$
\begin{aligned}
\frac{\log C}{p_{i}} & =\frac{\log C}{p_{0}} \theta^{-i} \leq \frac{C}{p_{0}}(1+\delta)^{-i}, \\
\frac{\log 2^{2 s i}}{p_{i}} & =\frac{2 s \log 2}{p_{0}} \theta^{-i} i \leq \frac{C}{p_{0}}(1+\delta)^{-i}, \quad \text { and } \\
\frac{\log \left(1+p_{i}\right)^{2}}{p_{i}} & =\frac{2}{p_{0}} \log \left(1+p_{0} \theta^{i}\right) \theta^{-i} \leq \frac{C}{p_{0}}(1+\delta)^{-i}
\end{aligned}
$$

for a small $\delta>0$ depending only on $n, s, c_{\star}, C_{\star}, \Lambda$, and $b_{*}$. Moreover,

$$
\prod_{i=0}^{+\infty}(2-r)^{-\frac{2 s}{p_{i}}}=(2-r)^{-\frac{2 s}{p_{0}} \sum_{i=0}^{+\infty} \theta^{-i}}=(2-r)^{-\frac{2 s \theta}{(\theta-1) p_{0}}},
$$

and hence

$$
\begin{aligned}
\prod_{i=0}^{+\infty} \lambda_{i} & =\left\{\prod_{i=0}^{+\infty}(2-r)^{-\frac{2 s}{p_{i}}}\right\} \exp \left\{\sum_{i=0}^{+\infty}\left(\frac{\log C}{p_{i}}+\frac{\log 2^{2 s i}}{p_{i}}+\frac{\log \left(1+p_{i}\right)^{2}}{p_{i}}\right)\right\} \\
& \leq(2-r)^{-\frac{2 s \theta}{(\theta-1) p_{0}}} \exp \left\{\frac{C}{p_{0}} \sum_{i=0}^{+\infty}(1+\delta)^{-i}\right\} \leq C^{\frac{1}{p_{0}}}(2-r)^{-\frac{2 s \theta}{(\theta-1) p_{0}}}
\end{aligned}
$$

This and $\Phi_{j} \leq \Phi_{0} \prod_{i=0}^{j-1} \lambda_{i} \leq \Phi_{0} \prod_{i=0}^{+\infty} \lambda_{i}$, which follows by iterating (6.26), lead to

$$
\begin{aligned}
\sup _{\Sigma \cap B_{r}} w^{-1} & \leq \limsup _{j \rightarrow+\infty} \Phi_{j} \leq C^{\frac{1}{p_{0}}}(2-r)^{-\frac{2 s \theta}{(\theta-1) p_{0}}} \Phi_{0} \\
& =C^{\frac{1}{p_{0}}}(2-r)^{-\frac{\nu_{1}}{p_{0}}}\left(f_{\Sigma \cap B_{2}} w(x)^{-p_{0}} d \sigma(x)\right)^{\frac{1}{p_{0}}}
\end{aligned}
$$

with $\gamma_{1}:=2 s \theta /(\theta-1)$. From this, inequality (6.22) follows.
We proceed with a second lemma, where we get a uniform bound for the BMO seminorm of the logarithm of the supersolution $w$. This will essentially allow us to control the integrals of small positive powers of $w$ with those of small negative powers. Its proof follows a similar strategy to the one of Lemma 6.3, showing that generalized pointwise supersolutions are weak supersolutions.

## LEMMA 6.6

Let $w$ be a supersolution of (6.8) in $\Sigma \cap B_{2 R}$, for some $R \in\left(0, R_{0} / 2\right)$. Suppose that

$$
\begin{equation*}
w \geq R^{2 s} d+\varepsilon \quad \text { in } \Sigma \cap B_{2 R} \tag{6.27}
\end{equation*}
$$

for some $\varepsilon>0$.
Then there exists a constant $C$ depending only on $n, s, c_{\star}, C_{\star}, \Lambda$, and $b_{*}$, such that

$$
\begin{equation*}
f_{\Sigma \cap B_{R}}\left|\log w(x)-(\log w)_{\Sigma \cap B_{R}}\right| d \sigma(x) \leq C \tag{6.28}
\end{equation*}
$$

## Proof

Without loss of generality, we may restrict ourselves to the case $R=1$. Take a cutoff $\eta \in C^{\infty}\left(\mathbb{R}^{n+1}\right)$ such that $0 \leq \eta \leq 1$ in $\mathbb{R}^{n+1}, \operatorname{supp}(\eta) \subseteq B_{3 / 2}, \eta=1$ in $B_{1}$, and $|\nabla \eta| \leq 4$ in $\mathbb{R}^{n+1}$. Testing inequality (6.9) with the function $\varphi=\eta^{2} w^{-1}$ and arguing as we did at the beginning of the proof of Lemma 6.3, one obtains that

$$
\begin{equation*}
\int_{\Sigma \cap B_{1}} \int_{\Sigma \cap B_{1}} \frac{|w(x)-w(y)|^{2}}{w(x) w(y)} \frac{d \sigma(x) d \sigma(y)}{|x-y|^{n+2 s}} \leq C, \tag{6.29}
\end{equation*}
$$

for some constant $C$ depending only on the quantities declared in the statement. Note that, instead of proceeding as in (6.15), to estimate the right-hand side and zeroth order term of (6.9) one needs to take advantage of (6.27) and (6.4), obtaining

$$
\int_{\Sigma}\left(R_{0}^{-2 s} b_{*} w(x)+d\right) \frac{\eta^{2}(x)}{w(x)} d \sigma(x) \leq\left(b_{*}+1\right) \int_{\Sigma \cap B_{2}} \eta^{2}(x) d \sigma(x) \leq C .
$$

Due to Lemma A.3, it follows from (6.29) that

$$
[\log w]_{H^{s}\left(\Sigma \cap B_{1}\right)} \leq C
$$

Using Jensen's inequality, the left bound in (6.4), and Proposition 5.1, we then deduce that

$$
\begin{aligned}
f_{\Sigma \cap B_{1}}\left|\log w(x)-(\log w)_{\Sigma \cap B_{1}}\right| d \sigma(x) & \leq \frac{\left\|\log w-(\log w)_{\Sigma \cap B_{1}}\right\|_{L^{2}\left(\Sigma \cap B_{1}\right)}}{\mathscr{H}^{n}\left(\Sigma \cap B_{1}\right)^{\frac{1}{2}}} \\
& \leq C[\log w]_{H^{s}\left(\Sigma \cap B_{1}\right)} \leq C .
\end{aligned}
$$

Thus, (6.28) is established.
Finally, we connect small positive powers of $w$ with the possibly larger power $p$ appearing in the statement of Theorem 6.4. Moreover, we obtain a bound from below for the $L^{1}$ norm of $w$ in terms of its tail, that is, a quantity like the second term on the right-hand side of the conclusion of Theorem 6.4.

## Lemma 6.7

Let $p_{1} \in(0, \theta)$ be given, with $\theta>1$ as in (6.19). Let $w$ be a supersolution of (6.8) in $\Sigma \cap B_{R}$, for some $R \in\left(0, R_{0} / 2\right)$, satisfying

$$
\begin{equation*}
w \geq R^{2 s} d+\varepsilon \quad \text { in } \Sigma \cap \Omega \tag{6.30}
\end{equation*}
$$

for some $\varepsilon>0$.
Then there exist two constants $\gamma_{2}>0$ and $C>0$ such that, for every

$$
\begin{equation*}
p \in\left(0, \frac{p_{1}}{\theta}\right] \tag{6.31}
\end{equation*}
$$

and every $r \in[R / 2, R)$, it holds that

$$
\begin{align*}
& \left(f_{\Sigma \cap B_{r}} w^{p_{1}}(x) d \sigma(x)\right)^{\frac{1}{p_{1}}} \\
& \quad \leq\left\{C\left(\frac{R}{R-r}\right)^{\gamma_{2}}\right\}^{\frac{1}{p}-\frac{1}{p_{1}}}\left(f_{\Sigma \cap B_{R}} w^{p}(x) d \sigma(x)\right)^{\frac{1}{p}} \tag{6.32}
\end{align*}
$$

The constant $\gamma_{2}$ depends only on $n$ and $s$, while $C$ depends only on $n, s, c_{\star}, C_{\star}, \Lambda$, $p_{1}$, and $b_{*}$. Furthermore,

$$
\begin{equation*}
\inf _{x \in \Sigma \cap B_{R / 2}} \int_{\Sigma \backslash B_{R}} w(y) K(x, y) d \sigma(y) \leq \frac{C^{\prime}}{R^{2 s}} f_{\Sigma \cap B_{R}} w(x) d \sigma(x), \tag{6.33}
\end{equation*}
$$

for some constant $C^{\prime}$ depending only on $n, s, c_{\star}, C_{\star}, \Lambda$, and $b_{*}$.

## Proof

By scaling, we may assume that $R=1$. Let $1 / 2 \leq \tau<t \leq 1$ be two radii, and let $\eta \in$ $C^{\infty}\left(\mathbb{R}^{n+1}\right)$ be a cutoff function satisfying $0 \leq \eta \leq 1$ in $\mathbb{R}^{n+1}, \operatorname{supp}(\eta) \subset B_{(2 t+\tau) / 3}$, $\eta=1$ in $B_{(t+2 \tau) / 3}$, and $|\nabla \eta| \leq 6 /(t-\tau)$ in $\mathbb{R}^{n+1}$. Let $q \in(0,1)$.

By testing (6.9) with the nonnegative function $\varphi=\eta^{2} w^{-q}$ and taking advantage of (6.1), we obtain that

$$
\begin{equation*}
I^{(1)}+2 I^{(2)}+D \geq 0 \tag{6.34}
\end{equation*}
$$

where

$$
\begin{aligned}
I^{(1)} & :=\int_{\Sigma \cap B_{t}} \int_{\Sigma \cap B_{t}}(w(x)-w(y))\left(\frac{\eta^{2}(x)}{w^{q}(x)}-\frac{\eta^{2}(y)}{w^{q}(y)}\right) d \mu, \\
I^{(2)} & :=\int_{\Sigma \cap B_{t}} \frac{\eta^{2}(x)}{w^{q}(x)}\left(\int_{\Sigma \backslash B_{t}}(w(x)-w(y)) K(x, y) d \sigma(y)\right) d \sigma(x)
\end{aligned}
$$

and

$$
D:=2 \int_{\Sigma}\left(R_{0}^{-2 s} b_{*} w(x)+d\right) \frac{\eta^{2}(x)}{w^{q}(x)} d \sigma(x)
$$

We begin by dealing with $I^{(1)}$. Taking advantage of Lemma A.4, we have that

$$
\begin{aligned}
I^{(1)} \leq & -\frac{q}{2} \int_{\Sigma \cap B_{t}} \int_{\Sigma \cap B_{t}}\left|w^{\frac{1-q}{2}}(x)-w^{\frac{1-q}{2}}(y)\right|^{2} \min \{\eta(x), \eta(y)\}^{2} d \mu \\
& +\frac{4}{q} \int_{\Sigma \cap B_{t}} \int_{\Sigma \cap B_{t}} \max \{w(x), w(y)\}^{1-q}|\eta(x)-\eta(y)|^{2} d \mu .
\end{aligned}
$$

On the one hand, by taking advantage of hypotheses (6.2)-(6.5), and applying Corollary 3.5 , we estimate that

$$
\begin{aligned}
& \int_{\Sigma \cap B_{t}} \int_{\Sigma \cap B_{t}} \max \{w(x), w(y)\}^{1-q}|\eta(x)-\eta(y)|^{2} d \mu \\
& \quad \leq 2 \Lambda \int_{\Sigma \cap B_{t}} w^{1-q}(x)\left(\int_{\Sigma \cap \Omega} \frac{|\eta(x)-\eta(y)|^{2}}{|x-y|^{n+2 s}} d \sigma(y)\right) d \sigma(x) \\
& \quad \leq C \frac{\left\|w^{1-q}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)}^{(t-\tau)^{2 s}}}{} \quad
\end{aligned}
$$

where, from here on, $C \geq 1$ depends only on $n, s, c_{\star}, C_{\star}, \Lambda$, and $b_{*}$. On the other hand, (6.2) yields

$$
\begin{aligned}
& \int_{\Sigma \cap B_{t}} \int_{\Sigma \cap B_{t}}\left|w^{\frac{1-q}{2}}(x)-w^{\frac{1-q}{2}}(y)\right|^{2} \min \{\eta(x), \eta(y)\}^{2} d \mu \\
& \quad \geq \Lambda^{-1}\left[w^{\frac{1-q}{2}}\right]_{H^{s}\left(\Sigma \cap B_{\frac{t+2 \tau}{}}^{2}\right.}^{2} .
\end{aligned}
$$

By the last three inequalities, we deduce that

$$
\begin{equation*}
I^{(1)} \leq-\frac{q}{C}\left[w^{\frac{1-q}{2}}\right]_{H^{s}\left(\Sigma \cap B_{\frac{t+2 \tau}{3}}\right)}+\frac{C q^{-1}}{(t-\tau)^{2 s}}\left\|w^{1-q}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)} . \tag{6.35}
\end{equation*}
$$

We now look at the term $I^{(2)}$. We split it as $I^{(2)}=I^{(21)}-I^{(22)}$, with

$$
\begin{aligned}
I^{(21)} & :=\int_{\Sigma \cap B_{t}} \eta^{2}(x) w^{1-q}(x)\left(\int_{\Sigma \backslash B_{t}} K(x, y) d \sigma(y)\right) d \sigma(x), \\
I^{(22)} & :=\int_{\Sigma \cap B_{t}} \frac{\eta^{2}(x)}{w^{q}(x)}\left(\int_{\Sigma \backslash B_{t}} w(y) K(x, y) d \sigma(y)\right) d \sigma(x) .
\end{aligned}
$$

To bound $I^{(21)}$, we use (6.2)-(6.5) and Lemma 3.3. We obtain that

$$
\begin{aligned}
I^{(21)} & \leq \Lambda \int_{\Sigma \cap B_{(2 t+\tau) / 3}} \eta^{2}(x) w^{1-q}(x)\left(\int_{(\Sigma \cap \Omega) \backslash B_{(t-\tau) / 3}(x)} \frac{d \sigma(y)}{|y-x|^{n+2 s}}\right) d \sigma(x) \\
& \leq \frac{C}{(t-\tau)^{2 s}}\left\|w^{1-q}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)} .
\end{aligned}
$$

On the other hand, using that, by (6.30), $w \geq \varepsilon>0$ in $\Sigma \cap \Omega$ and, once again, hypotheses (6.3) and (6.5), we have

$$
\begin{aligned}
I^{(22)} & \geq \int_{\Sigma \cap B_{(t+2 \tau) / 3}} w^{-q}(x)\left(\int_{\Sigma \backslash B_{t}} w(y) K(x, y) d \sigma(y)\right) d \sigma(x) \\
& \geq\left\|w^{-q}\right\|_{L^{1}\left(\Sigma \cap B_{\tau}\right)}\left(\inf _{x \in \Sigma \cap B_{\tau}} \int_{\Sigma \backslash B_{t}} w(y) K(x, y) d \sigma(y)\right) .
\end{aligned}
$$

The combination of the last two inequalities gives that

$$
I^{(2)} \leq C \frac{\left\|w^{1-q}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)}}{(t-\tau)^{2 s}}-\left\|w^{-q}\right\|_{L^{1}\left(\Sigma \cap B_{\tau}\right)}\left(\inf _{x \in \Sigma \cap B_{\tau}} \int_{\Sigma \backslash B_{t}} w(y) K(x, y) d \sigma(y)\right) .
$$

To estimate $D$, we simply use (6.30) to deduce that

$$
D \leq 2\left(b_{*}+1\right) \int_{\Sigma} \frac{\eta^{2}(x)}{w^{q-1}(x)} d \sigma(x) \leq \frac{C}{(t-\tau)^{2 s}}\left\|w^{1-q}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)} .
$$

By putting together the last two bounds with (6.34) and (6.35), we get

$$
\begin{align*}
& q\left[w^{\frac{1-q}{2}}\right]_{H^{s}\left(\Sigma \cap B_{\frac{t+2 \tau}{}}^{2}\right)}^{2}+\left\|w^{-q}\right\|_{L^{1}\left(\Sigma \cap B_{\tau}\right)}\left(\inf _{x \in \Sigma \cap B_{\tau}} \int_{\Sigma \backslash B_{t}} w(y) K(x, y) d \sigma(y)\right) \\
& \quad \leq \frac{C q^{-1}}{(t-\tau)^{2 s}}\left\|w^{1-q}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)} . \tag{6.36}
\end{align*}
$$

At this stage (but not at a further one), we discard the second term on the left-hand side of (6.36) and we infer, with the aid of inequality (6.20), that

$$
\begin{equation*}
\left\|w^{1-q}\right\|_{L^{\theta}\left(\Sigma \cap B_{\tau}\right)} \leq \frac{C}{q^{2}(t-\tau)^{2 s}}\left\|w^{1-q}\right\|_{L^{1}\left(\Sigma \cap B_{t}\right)} \tag{6.37}
\end{equation*}
$$

for every $1 / 2 \leq \tau<t \leq 1$. Let $p$ and $p_{1}$ be as in the statement, and let $\bar{k}$ be the positive integer for which

$$
\begin{equation*}
p_{1} \theta^{-\bar{k}} \leq p<p_{1} \theta^{-\bar{k}+1} \tag{6.38}
\end{equation*}
$$

We consider the two finite sequences $\left\{p_{k}\right\}$ and $\left\{r_{k}\right\}$ defined by

$$
p_{k}:=\theta^{-k+1} p_{1} \quad \text { and } \quad r_{k}:=r+2^{k-\bar{k}-1}(1-r)
$$

for every integer $k=1, \ldots, \bar{k}+1$. Applying (6.37) with $\tau=r_{k}, t=r_{k+1}, q=1-$ $p_{k+1}$ and recalling hypothesis (6.4), it is not hard to see that, for every $k=1, \ldots, \bar{k}$,

$$
\left(f_{\Sigma \cap B_{r_{k}}} w^{p_{k}}(x) d \sigma(x)\right)^{\frac{1}{p_{k}}} \leq \lambda_{k}\left(f_{\Sigma \cap B_{r_{k+1}}} w^{p_{k+1}}(x) d \sigma(x)\right)^{\frac{1}{p_{k+1}}}
$$

with

$$
\lambda_{k}:=\left\{\frac{2^{2 s(\bar{k}-k)} C}{\left(1-p_{k+1}\right)^{2}(1-r)^{2 s}}\right\}^{\frac{1}{p_{k+1}}} .
$$

Therefore,

$$
\left(f_{\Sigma \cap B_{r_{1}}} w^{p_{1}}(x) d \sigma(x)\right)^{\frac{1}{p_{1}}} \leq\left(\prod_{k=1}^{\bar{k}} \lambda_{k}\right)\left(f_{\Sigma \cap B_{1}} w^{p_{\bar{k}+1}}(x) d \sigma(x)\right)^{\frac{1}{p_{\bar{k}+1}}}
$$

Thus, using (6.4) once again and, possibly, Hölder's inequality, we obtain that

$$
\begin{equation*}
\left(f_{\Sigma \cap B_{r}} w^{p_{1}}(x) d \sigma(x)\right)^{\frac{1}{p_{1}}} \leq C\left(\prod_{k=1}^{\bar{k}} \lambda_{k}\right)\left(f_{\Sigma \cap B_{1}} w^{p}(x) d \sigma(x)\right)^{\frac{1}{p}} \tag{6.39}
\end{equation*}
$$

since $1 / 2 \leq r \leq r_{1} \leq 1$ and $p_{\bar{k}+1} \leq p$, by the way $\bar{k}$ was chosen in (6.38).
As it can be easily checked, (6.38) and (6.31) lead to

$$
\frac{1}{p_{\bar{k}+1}}-\frac{1}{p_{1}}<\frac{\theta}{p}-\frac{1}{p_{1}} \leq(\theta+1)\left(\frac{1}{p}-\frac{1}{p_{1}}\right) .
$$

Thanks to this inequality, we have

$$
\begin{align*}
\sum_{k=1}^{\bar{k}} \frac{1}{p_{k+1}} & =\frac{1}{p_{1}} \sum_{k=1}^{\bar{k}} \theta^{k}=\frac{1}{p_{1}} \frac{\theta\left(\theta^{\bar{k}}-1\right)}{\theta-1}=\frac{\theta}{\theta-1}\left(\frac{1}{p_{\bar{k}+1}}-\frac{1}{p_{1}}\right) \\
& \leq \frac{\gamma_{2}}{2 s}\left(\frac{1}{p}-\frac{1}{p_{1}}\right) \tag{6.40}
\end{align*}
$$

where we set $\gamma_{2}:=2 \theta(\theta+1) s /(\theta-1)$. On the other hand, a simple but tedious computation reveals that

$$
2 s \sum_{k=1}^{\bar{k}} \frac{\bar{k}-k}{p_{k+1}} \leq \frac{2 \theta s}{(\theta-1)^{2}}\left(\frac{1}{p_{\bar{k}+1}}-\frac{1}{p_{1}}\right) \leq \frac{\gamma_{2}}{\theta-1}\left(\frac{1}{p}-\frac{1}{p_{1}}\right) .
$$

Here the first inequality can be checked by induction on $\bar{k}$, for instance. Thanks to this, (6.40), and the inequality $1-p_{k+1} \geq 1-p_{2}=\left(\theta-p_{1}\right) / \theta$ for every $k=1, \ldots, \bar{k}$, we have

$$
\begin{aligned}
\prod_{k=1}^{\bar{k}} \lambda_{k} & \leq\left\{\frac{C \theta^{2}}{\left(\theta-p_{1}\right)^{2}(1-r)^{2 s}}\right\}^{\sum_{k=1}^{\bar{k}} \frac{1}{p_{k+1}}} 2^{2 s \sum_{k=1}^{\bar{k}} \frac{\bar{k}-k}{p_{k+1}}} \\
& \leq\left\{\frac{C}{\left(\theta-p_{1}\right)^{\frac{\gamma_{2}}{s}}(1-r)^{\gamma_{2}}}\right\}^{\frac{1}{p}-\frac{1}{p_{1}}}
\end{aligned}
$$

By combining this with (6.39), we arrive at estimate (6.32), provided $C$ is taken to depend also on $p_{1}$.

We now go back to (6.36). By dropping this time the first term on its left-hand side, and applying it with $\tau=1 / 2, t=1$, and $q=1 / 2$, we find that

$$
\inf _{x \in \Sigma \cap B_{1 / 2}} \int_{\Sigma \backslash B_{1}} w(y) K(x, y) d \sigma(y) \leq C^{\prime}\left\|w^{1 / 2}\right\|_{L^{1}\left(\Sigma \cap B_{1}\right)}\left\|w^{-1 / 2}\right\|_{L^{1}\left(\Sigma \cap B_{1 / 2}\right)}^{-1}
$$

By taking advantage of Lemma 6.5, hypothesis (6.4), and Hölder's inequality, we then obtain

$$
\begin{aligned}
\inf _{x \in \Sigma \cap B_{1 / 2}} \int_{\Sigma \backslash B_{1}} w(y) K(x, y) d \sigma(y) & \leq C^{\prime}\left\|w^{1 / 2}\right\|_{L^{1}\left(\Sigma \cap B_{1}\right)} \inf _{\Sigma \cap B_{1 / 4}} w^{1 / 2} \\
& \leq C^{\prime}\left\|w^{1 / 2}\right\|_{L^{1}\left(\Sigma \cap B_{1}\right)}^{2} \leq C^{\prime}\|w\|_{L^{1}\left(\Sigma \cap B_{1}\right)}
\end{aligned}
$$

which gives (6.33).

We are now in position to put together the last three lemmas and conclude Theorem 6.4. To do this, we need one more ingredient: an abstract lemma from [64] that plays the role of the classical John-Nirenberg inequality originally used by Moser in
[60]. Note that we use this lemma in place of, say, [9, Theorem 4], due to the slightly better flexibility of the former. Indeed, the result of [64] allows for the presence of different exponents ( $\gamma_{1}$ vs. $\gamma_{2}$ ) in the constants that govern the estimates of Lemmas 6.5 and 6.7. See also [2] for a variant of this abstract lemma set in a nonlocal parabolic framework.

We include next the statement of this abstract result for the convenience of the reader. Note that, in our setting, the space $X$ will be the surface $\Sigma$ endowed with the measure $\mu=\mathscr{H}^{n}\left\llcorner\Sigma\right.$ and $\left\{U_{\sigma}\right\}$ will be the intersection of $\Sigma$ with ambient balls of $\mathbb{R}^{n+1}$.

LEMMA 6.8 ([64, Lemma 2.2.6])
Let $(X, \mu)$ be a measure space, and let $\left\{U_{\sigma}\right\}_{\sigma \in[1,2]}$ be a collection of measurable subsets of $X$ satisfying $U_{\sigma^{\prime}} \subseteq U_{\sigma}$ for every $1 \leq \sigma^{\prime} \leq \sigma \leq 2$. Let $C_{\#}>0, \gamma>0$, and $0<q_{0} \leq q_{1} \leq+\infty$.

Let $f: U_{2} \rightarrow \mathbb{R}$ be a positive measurable function satisfying

$$
\begin{equation*}
\|f\|_{L^{q_{1}}\left(U_{\sigma^{\prime}} ; d \mu\right)} \leq\left\{\frac{C_{\sharp} \mu\left(U_{2}\right)^{-1}}{\left(\sigma-\sigma^{\prime}\right)^{\gamma}}\right\}^{\frac{1}{q}-\frac{1}{q_{1}}}\|f\|_{L^{q}\left(U_{\sigma} ; d \mu\right)} \tag{6.41}
\end{equation*}
$$

for every $1 \leq \sigma^{\prime}<\sigma \leq 2$ and every $0<q \leq \min \left\{1, q_{1} / 2\right\}$. Assume further that

$$
\begin{equation*}
\mu(\{\log f>\lambda\}) \leq \frac{C_{\sharp} \mu\left(U_{2}\right)}{\lambda} \quad \text { for every } \lambda>0 . \tag{6.42}
\end{equation*}
$$

Then

$$
\|f\|_{L^{q_{1}}\left(U_{1} ; d \mu\right)} \leq C \mu\left(U_{2}\right)^{\frac{1}{q_{1}}}
$$

for some constant $C$ depending only on $C_{\sharp}, \gamma$, and $q_{0}$.
With this in hand, we can complete the proof of the weak Harnack inequality.

## Proof of Theorem 6.4

As usual, we assume without loss of generality that $R=1$. Set $\bar{w}:=w+2^{2 s} d+\varepsilon$, with $\varepsilon>0$ small. Note that $\bar{w}$ is also a weak supersolution of (6.8) in $\Sigma \cap B_{4}$ (with $b_{+}$in place of $b$ ) and that it satisfies $\bar{w} \geq 2^{2 s} d+\varepsilon$ in $\Sigma \cap \Omega$, thanks to assumption (6.18).

First of all, we claim that, for every $p_{1} \in(0, \theta)$, it holds that

$$
\begin{equation*}
\inf _{\Sigma \cap B_{1}} \bar{w} \geq c\left(f_{\Sigma \cap B_{1}} \bar{w}^{p_{1}}(x) d \sigma(x)\right)^{\frac{1}{p_{1}}} \tag{6.43}
\end{equation*}
$$

for some constant $c \in(0,1]$ depending only on $n, s, c_{\star}, C_{\star}, \Lambda, b_{*}$, and $p_{1}$. To prove this claim, we may assume that $p_{1} \geq 1$, thanks to Hölder's inequality. Following the
proof of [64, Theorem 2.3.1], we apply Lemma 6.8 to the functions $e^{-\kappa} \bar{w}$ and $e^{\kappa} \bar{w}^{-1}$, with $\kappa:=(\log \bar{w})_{\Sigma \cap B_{2}}, \mu=\mathscr{H}^{n}\left\llcorner\Sigma\right.$, and $U_{\sigma}=\Sigma \cap B_{\sigma}$. We observe that condition (6.42) is fulfilled by both these functions, since by Lemma 6.6 (applied here with $R=2$ ) ,

$$
\begin{aligned}
\mathscr{H}^{n}\left(\Sigma \cap B_{2} \cap\left\{\left|\log \left(e^{-\kappa} \bar{w}\right)\right|>\lambda\right\}\right) & \leq \frac{1}{\lambda} \int_{\Sigma \cap B_{2}}|\log \bar{w}(x)-\kappa| d \sigma(x) \\
& \leq \frac{C \mathscr{H}^{n}\left(\Sigma \cap B_{2}\right)}{\lambda}
\end{aligned}
$$

for every $\lambda>0$, where $C \geq 1$ depends only on $n, s, c_{\star}, C_{\star}, \Lambda, b_{*}$, and $p_{1}$.
Next, we claim that $e^{-\kappa} \bar{w}$ satisfies (6.41) with $q_{1}=p_{1}, q_{0}=1$, and $\gamma=\gamma_{2}>0$ as in the statement of Lemma 6.7 and depending only on $n$ and $s$. Indeed, estimate (6.32), condition (6.4), and the fact that $\theta \leq 2$ ensure the validity of the estimate

$$
\begin{aligned}
& \left(\int_{\Sigma \cap B_{r}}\left|e^{-\kappa} \bar{w}(x)\right|^{p_{1}} d \sigma(x)\right)^{\frac{1}{p_{1}}} \\
& \quad \leq\left\{\frac{C \mathscr{H}^{n}\left(\Sigma \cap B_{2}\right)^{-1}}{(\rho-r)^{\gamma_{2}}}\right\}^{\frac{1}{q}-\frac{1}{p_{1}}}\left(\int_{\Sigma \cap B_{\rho}}\left|e^{-\kappa} \bar{w}(x)\right|^{q} d \sigma(x)\right)^{\frac{1}{q}}
\end{aligned}
$$

for every $1 \leq r<\rho \leq 2$ and $q \in\left(0, p_{1} / 2\right]$. On the other hand, by Lemma 6.5,

$$
\sup _{\Sigma \cap B_{r}}\left|e^{\kappa} \bar{w}^{-1}\right| \leq\left\{\frac{C \mathscr{H}^{n}\left(\Sigma \cap B_{2}\right)^{-1}}{(\rho-r)^{\gamma_{1}}}\right\}^{\frac{1}{q}}\left(\int_{\Sigma \cap B_{\rho}}\left|e^{\kappa} \bar{w}^{-1}(x)\right|^{q} d \sigma(x)\right)^{\frac{1}{q}}
$$

for every $1 \leq r<\rho \leq 2, q \in(0,1]$, and with $\gamma_{1}>0$ (as in the statement of Lemma 6.5) depending only on $n$ and $s$. Hence (6.41) is also verified by $e^{\kappa} \bar{w}^{-1}$, this time with $\gamma=\gamma_{1}$ and $q_{1}=+\infty$.

In light of Lemma 6.8, we infer that

$$
\left(f_{\Sigma \cap B_{1}}\left|e^{-\kappa} \bar{w}(x)\right|^{p_{1}} d \sigma(x)\right)^{\frac{1}{p_{1}}} \leq C \quad \text { and } \quad \sup _{\Sigma \cap B_{1}}\left|e^{\kappa} \bar{w}^{-1}\right| \leq C .
$$

The combination of these two inequalities leads us to (6.43).
Next, we note that, by taking $p_{1}=1$ in (6.43) and recalling estimate (6.33) in Lemma 6.7 (applied with $R=1$ ), it immediately follows that

$$
\inf _{\Sigma \cap B_{1}} \bar{w} \geq c \inf _{x \in \Sigma \cap B_{1 / 2}} \int_{\Sigma \backslash B_{1}} \bar{w}(y) K(x, y) d \sigma(y)
$$

Since $\bar{w}=w+2^{2 s} d+\varepsilon$, the conclusion of Theorem 6.4 (with $p=p_{1} \in(0, \theta)$ and $\bar{p}=\theta$ ) can be reached by putting together the last inequality with (6.43) and letting $\varepsilon \rightarrow 0^{+}$.

### 6.2. The weak Harnack inequality on nonlocal minimal surfaces and graphs

We now apply the results of the previous subsection to $\alpha$-minimal surfaces and, in particular, $\alpha$-minimal graphs. The sets $\Omega$ and $\Omega^{\prime}$ considered in the next result will be later taken to be either all of $\mathbb{R}^{n+1}$ or vertical cylinders $\mathscr{C}_{\rho}$.

## COROLLARY 6.9

Let $n \geq 1$, let $\Omega \subseteq \Omega^{\prime}$ be two open subsets of $\mathbb{R}^{n+1}$, and suppose that

$$
\operatorname{dist}\left(\Omega, \mathbb{R}^{n+1} \backslash \Omega^{\prime}\right) \geq \mu_{0} \quad \text { for some } \mu_{0} \in(0,+\infty]
$$

when $\Omega^{\prime}=\mathbb{R}^{n+1}$, we take $\mu_{0}=+\infty$. For $\alpha \in(0,1)$, let $\partial E \subset \mathbb{R}^{n+1}$ be an $\alpha$-minimal surface in $\Omega^{\prime}$, and set $\Sigma:=\partial^{*} E$, with $\partial^{*} E$ the reduced boundary of $E$.

Let $K: \partial^{*} E \times \partial^{*} E \rightarrow \mathbb{R}$ be a nonnegative kernel satisfying hypotheses (6.1)(6.3) for some $R_{0} \in\left(0, \mu_{0} / 2\right], \Lambda \geq 1$, and $s \in(1 / 2,1)$. Also assume the validity of (6.5).

Let $b, f: \partial^{*} E \cap B_{R_{0}} \rightarrow \mathbb{R}$ be two bounded $\mathscr{H}^{n}$-measurable functions satisfying (6.6) and (6.7) for some $b_{*}, d \geq 0$. Given a radius $R \in\left(0, R_{0} / 4\right)$, let $w$ be a supersolution of

$$
-\mathscr{L}_{K} v+b v=f \quad \text { in } \partial^{*} E \cap B_{4 R}
$$

such that $w \geq 0$ in $\partial^{*} E \cap \Omega$.
Then there exists an exponent $\bar{p}>1$ depending only on $n$ and $s$, such that for every $p \in(0, \bar{p})$ it holds that

$$
\begin{align*}
\inf _{\partial^{*} E \cap B_{R}} w+R^{2 s} d \geq & c\left\{\left(f_{\partial^{*} E \cap B_{R}} w^{p}(x) d \sigma(x)\right)^{\frac{1}{p}}\right. \\
& \left.+R^{2 s} \inf _{x \in \partial^{*} E \cap B_{R / 2}} \int_{\partial^{*} E \backslash B_{R}} w(y) K(x, y) d \sigma(y)\right\} \tag{6.44}
\end{align*}
$$

for some constant $c \in(0,1]$ depending only on $n, s, \alpha, \Lambda, b_{*}$, and $p$.

## Proof

The corollary is an immediate consequence of Theorems 3.1 and 6.4. Indeed, by Theorem 3.1, there exist two constants $C_{\star} \geq c_{\star}>0$ depending only on $n$ and $\alpha$, for which

$$
c_{\star} \rho^{n} \leq \mathscr{H}^{n}\left(\partial^{*} E \cap B_{\rho}(x)\right) \leq C_{\star} \rho^{n} \quad \text { for every } x \in \partial^{*} E \cap \Omega \text { and } \rho \in\left(0, \frac{\mu_{0}}{2}\right]
$$

As, by assumption, $R_{0} \leq \mu_{0} / 2$, the hypotheses of Theorem 6.4 are satisfied. Hence, inequality (6.44) plainly follows.

Note that, when $\Omega=\Omega^{\prime}=\mathbb{R}^{n+1}, b=f=0$, and the kernel $K$ takes the form $K(x, y)=|x-y|^{-n-2 s}$, Corollary 6.9 yields Theorem 1.7 of the Introduction.

We now present an application of the weak Harnack inequality to $\alpha$-minimal surfaces in bounded cylinders. This result will be of key importance in the next section, where we will establish the gradient estimate for nonlocal minimal graphs.

## COROLLARY 6.10

Let $n \geq 1$ and $\alpha \in(0,1)$. Let $\partial E$ be an $\alpha$-minimal surface in the cylinder $\bigodot_{32 r}$, and suppose that

$$
\begin{equation*}
\partial^{*} E \cap \bigodot_{r} \subset B_{r}^{\prime} \times(-M, M) \tag{6.45}
\end{equation*}
$$

for some positive constants $r$ and $M$. Let $b: \partial^{*} E \cap \bigodot_{8 r} \rightarrow \mathbb{R}$ be a bounded $\mathscr{H}^{n}-$ measurable function satisfying $b \leq r^{-2 s} b_{*}$ in $\partial^{*} E \cap \bigodot_{8 r}$ for some $b_{*} \geq 0$, and let $K$ be the truncated kernel given by

$$
K(x, y):=\frac{\chi \varkappa_{16 r}(x) \chi \varkappa_{16 r}(y)}{|x-y|^{n+2 s}} \quad \text { for all } x, y \in \partial^{*} E
$$

for some $s \in(1 / 2,1)$.
Let $w$ be a nonnegative supersolution of (6.8) in $\partial^{*} E \cap \bigodot_{8 r}$, with $f=0$. Assume further that, for some constant $c_{b}>0$,

$$
\begin{equation*}
\int_{\partial^{*} E \cap \varphi_{r}} w(y) d \sigma(y) \geq c_{b} r^{n} \tag{6.46}
\end{equation*}
$$

Then

$$
\begin{equation*}
\inf _{\partial^{*} E \cap e_{r}} w \geq c\left(1+\frac{M}{r}\right)^{-n-2 s} \tag{6.47}
\end{equation*}
$$

for some constant $c>0$ depending only on $n, s, \alpha, b_{*}$, and $c_{b}$.

## Proof

Up to a rescaling, we can assume that $r=1$. We apply Corollary 6.9 as follows. Take any point $\bar{x} \in \partial^{*} E \cap \bigodot_{1}$. We translate $\bar{x}$ to the origin and note that, in this new reference frame, $\partial(E-\bar{x})$ is an $\alpha$-minimal surface inside the cylinder $\bigodot_{32}(-\bar{x})$, while $w(\cdot+\bar{x})$ is a nonnegative supersolution of (6.8) in $\partial^{*}(E-\bar{x}) \cap \bigodot_{8}(-\bar{x})$, with $f=0$ and kernel $K_{\bar{x}}(x, y):=\chi{\varepsilon_{16}(-\bar{x})}(x) \chi \bigodot_{16}(-\bar{x})(y)|x-y|^{-n-2 s}$. Hence, the hypotheses of Corollary 6.9 are satisfied with $E-\bar{x}$ in place of $E, \Omega=\bigodot_{16}(-\bar{x}), \Omega^{\prime}=\bigodot_{32}(-\bar{x})$, and $R_{0}=4$. Applying (6.44) with $p=1$ and $R=1 / 2$, and switching back to the original coordinates, we conclude that

$$
\begin{align*}
\inf _{\partial^{*} E \cap B_{1 / 2}(\bar{x})} w \geq & c\left(f_{\partial^{*} E \cap B_{1 / 2}(\bar{x})} w(x) d \sigma(x)\right. \\
& \left.+\inf _{x \in \partial^{*} E \cap B_{1 / 4}(\bar{x})} \int_{\left(\partial^{*} E \cap e_{1}\right) \backslash B_{1 / 2}(\bar{x})} \frac{w(y)}{|x-y|^{n+2 s}} d \sigma(y)\right) \tag{6.48}
\end{align*}
$$

for a constant $c>0$ depending only on $n, s, \alpha$, and $b_{*}$.
In view of Theorem 3.1,

$$
\begin{equation*}
f_{\partial^{*} E \cap B_{1 / 2}(\bar{x})} w(x) d \sigma(x) \geq c \int_{\left(\partial^{*} E \cap \bigodot_{1}\right) \cap B_{1 / 2}(\bar{x})} w(x) d \sigma(x) . \tag{6.49}
\end{equation*}
$$

Moreover, by hypothesis (6.45) and the fact that $\bar{x} \in \partial^{*} E \cap \bigodot_{1}$, it holds that

$$
|x-y| \leq|x-\bar{x}|+|\bar{x}|+|y| \leq 1 / 4+2 \sqrt{1+M^{2}} \leq 3(1+M)
$$

for every $x \in \partial^{*} E \cap B_{1 / 4}(\bar{x})$ and $y \in \partial^{*} E \cap \mathscr{C}_{1}$. Thus,

$$
\begin{aligned}
& \inf _{x \in \partial^{*} E \cap B_{1 / 4}(\bar{x})} \int_{\left(\partial^{*} E \cap e_{1}\right) \backslash B_{1 / 2}(\bar{x})} \frac{w(y)}{|x-y|^{n+2 s}} d \sigma(y) \\
& \quad \geq \frac{c}{(1+M)^{n+2 s}} \int_{\left(\partial^{*} E \cap e_{1}\right) \backslash B_{1 / 2}(\bar{x})} w(y) d \sigma(y) .
\end{aligned}
$$

In light of the above estimate, (6.48), (6.49), and hypothesis (6.46), we get that

$$
\inf _{\partial^{*} E \cap B_{1 / 2}(\bar{x})} w \geq \frac{c}{(1+M)^{n+2 s}} \int_{\partial^{*} E \cap e_{1}} w(y) d \sigma(y) \geq \frac{c}{(1+M)^{n+2 s}} .
$$

By the arbitrariness of $\bar{x} \in \partial^{*} E \cap \bigodot_{1}$, we deduce that (6.47) holds true.
Under the hypotheses of the last corollary and with the additional assumption that $\Sigma$ is connected-which holds, for instance, when $\Sigma$ is the graph of a continuous function, as in our application-one can obtain the estimate

$$
\begin{equation*}
\inf _{\partial^{*} E \cap e_{r}} w \geq \exp \left\{-C\left(1+\frac{M}{r}\right)\right\} \tag{6.50}
\end{equation*}
$$

with a different proof based on a chaining method appearing, for example, in [29, Corollary 3.2]. We stress that this technique only makes use of the bound for the first term appearing on the right-hand side of the weak Harnack inequality (6.44). As a result, it produces the exponential estimate (6.50) that is weaker than the powertype bound (6.47) in its dependence on $M$. Arguing as in the proof of Theorem 1.1 presented in Section 7, one easily sees that (6.50) yields a gradient bound for nonlocal minimal graphs depending exponentially on the oscillation, analogous to the sharp
estimate (1.2) for classical minimal graphs. We present here below a brief sketch of the argument leading to (6.50).

First, we cover $\Sigma:=\partial^{*} E \cap \mathcal{C}_{r}$ with a family of Euclidean balls $\mathfrak{B}:=\left\{B^{(j)}\right\}_{j=1}^{N}$ centered on $\Sigma$ and with radii equal to a small (but universal) fraction of $r$. Thanks to hypothesis (6.45), the cardinality $N$ can be chosen to be of order $M / r$.

Take now two balls $B^{(i)}$ and $B^{(j)}$ having nonempty intersection. Applying Corollary 6.9 , it is easy to get that

$$
\int_{\partial^{*} E \cap B^{(i)}} w(x) d \sigma(x) \leq C \int_{\partial^{*} E \cap B^{(j)}} w(x) d \sigma(x)
$$

for some constant $C>1$ depending only on $n, s, \alpha$, and $b_{*}$. As $\Sigma$ is connected, any two balls $B^{(i)}$ and $B^{(j)}$ can be joined by a connected chain of balls in $\mathscr{B}$. By iterating the above inequality along this chain, we obtain a new estimate in which the constant $C$ is now replaced by $C^{1+M / r}$.

Claim (6.50) follows using (6.44)—with only the first term in its right-hand side-and observing that hypothesis (6.46) ensures the existence of an index $i$ for which

$$
\int_{\partial^{*} E \cap B^{(i)}} w(x) d \sigma(x) \geq c\left(1+\frac{M}{r}\right)^{-1} r^{n}
$$

for some $c \in(0,1]$ depending only on $n, s, \alpha, b_{*}$, and $c_{\mathrm{b}}$.

## 7. Regularity results

We combine here the weak Harnack inequality of Section 6 with the results on the Jacobi operator presented in Section 4 to deduce a gradient bound for nonlocal minimal graphs and, as a consequence, their smoothness. More specifically, we prove Theorems 1.1 and 1.2 of the Introduction.

## Proof of Theorem 1.1

Up to a covering argument, we may assume that $\partial E$ minimizes the $\alpha$-perimeter in the cylinder $\bigodot_{64 r}$, instead of $\bigodot_{2 r}$ as in the statement. Indeed, suppose that we have proved the gradient estimate (1.1) in this case. Going back to the hypotheses of Theorem 1.1, we pick a ball $B_{r / 64}^{\prime}\left(\bar{x}^{\prime}\right) \subset B_{r}^{\prime}$ such that $\left\|\nabla_{x^{\prime}} u\right\|_{L^{\infty}{ }_{\left(B_{r}^{\prime}\right)} / 2 \leq}$ $\left\|\nabla_{x^{\prime}} u\right\|_{L^{\infty}\left(B_{r / 64}^{\prime}\left(\bar{x}^{\prime}\right)\right)}$. Then $B_{64(r / 64)}^{\prime}\left(\bar{x}^{\prime}\right)=B_{r}^{\prime}\left(\bar{x}^{\prime}\right) \subset B_{2 r}^{\prime}$ and we may apply the gradient bound in $B_{r / 64}^{\prime}\left(\bar{x}^{\prime}\right)$ obtaining that

$$
\left\|\nabla_{x^{\prime}} u\right\|_{L^{\infty}\left(B_{r}^{\prime}\right)} \leq C\left(1+\frac{\operatorname{osc}_{B_{r / 64}^{\prime}\left(\bar{x}^{\prime}\right)} u}{r / 64}\right)^{n+1+\alpha} \leq C\left(1+\frac{\operatorname{osc}_{B_{r}^{\prime}} u}{r}\right)^{n+1+\alpha},
$$

as desired.

We now prove (1.1) assuming that $\partial E$ is $\alpha$-minimal in $\bigodot_{64 r}$. By Theorem 3.2, we know that $\partial E \cap \overline{\complement_{32 r}}$ is of class $C^{\infty}$ outside of a closed singular set $S$ of Hausdorff dimension at most $n-2$. By Proposition 3.7, we also have

$$
\begin{cases}S=\varnothing & \text { if } n=1  \tag{7.1}\\ \operatorname{Cap}_{\Sigma \cap e_{32 r}, \frac{1+\alpha}{2}}(S)=0 & \text { if } n \geq 2\end{cases}
$$

Denote by $\pi^{\prime}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ the projection along the $(n+1)$ th coordinate direction, and let $S^{\prime}:=\pi^{\prime}\left(S \cap \zeta_{r}\right)$. This is a closed set relative to $B_{r}^{\prime}$, by a compactness argument using that $u$ is bounded in $B_{r}^{\prime}$. In addition, as $S$ is at most $(n-2)$-dimensional, we have that $S^{\prime}$ satisfies

$$
\begin{equation*}
\mathscr{H}^{d}\left(S^{\prime}\right)=0 \quad \text { for all } d>n-2 . \tag{7.2}
\end{equation*}
$$

(See, e.g., [35, Corollary 1, Section 2.4.1] for a proof of this simple fact.)
We can now proceed to prove the theorem. Observe that, up to a vertical translation, we may suppose that $u(0)=0$. This means in particular that

$$
\begin{equation*}
\operatorname{osc}_{B_{r}^{\prime}} u \geq\|u\|_{L^{\infty}\left(B_{r}^{\prime}\right)} \tag{7.3}
\end{equation*}
$$

Consider the truncated kernel

$$
K_{r}(x, y):=\frac{\chi \varphi_{16 r}(x) \chi \varkappa_{16 r(y)}}{|x-y|^{n+1+\alpha}} \quad \text { for all } x, y \in \mathbb{R}^{n+1}
$$

and the corresponding truncated fractional Laplace-type operator given by

$$
\mathscr{L}_{r} v(x):=\text { P.V. } \int_{\partial^{*} E}(v(y)-v(x)) K_{r}(x, y) d y \quad \text { for } x \in \partial^{*} E .
$$

Let $w:=v_{E}^{n+1}$ be the $(n+1)$ th component of the outer unit normal $v_{E}$ to $E$, defined on $\partial^{*} E$. The function $w$ is smooth in $(\partial E \backslash S) \cap \bigodot_{32 r}$ and given by

$$
\begin{equation*}
w\left(x^{\prime}, u\left(x^{\prime}\right)\right)=\frac{1}{\sqrt{1+\left|\nabla_{x^{\prime}} u\left(x^{\prime}\right)\right|^{2}}} \quad \text { for } x^{\prime} \in B_{r}^{\prime} \backslash S^{\prime} \tag{7.4}
\end{equation*}
$$

In view of Theorem 1.3(ii), it holds that

$$
-\mathscr{L}_{r} w(x)+\frac{C}{r^{1+\alpha}} w(x) \geq 0 \quad \text { for } x \in(\partial E \backslash S) \cap \bigodot_{8 r}
$$

for some constant $C>0$ depending only on $n$ and $\alpha$. Recalling (7.1), this means that $w$ is a generalized pointwise supersolution of (6.8) in $\partial^{*} E \cap \complement_{8 r}$ (in the sense of Definition 6.2), with $K=K_{r}, s=(1+\alpha) / 2, f=0$, and $b=C r^{-1-\alpha}$. Observe that the limit defining the principal value involved in the definition of $\mathscr{L}_{r}$ converges
uniformly away from $S$, by the regularity of $\partial^{*} E$. Moreover, $w$ is nonnegative in $\partial^{*} E \cap \bigodot_{32 r}$, since $E$ is a global subgraph. As $\partial E \cap \bigodot_{r}$ is the graph of $u$ and (7.3) is in force, we see that (6.45) holds with, say, $M=2 \operatorname{osc}_{B_{r}^{\prime}} u$. Finally, by (7.2) and (7.4),
$\int_{\partial^{*} E \cap \varkappa_{r}} w(y) d \sigma(y)=\int_{B_{r}^{\prime} \backslash S^{\prime}} w\left(y^{\prime}, u\left(y^{\prime}\right)\right) \sqrt{1+\left|\nabla_{x^{\prime}} u\left(y^{\prime}\right)\right|^{2}} d y^{\prime}=\left|B_{r}^{\prime}\right|=\left|B_{1}^{\prime}\right| r^{n}$.
Hence, condition (6.46) is satisfied.
As a consequence of these facts, we may apply Corollary 6.10 to deduce that

$$
\inf _{x^{\prime} \in B_{r}^{\prime} \backslash S^{\prime}} w\left(x^{\prime}, u\left(x^{\prime}\right)\right) \geq c\left(1+\frac{\operatorname{osc}_{B_{r}^{\prime}} u}{r}\right)^{-n-1-\alpha}
$$

for some constant $c \in(0,1]$ depending only on $n$ and $\alpha$. Recalling (7.4), we infer that $u \in W^{1, \infty}\left(B_{r}^{\prime} \backslash S^{\prime}\right)$ and

$$
\left\|\nabla_{x^{\prime}} u\right\|_{L^{\infty}\left(B_{r}^{\prime} \backslash S^{\prime}\right)} \leq c^{-1}\left(1+\frac{\operatorname{osc}_{B_{r}^{\prime}} u}{r}\right)^{n+1+\alpha}
$$

Since $S^{\prime}$ is closed in $B_{r}^{\prime}$ and $\mathscr{H}^{n-1}\left(S^{\prime}\right)=0$ by (7.2), this $W^{1, \infty}$ bound in $B_{r}^{\prime} \backslash S^{\prime}$ yields that $u$ is actually Lipschitz in the whole $B_{r}^{\prime}$ and that estimate (1.1) holds. This is a consequence of a known removability result for the Sobolev space $W^{1, \infty}$ (see, e.g., [55, Theorem 1.2.5]). The fact that $u$ is actually smooth is a consequence of [39, Theorem 1.1].

As noted in [9] for the case of classical minimal surfaces, estimate (1.1) can be improved when dealing with graphs that are minimal in the whole space. In such a situation, the gradient of $u$ can be bounded in terms of a better power of the oscillation, as claimed in Theorem 1.2 of the Introduction. Here is a proof of this result.

## Proof of Theorem 1.2

By Theorem 1.1, we already know that $u$ is smooth in the whole $\mathbb{R}^{n}$. As in the previous proof, we may assume after a vertical translation that

$$
\begin{equation*}
\operatorname{osc}_{B_{r}^{\prime}} u \geq\|u\|_{L^{\infty}\left(B_{r}^{\prime}\right)} \tag{7.5}
\end{equation*}
$$

We consider the outer unit normal $v_{E}$ to $E$ and let $w:=v_{E}^{n+1}$ be its $(n+1)$ th component. We have (7.4) for every $x^{\prime} \in \mathbb{R}^{n}$ and $w \geq 0$ in the whole $\partial E$. Moreover, by Theorem 1.3(i) we know that

$$
-\mathscr{L} w(x) \geq 0 \quad \text { for } x \in \partial E,
$$

where

$$
\mathscr{L} v(x):=\text { P.V. } \int_{\partial E} \frac{v(y)-v(x)}{|x-y|^{n+1+\alpha}} d \sigma(y) .
$$

Therefore, $w$ is a supersolution of (6.8) in the whole $\partial E$, with $b=f=0$. Accordingly, we may apply Corollary 6.9 (with $\Omega=\Omega^{\prime}=\mathbb{R}^{n+1}, R_{0}=+\infty$, and $p=1$ ) to obtain, for every $R>0$,

$$
\begin{equation*}
\inf _{B_{R}} w \geq c f_{\partial E \cap B_{R}} w(x) d \sigma(x) \tag{7.6}
\end{equation*}
$$

for some $c \in(0,1]$ depending only on $n$ and $\alpha$.
Let now $r>0$, and set

$$
\begin{equation*}
R:=\sqrt{r^{2}+\|u\|_{L^{\infty}\left(B_{r}^{\prime}\right)}^{2}} . \tag{7.7}
\end{equation*}
$$

With this choice we have that $B_{r}^{\prime} \subseteq \pi^{\prime}\left(\partial E \cap B_{R}\right)$, where $\pi^{\prime}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n}$ is the vertical projection. By this, (7.6), (7.4), and the perimeter bound (3.1) of Theorem 3.1, we get that

$$
\begin{aligned}
\sup _{B_{r}^{\prime}} \sqrt{1+\left|\nabla_{x^{\prime}} u\right|^{2}} & \leq c^{-1} \mathscr{H}^{n}\left(\partial E \cap B_{R}\right)\left(\int_{\partial E \cap B_{R}} \frac{d \sigma(x)}{\sqrt{1+\left|\nabla_{x^{\prime}} u\left(x^{\prime}\right)\right|^{2}}}\right)^{-1} \\
& =c^{-1} \frac{\mathscr{H}^{n}\left(\partial E \cap B_{R}\right)}{\left|\pi^{\prime}\left(\partial E \cap B_{R}\right)\right|} \leq c^{-1}\left(\frac{R}{r}\right)^{n}
\end{aligned}
$$

for some possibly smaller $c$. Estimate (1.3) follows from (7.5) and (7.7).

## 8. Rigidity results

We prove here two flatness results for entire nonlocal minimal graphs.
Consider the operator $\mathfrak{H}_{\alpha}$ defined in (1.6), and note that if $u$ is smooth at $x^{\prime} \in \mathbb{R}^{n}$, then $\mathfrak{H}_{\alpha} u\left(x^{\prime}\right)$ is well defined in the principal value sense. One can see this by adding and subtracting the term

$$
\text { P.V. } \int_{B_{\rho}^{\prime}\left(x^{\prime}\right)} G_{\alpha}\left(\nabla_{x^{\prime}} u\left(x^{\prime}\right) \cdot \frac{y^{\prime}-x^{\prime}}{\left|y^{\prime}-x^{\prime}\right|}\right) \frac{d y^{\prime}}{\left|y^{\prime}-x^{\prime}\right|^{n+\alpha}},
$$

for any given radius $\rho>0$, from the definition of $\mathfrak{H}_{\alpha} u\left(x^{\prime}\right)$. Note that this term vanishes by symmetry-recall that $G_{\alpha}$ is odd. Hence, we may write $\mathfrak{H}_{\alpha} u\left(x^{\prime}\right)$ in the form

$$
\begin{align*}
\int_{\mathbb{R}^{n}}\{ & G_{\alpha}\left(\frac{u\left(x^{\prime}\right)-u\left(y^{\prime}\right)}{\left|x^{\prime}-y^{\prime}\right|}\right) \\
& \left.-\chi_{B_{\rho}^{\prime}\left(x^{\prime}\right)}\left(y^{\prime}\right) G_{\alpha}\left(\nabla_{x^{\prime}} u\left(x^{\prime}\right) \cdot \frac{x^{\prime}-y^{\prime}}{\left|x^{\prime}-y^{\prime}\right|}\right)\right\} \frac{d y^{\prime}}{\left|x^{\prime}-y^{\prime}\right|^{n+\alpha}} . \tag{8.1}
\end{align*}
$$

From this representation, it easily follows that $\mathfrak{H}_{\alpha} u$ is well defined if $u$ is $C^{2}$ at $x^{\prime}$ (see, e.g., [14, Remark B.2] for a thorough verification of this fact). Note that, unlike the fractional Laplacian, the operator $\mathfrak{H}_{\alpha}$ does not require any boundedness or growth assumption at infinity on the function $u$ to be well defined. This is the case because $G_{\alpha}$ is bounded.

The following is a Liouville-type theorem for globally Lipschitz nonlocal minimal graphs. A more general version of it has been established very recently by Farina and Valdinoci [36]. Independently of their work, we had found the result below, with a different proof based on the Harnack inequality for integro-differential operators in Euclidean space with kernels bounded above and below by multiples of that of the fractional Laplacian. We stress that our proof, as theirs, does not rely on any of the results presented in the previous sections.

THEOREM 8.1 ([36, Theorem 4])
Let $n \geq 1$ and $\alpha \in(0,1)$. Let $E$ be the subgraph

$$
E=\left\{\left(x^{\prime}, x_{n+1}\right) \in \mathbb{R}^{n} \times \mathbb{R}: x_{n+1}<u\left(x^{\prime}\right)\right\}
$$

of a globally Lipschitz function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, and suppose that $\partial E$ is an $\alpha$-minimal surface in $\mathbb{R}^{n+1}$. Then $u$ is affine, or, equivalently, $\partial E$ is a hyperplane.

## Proof

By [39, Theorem 1.1], a result on Lipschitz nonlocal minimal surfaces, the function $u$ is actually smooth. By the uniform Lipschitz assumption it holds that

$$
\begin{equation*}
\left|\nabla_{x^{\prime}} u\left(x^{\prime}\right)\right| \leq C_{0} \quad \text { for } x^{\prime} \in \mathbb{R}^{n}, \tag{8.2}
\end{equation*}
$$

for some constant $C_{0}$. Recalling that $\mathfrak{H}_{\alpha} u\left(x^{\prime}\right)$ may be written as in (8.1), we have

$$
\int_{\mathbb{R}^{n}}\left\{G_{\alpha}\left(\frac{u\left(x^{\prime}+z^{\prime}\right)-u\left(x^{\prime}\right)}{\left|z^{\prime}\right|}\right)-\chi_{B_{1}^{\prime}}\left(z^{\prime}\right) G_{\alpha}\left(\nabla_{x^{\prime}} u\left(x^{\prime}\right) \cdot \frac{z^{\prime}}{\left|z^{\prime}\right|}\right)\right\} \frac{d z^{\prime}}{\left|z^{\prime}\right|^{n+\alpha}}=0 .
$$

We differentiate this identity with respect to $x_{i}$, for $i=1, \ldots, n$. We get

$$
\begin{align*}
\int_{\mathbb{R}^{n}} & \left\{G_{\alpha}^{\prime}\left(\frac{u\left(x^{\prime}+z^{\prime}\right)-u\left(x^{\prime}\right)}{\left|z^{\prime}\right|}\right)\left(u_{x_{i}}\left(x^{\prime}+z^{\prime}\right)-u_{x_{i}}\left(x^{\prime}\right)\right)\right. \\
& \left.-\chi_{B_{1}^{\prime}}\left(z^{\prime}\right) G_{\alpha}^{\prime}\left(\nabla_{x^{\prime}} u\left(x^{\prime}\right) \cdot \frac{z^{\prime}}{\left|z^{\prime}\right|}\right)\left(\nabla_{x^{\prime}} u_{x_{i}}\left(x^{\prime}\right) \cdot z^{\prime}\right)\right\} \frac{d z^{\prime}}{\left|z^{\prime}\right|^{n+1+\alpha}}=0 . \tag{8.3}
\end{align*}
$$

Note now that, since $G_{\alpha}^{\prime}$ is even,

$$
\text { P.V. } \int_{B_{1}^{\prime}} G_{\alpha}^{\prime}\left(\nabla_{x^{\prime}} u\left(x^{\prime}\right) \cdot \frac{z^{\prime}}{\left|z^{\prime}\right|}\right)\left(\nabla_{x^{\prime}} u_{x_{i}}\left(x^{\prime}\right) \cdot z^{\prime}\right) \frac{d z^{\prime}}{\left|z^{\prime}\right|^{n+1+\alpha}}=0
$$

Accordingly, (8.3) becomes

$$
\text { P.V. } \int_{\mathbb{R}^{n}} G_{\alpha}^{\prime}\left(\frac{u\left(x^{\prime}+z^{\prime}\right)-u\left(x^{\prime}\right)}{\left|z^{\prime}\right|}\right)\left(u_{x_{i}}\left(x^{\prime}+z^{\prime}\right)-u_{x_{i}}\left(x^{\prime}\right)\right) \frac{d z^{\prime}}{\left|z^{\prime}\right|^{n+1+\alpha}}=0 .
$$

Switching back to the old variables, we conclude that
P.V. $\int_{\mathbb{R}^{n}}\left(u_{x_{i}}\left(x^{\prime}\right)-u_{x_{i}}\left(y^{\prime}\right)\right) \widetilde{K}\left(x^{\prime}, y^{\prime}\right) d y^{\prime}=0 \quad$ for every $x^{\prime} \in \mathbb{R}^{n}$ and $i=1, \ldots, n$, where we set

$$
\widetilde{K}\left(x^{\prime}, y^{\prime}\right):=G_{\alpha}^{\prime}\left(\frac{u\left(x^{\prime}\right)-u\left(y^{\prime}\right)}{\left|x^{\prime}-y^{\prime}\right|}\right) \frac{1}{\left|x^{\prime}-y^{\prime}\right|^{n+1+\alpha}}
$$

Let $\beta_{i}:=\inf _{\mathbb{R}^{n}} u_{x_{i}}$, for $i=1, \ldots, n$, and define $v^{(i)}\left(x^{\prime}\right):=u_{x_{i}}\left(x^{\prime}\right)-\beta_{i}$. These are bounded $C^{2}$-functions which are nonnegative in $\mathbb{R}^{n}$ and satisfy

$$
\begin{equation*}
\inf _{\mathbb{R}^{n}} v^{(i)}=0 \tag{8.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { P.V. } \int_{\mathbb{R}^{n}}\left(v^{(i)}\left(x^{\prime}\right)-v^{(i)}\left(y^{\prime}\right)\right) \widetilde{K}\left(x^{\prime}, y^{\prime}\right) d y^{\prime}=0 \quad \text { for } x^{\prime} \in \mathbb{R}^{n} \tag{8.5}
\end{equation*}
$$

Observe now that the kernel $\widetilde{K}$ is symmetric (since $G_{\alpha}^{\prime}$ is even) and that it satisfies

$$
\frac{\tilde{c}}{\left|x^{\prime}-y^{\prime}\right|^{n+1+\alpha}} \leq \widetilde{K}\left(x^{\prime}, y^{\prime}\right) \leq \frac{1}{\left|x^{\prime}-y^{\prime}\right|^{n+1+\alpha}} \quad \text { for } x^{\prime}, y^{\prime} \in \mathbb{R}^{n},
$$

for some constant $\tilde{c} \in(0,1]$, since, by (8.2),

$$
1 \geq G_{\alpha}^{\prime}\left(\frac{u\left(x^{\prime}\right)-u\left(y^{\prime}\right)}{\left|x^{\prime}-y^{\prime}\right|}\right)=\left\{1+\left(\frac{\left|u\left(x^{\prime}\right)-u\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|}\right)^{2}\right\}^{-\frac{n+1+\alpha}{2}} \geq\left(1+C_{0}^{2}\right)^{-\frac{n+1+\alpha}{2}}
$$

In light of this, the operator of the left-hand side of (8.5) is uniformly elliptic and thus, by, for example, [24, Theorem 2.5], each $v^{(i)}$ satisfies the Harnack inequality. Recall that $v^{(i)} \geq 0$ in all of $\mathbb{R}^{n}$. We deduce that

$$
\sup _{B_{r}^{\prime}} v^{(i)} \leq C \inf _{B_{r}^{\prime}} v^{(i)} \quad \text { for every } r>0 \text { and } i=1, \ldots, n,
$$

for some constant $C$ independent of $r$. Letting now $r \rightarrow+\infty$ and recalling (8.4), we deduce that

$$
0 \leq \sup _{\mathbb{R}^{n}} v^{(i)} \leq C \inf _{\mathbb{R}^{n}} v^{(i)}=0 \quad \text { for every } i=1, \ldots, n ;
$$

that is, each $v^{(i)}$ is identically zero. The gradient of $u$ is thus constant and $u$ is affine.

By combining Theorem 8.1 with our gradient estimate for nonlocal minimal graphs, we can easily prove Theorem 1.6.

## Proof of Theorem 1.6

By Theorem 1.2, we know that $u \in C^{\infty}\left(\mathbb{R}^{n}\right)$. Taking advantage of (1.3) and (1.20), we infer that

$$
\left\|\nabla_{x^{\prime}} u\right\|_{L^{\infty}\left(B_{r}^{\prime}\right)} \leq C\left(1+\frac{2\|u\|_{L^{\infty}\left(B_{r}^{\prime}\right)}}{r}\right)^{n} \leq C\left(1+\frac{2 C(1+r)}{r}\right)^{n} \leq C
$$

for every $r \geq 1$ and for some constant $C$ independent of $r$. Hence, $u$ is globally Lipschitz, and the conclusion follows by virtue of Theorem 8.1.

## Appendix. Numerical inequalities

The next three results have been used in the Moser iteration performed in Section 6. We begin with the following estimate due to Kassmann [46].

## LEmmA A. 2 ([46, Lemma 2.5])

Let $q>1$. Then for every $a, b>0$ and $\sigma, \tau \geq 0$, it holds that

$$
\begin{aligned}
(b-a)\left(\frac{\sigma^{q+1}}{a^{q}}-\frac{\tau^{q+1}}{b^{q}}\right) \geq & \frac{\sigma \tau}{q-1}\left\{\left(\frac{\tau}{b}\right)^{\frac{q-1}{2}}-\left(\frac{\sigma}{a}\right)^{\frac{q-1}{2}}\right\}^{2} \\
& -\max \left\{4, \frac{6 q-5}{2}\right\}(\sigma-\tau)^{2}\left\{\left(\frac{\sigma}{a}\right)^{q-1}+\left(\frac{\tau}{b}\right)^{q-1}\right\}
\end{aligned}
$$

The following simple result appeared, in a stronger version, in [46, Lemma 2.6].

## Lemma A. 3

For every $a, b>0$, it holds that

$$
\begin{equation*}
(\log a-\log b)^{2} \leq \frac{(a-b)^{2}}{a b} \tag{A.1}
\end{equation*}
$$

## Proof

Inequality (A.1) is equivalent to the fact that

$$
\begin{equation*}
\psi(t):=\log t-\sqrt{t}+\frac{1}{\sqrt{t}} \leq 0 \quad \text { for every } t \geq 1 \tag{A.2}
\end{equation*}
$$

We differentiate $\psi$ and obtain that

$$
\psi^{\prime}(t)=\frac{1}{t}-\frac{1}{2 \sqrt{t}}-\frac{1}{2 t \sqrt{t}}=-\frac{1}{2 t \sqrt{t}}(-2 \sqrt{t}+t+1)=-\frac{1}{2 t \sqrt{t}}(\sqrt{t}-1)^{2} \leq 0
$$

for every $t \geq 1$. Therefore, $\psi(t) \leq \psi(1)=0$ for every $t \geq 1$, and (A.2) follows.

We finish with another numerical inequality in the spirit of the two previous ones.

## LEMMA A. 4

Let $q \in(0,1)$. Then for every $a, b>0$ and $\sigma, \tau \geq 0$, it holds that

$$
(a-b)\left(\frac{\sigma^{2}}{a^{q}}-\frac{\tau^{2}}{b^{q}}\right) \leq-\frac{q}{2}\left(a^{\frac{1-q}{2}}-b^{\frac{1-q}{2}}\right)^{2} \min \{\sigma, \tau\}^{2}+\frac{4}{q} \max \{a, b\}^{1-q}(\sigma-\tau)^{2}
$$

## Proof

Our argument follows a path similar to the one traced throughout the first part of the proof of [30, Lemma 5.1].

Clearly, we may assume that $a>b$. We write

$$
\begin{equation*}
(a-b)\left(\frac{\sigma^{2}}{a^{q}}-\frac{\tau^{2}}{b^{q}}\right)=\frac{a-b}{a^{q}}\left(\sigma^{2}-\frac{a^{q}}{b^{q}} \tau^{2}\right) . \tag{A.3}
\end{equation*}
$$

An application of the weighted Young's inequality yields

$$
\sigma^{2}=\tau^{2}+(\sigma-\tau)^{2}+2 \tau(\sigma-\tau) \leq(1+\varepsilon) \tau^{2}+\frac{2}{\varepsilon}(\sigma-\tau)^{2}
$$

for every $\varepsilon \in(0,1]$. By taking advantage of this estimate in (A.3) with the choice

$$
\varepsilon:=\delta \frac{a-b}{a} \in(0,1)
$$

for some $\delta \in(0,1)$ to be chosen later, we obtain

$$
\begin{align*}
(a-b)\left(\frac{\sigma^{2}}{a^{q}}-\frac{\tau^{2}}{b^{q}}\right) & \leq \frac{a-b}{a^{q}}\left\{\left(1+\delta \frac{a-b}{a}-\frac{a^{q}}{b^{q}}\right) \tau^{2}+\frac{2}{\delta} \frac{a}{a-b}(\sigma-\tau)^{2}\right\} \\
& =\frac{(a-b)^{2}}{a^{1+q}}\left\{\delta-\left(\frac{a^{q}}{b^{q}}-1\right) \frac{a}{a-b}\right\} \tau^{2}+\frac{2}{\delta} a^{1-q}(\sigma-\tau)^{2} \tag{A.4}
\end{align*}
$$

We now compute

$$
\begin{equation*}
\delta-\left(\frac{a^{q}}{b^{q}}-1\right) \frac{a}{a-b}=\delta-\left(\frac{a}{b}\right)^{q} \frac{1-\left(\frac{b}{a}\right)^{q}}{1-\frac{b}{a}} \leq \delta-q \tag{A.5}
\end{equation*}
$$

where the last inequality is a consequence of the fact that $1-t^{q} \geq q(1-t) t^{q}$ for every $t \in[0,1]$. By choosing $\delta=q / 2$ from inequalities (A.4) and (A.5), we get

$$
(a-b)\left(\frac{\sigma^{2}}{a^{q}}-\frac{\tau^{2}}{b^{q}}\right) \leq-\frac{q}{2} \frac{(a-b)^{2}}{a^{1+q}} \tau^{2}+\frac{4}{q} a^{1-q}(\sigma-\tau)^{2} .
$$

Then the conclusion of the lemma easily follows.
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