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ABSTRACT This paper presents the automatic load frequency control (ALFC) of two-area multisource

hybrid power system (HPS). The interconnected HPS model consists of conventional and renewable energy

sources operating in disparate combinations to balance the generation and load demand of the system. In the

proffered work, the stability analysis of nonlinear dynamic HPS model was analyzed using the Hankel

method of model order reduction. Also, an attempt was made to apply cascade proportional integral –

proportional derivative (PI-PD) control for HPS. The gains of the controller were optimized by minimizing

the integral absolute error (IAE) of area control error using particle swarm optimization–gravitational search

algorithm (PSO-GSA) optimization technique. The performance of cascade control was compared with other

classical controllers and the efficiency of this approach was studied for various cases of HPS model. The

result shows that the cascade control produced better transient and steady state performances than those of

the other classical controllers. The robustness analysis also reveals that the system overshoots/undershoots

in frequency response pertaining to random change in wind power generation and load perturbations were

significantly reduced by the proposed cascade control. In addition, the sensitivity analysis of the system

was performed, with the variation in step load perturbation (SLP) of 1% to 5%, system loading and

inertia of the system by ±25% of nominal values to prove the efficiency of the controller. Furthermore,

to prove the efficiency of PSO-GSA tuned cascade control, the results were compared with other artificial

intelligence (AI) methods presented in the literature. Further, the stability of the system was analyzed in

frequency domain for different operating cases.

INDEX TERMS Automatic load frequency control (ALFC), hybrid power system (HPS), cascade control

scheme (CCs), proportional integral – proportional derivative (PI-PD) control, Hankel method, particle

swarm optimization – gravitational search algorithm (PSO-GSA).

The associate editor coordinating the review of this manuscript and

approving it for publication was Derek Abbott .

I. INTRODUCTION

Nowadays, the interconnected power system is more com-

plex and stressed due to the increasing size of the grid.

Moreover, the restructuring of system with emerging
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renewable energy (RE) sources, uncertainties in system

parameters or load, and environmental condition increase

the frequency and tie-line power fluctuations of the sys-

tem. Therefore, automatic generation control (AGC) or

automatic load frequency control (ALFC) plays a signif-

icant role to maintain the generation–load balance under

serious disturbances for secure and reliable system opera-

tion by controlling the frequency and tie-line power oscil-

lation. Recently, the increased penetration level of inter-

mittent nature of RE sources into the grid increases the

uncertainty of power system assets and control oper-

ation, leading to the blackout of the system [1]–[3].

Therefore, it is necessary to provide an effective robust con-

trol strategy to accomplish a trade-off between system secu-

rity, efficiency, and reliability under unfavorable conditions.

Over the years, researchers have proposed numerous classi-

cal and robust control strategies to maintain the stability of

system for ALFC application. However, the rapid growth of

power system requires quicker solution, i.e., controller with

faster steady state, transient performance, and high degree

of reliability. In addition, the type and design of controller

are the major factors which influence the performance and

stability of the system remarkably.

Robust controller schemes such as sliding mode con-

trol (SMC) and second-order SMC, distributed model pre-

dictive control, H2/H∞ and model free control strategy

are used for ALFC applications [4]–[8]. However, these

methods are difficult to implement in real time as it

involves complex mathematics in deriving the control law.

Most of the recently published research works in this area

ignored system uncertainties and practical constraints, and

recommended complex control structures with unrealistic

frameworks that may have few difficulties in real-time

applications. At present, the utilities use simple classical

integral (I), proportional integral (PI), proportional deriva-

tive (PD), proportional integral derivative (PID), tilt inte-

gral derivative [9] and integral minus proportional derivative

(IPD) [10] controllers than the complex control strategy por-

trayed in the literature for real-timeALFC applications. How-

ever, setting the gain values of these classical controllers is a

cumbersome process for industrial applications that involve

nonlinearities, higher order system, and delay time. In the last

few decades, the gain values of the controller are tuned based

on experience through trial and error approach and classical

tuning methods like Ziegler and Nichols [11]. However, their

performance is incapable for wide range of operating condi-

tions and random load variations [12], [13]. Besides, AI tech-

niques such as neural network (NN), fuzzy logic system

(FLS), and neuro-fuzzy system are widely used to tune the

parameters of controller [14]–[19]. However, the NN requires

proper training of the network and longer convergence time.

On the contrary, the FLS depends on field expertise in tuning

the membership functions [13]. Therefore, the gain values of

classical controllers are usually obtained by heuristic meth-

ods like genetic algorithm (GA), particle swarm optimiza-

tion (PSO), grasshopper optimization algorithm (GOA), salp

swarm algorithm (SSA), selfish herd optimization (SHO),

and quasi–oppositional selfish herd optimization (QSHO)

for a trade-off between efficacy and robustness [20]–[27].

However, these methods are proposed for single loop control

strategy of ALFC application.

The cascade control scheme (CCs) introduced by Franks

andWorley gives superior performance than the simple single

loop control system, particularly in the presence of distur-

bances. Among the various combinations of cascade con-

troller terms, the PI-PD gives the best disturbance rejection

performance [28]–[30]. The CCs is widely used in process

control and DC-DC converter control applications, its needs

and benefits are discussed in [29]. Recently, Puja Dash et.al

and Gheisarnejad et.al used the cascade PI-PID and PI-PD

control strategies for ALFC application of multi-area system

using flower pollination optimization algorithm (FPA) and

improved jaya algorithm, respectively. The study reveals that

the cascade PI-PD controller performed better than the I,

PI, PID, and cascade PI-PID controllers [31], [32]. Later,

Padhy and Panda [33], also investigated the cascade PI-PD

controller using hybrid stochastic fractal and pattern search

technique for ALFC application in the presence of thermal,

hydro and gas power plant with presence of electric vehicle.

The moth flame optimization (MFO) and improved grey wolf

optimization (IGWO) based cascade controllers were also

presented in [34], [35]. Similar approach was also used in

the process control application, and the authors claimed that

as the number of tuning knobs increases, the controller’s

performance may improve [36], [37]. However, the efficiency

of cascade control in HPS model is not studied, and the

stability of the system model was unable to be analyzed in

the literature. Therefore, this paper aims to apply the CCs

for HPS model to regulate the frequency and tie-line power

fluctuations, as well as to study the stability of the system

through the model order reduction techniques.

In this study, the HPS model involves multisource power

generation like thermal, hydro, gas, and RE sources such

as wind and diesel power generation. The integrated HPS

also consists of energy storage system like aqua electrolyzer

(AE), fuel cell (FC), and battery storage system (BESS) to

restore the stability of system due to the intermittent nature

of wind power generation. Thus, the inner loop of CCs

responds to the dynamics initiated by the generation sources

and the controller in the outer loop handles the power system

dynamics and load perturbations. Therefore, the performance

of cascade control is more effective than that of the con-

ventional feedback control [38]. Furthermore, the stability

of the system is another major concern of the utilities. The

authors in [26] presented an eigen value analysis to analyze

the stability of the system. However, these techniques involve

mathematical calculation and the complexity increases in

large size systems. In addition, it increases the dynamics

associatedwith the system that leads tomany numbers of state

variables to be controlled. To cater such limitations, this paper

proposes the model order reduction approach to analyze the

stability of the system using frequency response analysis.
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To achieve the aforementioned objectives, the PSO-GSA

based hybrid optimization technique by combining the

non-swarm intelligence based GSA algorithm and swarm

intelligence based PSO algorithm was used. The PSO-GSA

improves the search and convergence ability of the method by

deriving the advantages of collective behavior of swarm and

attractive forces of particle in nature of physics. Thus, it pos-

sesses the characteristics of exploration and exploitation.

Hence, it enhances the efficacy in obtaining the global opti-

mal solution [39]–[42]. The application of PSO-GSA based

optimization is also proved to be efficient for frequency con-

trol, voltage regulation, and stability assessment [43]–[45].

Therefore, a hybrid PSO-GSA based technique was used to

tune the gains of controller for ALFC application of two-area

interconnected HPS in this proposed work. Furthermore,

the sensitivity analysis of the controller was carried out based

on the variation of step load change, inertia of the machine,

and loading of the system to select the best controllers for the

dynamic operation of system [26], [31]. Surprisingly, no liter-

ature work has dealt with CCs formultisourcemulti-area HPS

and it is difficult to predict which CCs combination performs

better. This motivates the authors to investigate the best suited

combination of CCs for HPS operation. The CCs speeds up

the response of the system by improving the settling time and

overshoot unlike the single controller. Therefore, to reduce

the steady state error in the output of the system and com-

putational complexity involved in the design of proposing

controller, the integral absolute error (IAE) index was chosen

as the objective function for tuning the gain parameters of

the controller. In view of the above literature study, the main

contributions of this paper are as follows:

(a) To optimize gains of various classical controllers such

as I, PI, PID, IPD and other combination of cascade

controllers like PI-PD, I-PD, P-PD and PD-PI for var-

ious combination of multi-source power system using

PSO-GSA method.

(b) To compare the transient and steady state performance

indices of dynamic responses with various controllers

and to find the best controller with minimum control

effort.

(c) Analysis of the dynamic responses among, I, PI, IPD,

PID and the best optimal cascade controller when the

system undergoes random load and wind power varia-

tions simultaneously.

(d) To test the robustness of the best proven controller under

wide variations in system loading, inertia constant and

step load perturbation (SLP) with control parameters

obtained at nominal loading using sensitivity analysis.

(e) Derivation of the state space model of HPS was con-

sidered and the reduced order matrix was obtained in

Hankel form to analyze the stability of the best optimal

controller found in (b).
This paper is organized as follows: Section 2 describes the

hybrid system model studied with state space modeling of

the system. Sections 3 and 4 elucidate the cascade control

scheme and computational intelligence (CI) based PSO-GSA

method to tune the gain values of the controller. Results and

discussion of system model under various case of operation

is illustrated in Section 5. Section 6 portrays the comparison

of the best CCs with other cascade controllers and the control

techniques proposed in recent literature work. Section 7 and 8

explains the stability analysis using Hankel form of model

order reduction and the outcome of this study, respectively.

Future scope of the work is also presented in last part of the

paper.

II. SYSTEM MODEL

The HPS considered in this study consists of reheat thermal,

hydro, gas, wind power, diesel, AE, FC, andBESS as depicted

in Figure 1. The parameters used for the simulation are given

in Appendix.

A. MODEL OF WIND ENERGY CONVERSION

SYSTEM (WECS)

The wind energy conversion system (WECS) is the first

RE source to be installed in large scale compared to other

RE sources. The output of wind turbine generator (WTG)

depends on the instantaneous speed of wind flow. The

detailed characteristics and modeling of WECS are portrayed

in [46]. Though the WECS is associated with several non-

linearities, the pitch control in wind turbine will prevent

the power fluctuations. For small disturbance, the system

nonlinearity was linearized with few approximations and the

linearized transfer function can be considered and expressed

as [20], [46]:

GWTG(s) =
KWTG

1 + sTWTG
(1)

where KWTG and TWTG are the gain and time constant of

WTG, respectively.

B. MODEL OF DIESEL ENERGY GENERATOR

The diesel energy generator (DEG) provides the driving

torque for synchronous generator of the system. The dynamic

response of DEG makes it to supply power for the peak

load demand during sudden increase in the load demand. The

DEG maintains the system frequency when no or less wind

blows into WECS that leads to no or intermittent generation.

To preserve stable system operation, it is required to operate

a diesel generator in line with WECS and adjust the loading

pattern during the variation of wind power. Therefore, a DEG

was considered and modeled with the WECS system. The

DEG is a nonlinear system due to the presence of nonlinear-

ities such as time variant dead time between fuel injection

and generation of mechanical torque. Hence, the DEG was

modeled by a single order transfer function as [20], [46]:

GDEG(s) =
KDEG

1 + sTDEG
(2)

where KDEG and TDEG are the gain and time constant of

DEG, respectively.
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FIGURE 1. Block diagram of multi-units HPS model.

C. MODEL OF AE AND FC

The combination of AE and FC is majorly used with the

grid-connected or standalone distributed energy sources like

wind power generation, solar photovoltaic, and energy stor-

age system. In this work, aWECS andDEG based RE sources

were considered for ALFC application. The rapid fluctuations

in the output power of WECS are absorbed by the AE and

the hydrogen generated used as fuel for FC. The hydrogen

is used to generate the power from FC, which reduces the

power oscillation in the grid. The precise model of AE-FC

involves high-order model with nonlinearities that include

power conditioner and controller. For a large scale intercon-

nected power system, the first-order transfer function can be

considered without compromising their exact representation

of the AE-FC model and expressed as below [20], [46]:

GFC(s) =
KFC

1 + sTFC
(3)

GAE(s) =
KAE

1 + sTAE
(4)

where KFC and KAE are the gain constant, T FC and TAE are

the time constant of FC and AE, respectively.

D. MODEL OF BATTERY ENERGY STORAGE SYSTEM

The intermittent nature of WECS causes continuous power

fluctuations in the grid and results in instability of the system.

The probable solution is to store the excess electrical energy

generated from WECS in the battery. The BESS can supply

large amount of power for longer period provided with a

huge battery bank connected to the utility grid. By linearizing

the nonlinearities associated with the system, the simplified

transfer function model for small-signal analysis is taken

as [20], [46]:

GBESS(s) =
KBESS

1 + sTBESS
(5)

where KBESS and TBESS are the gain and time constant of

BESS, respectively.

E. STATE SPACE MODEL OF HPS

The dynamics associated with the system are represented

by the set of first-order differential equations using state

variables called state equations or state-space model [28].

The state-space analysis governing the HPS model presented

in Figure 1 is performed in the absence of secondary control

actions of ALFC loop. Also, the analysis is shown for the

general ith area power system model considering the change

in load disturbances 1PDi and speed position 1Pci for anal-

ysis [26]. The total number of state variables used to model

the HPS will be 17 and its vector form is given as follows:

X = [X1,X2,X3, . . . ,X17]
T (6)

The state variables associated with the system parameters are

represented as:

X = [1fi 1X1T 1X1H 1X1G 1X1RE 1Ptie,i]
T (7)

where,

1X1T = [1PT 1TT 1GT ] (8)

VOLUME 8, 2020 71425
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1X1H = [1PH 1TH 1GH ] (9)

1X1G = [1PG 1FG 1GG 1VG] (10)

1X1RE = [1PWG 1PAE 1PFC 1PDEG 1PBESS] (11)

The state-space equations corresponding to HPS are detailed

as follows:

Ẋ1 =
Kpi

Tpi
[−X1 + X8 + X5 + X2 − X14 + X12 − 1PDi]

(12)

The state-space modeling for thermal system is as follows:

Ẋ2 =
−X2

Tti
+
X3

Tti
(13)

Ẋ3 = −
X3

Tri
+ [

1

Tri
−

kr

TGi
]X4 +

1

Tri
1Pci −

X1

TriRthi
(14)

Ẋ4 =
−X4

TGi
+

1Pci

TGi
−

1

RthiTGi
X1 (15)

The state-space modeling for hydro system is depicted as:

Ẋ5 = −a1X5 + [a1 − a2]X6 − a2(1−
Trs

Tgh
)

+X7 − a31Pci −
a3

RHi
X1 (16)

where

a1 =
2KH

Tw
, a2 =

2KH

Trh
, a3 =

2KHTrs

TghTrh

Ẋ6 =
−X6

Trh
+ a4X7 + a51Pci −

a5

RHi
X1 (17)

where

a4 = [
1

Trh
−

Trs

Tgh
], a5 =

Trs

TrhTgh

Ẋ7 =
−X7

Tgh
+

1

Tgh
1Pci −

X1

Tgh − RHi
(18)

The state-space modeling for gas power generation system is

represented as:

Ẋ8 =
−KG

Tcd
X8 +

KG

Tcd
X9 (19)

Ẋ9 =
−X9

Tfc
+ X10[

1

Tfc
− a7]+X11[a7 − a6cg]

+ a61Pci −
a6

RGi
X1 (20)

where

a6 =
xcTcr

ycbgTfc
, a7 =

Tcr

Tfcyc

Ẋ10 =
−X10

yc
+ X11[

1

yc
− a8cg]+a81Pci −

a8

RGi
X1 (21)

where

a8 =
xc

ycbg

Ẋ11 =
−cg

bg
X11 +

1

bg
1Pci −

X1

bg − RGi
(22)

The state-space equation for RE sources is modeled as

follows:

Ẋ12 = −
X12

TWTG
+ KWTGPWind (23)

Ẋ13 =
−X13

TAE
+
KAE

TAE
1Pci (24)

Ẋ14 =
−X14

TDEG
+
KDEG

TDEG
1Pci (25)

Ẋ15 =
−X15

TFC
+
KFC

TFC
1Pci (26)

Ẋ16 =
−X16

TBESS
+
KBESS

TBESS
1Pci (27)

The interconnected tie-lines of ith area power system is por-

trayed as follows:

Ẋ17 = 1Ptie,i = 2π





n
∑

i=1, i 6=j

TijXi



 (28)

From the above analysis, the state matrix A, input matrix

B and the output matrix C can be obtained. The general

state-space equation of the system is defined as,

Ẋ = AX + Bu (29)

where u is the control input and is expressed as:

u = [1Pci]
T (30)

The output matrix of the system is defined as:

Y = CX (31)

The output state vector of the system is as follows:

Y = [1fi 1PTH 1PH 1PG 1PRE 1Pg ]
T (32)

1PRE = 1PWG − 1PAE + 1PFC + 1PDEG + 1PBESS

(33)

1Pg = 1PTH + 1PH + 1PG + 1PRE (34)

The above state-space modeling is derived for ith area of

HPS in generalized form, the modeling of various cases of

HPS can be obtained from this analysis. Thus, the opera-

tion of thermal source in both the areas of case 1 resulting

in 13 state variables, case 2 consists of multi-source power

system such as thermal, hydro and gas in both the areas that

result in 31 state variables, case 3 consists of thermal and RES

in both area 1 and area 2 that resulting in 27 state variables.

Similarly, case 4 consists of thermal, hydro and gas operation

in area 1, thermal and RES in area 2 resulting in 31 state

variables.

III. CASCADE CONTROL SCHEME

Cascaded control techniques evolved from the concept of

sequential processes where the output of inner loop is the

input to the outer loop of the system in sequence as given

in Figure 2. The measurement variable exists in both the inner

and outer loops of the system. The main features of cascaded

controllers are given below [28]–[30], [47],

71426 VOLUME 8, 2020
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FIGURE 2. Closed loop cascade control system.

(a) The inner measurement is to suppress the effect of dis-

turbances supplied on the outer process in the sequence.

(b) The outer process measurement is to control the quality

of final output of the system.

The cascade control is mostly used to attain rapid rejection

of disturbance before it spread to other parts of the plant. The

outer and inner loop of CCs are explained in the following

sections.

A. OUTER LOOP

The outer loop is the primary or main loop of the system,

which contains the process or plant under control. The outer

plant is defined as G1(s). The output of the complete cascade

controller is:

Y (s) = G1(s) + G2(s) (35)

where U1(s) is the input of outer loop and is equivalent to the

output of inner loop Y2(s) and so,

U1(s) = Y2(s) (36)

Thus, the overall objective of the outer control loop is to make

the output to track the reference R(s) in the presence of load

disturbance d1(s). Among the various term of Kp, Ki and Kd ,

the proposed work used the PI term in the outer loop for load

disturbance rejection and better reference tracking.

B. INNER LOOP

The inner loop is also called the slave or secondary loop and

consists of multi-source generating source as G2(s) and the

entire process is subjected to load perturbation of d1(s). The

inner process equation is given by:

Y2(s) = G2(s)U2(s) + d1(s) (37)

It comprises inner loop measurement Y2(s), which is per-

turbed by the system uncertainties. The main aim of the

inner loop is to attenuate the effect of system modeling and

limit the inner process gain variation on the control system

performance. Among the three terms, the inner loop requires

a fast supply disturbance rejection with high gain PD term

in the inner loop. The closed loop control of interconnected

plant with cascaded PI-PD controller is shown in Figure 2.

C. PI-PD CASCADED CONTROLLER

The system was modeled as a single loop control system with

a PID controller and a cascade loop with PI-PD controller.

The performance of reference tracking and disturbance

rejection was compared for both control system responses.

The transfer function of cascade control system with inner

PD and outer PI controller are represented asC2(s) andC1(s),

respectively.

C1(s) = KP +
Ki

s
(38)

C2(s) = KP + Kd s (39)

The general performance of cascade system can be studied

by using the closed loop transfer function (CLTF) as given

in (42)

Y11(s) =

[

G1(s)G2(s)C1(s)C2(s)

W (s)

]

R(s) (40)

Y12(s) =

[

G1(s)

W (s)

]

d1(s) (41)

where

W (s) = 1 + G2(s)C2(s) + G1(s)G2(s)C1(s)C2(s)]

Y (s) = Y11(s) − Y12(s) (42)

where G1(s) is the main control loop; G2(s) is the slave

control loop and d1(s) is the load perturbation of hybrid

multi-source system. The gain values of both inner and

outer loop controllers are tuned simultaneously by the hybrid

PSO-GSA algorithm. The design problem is conceptual-

ized as constrained optimization problem of minimizing the

steady state error index IAE as shown below,

min(J) =

t
∫

0

{|ACEi|}dt =

t
∫

0

{

|1fi| +
∣

∣1Ptie,i−j
∣

∣

}

dt (43)

Subjected to:

Kmin
pj ≤ Kpj ≤ Kmax

pj

Kmin
ij ≤ Kij ≤ Kmax

ij

Kmin
dj ≤ Kdj ≤ Kmax

dj

where j is the area number varying from 1, 2, 3 . . . n with j 6=

i. Kmin
pj , Kmax

pj , Kmin
ij , Kmax

ij , Kmin
dj and Kmax

dj are the minimum

and maximum bounds of controller gain parameters. The

minimum and maximum bounds for gains of controller are

chosen by several trial run as -100 and 10, respectively.

IV. PARTICLE SWARM OPTIMIZATION-GRAVITATIONAL

SEARCH ALGORTITHM (PSO-GSA)

PSO-GSA is a co-evolutionary heterogeneous hybrid opti-

mization method used to obtain the global optimal solution.

PSO algorithm is used to optimize the gravitational constant

of GSA and thus improving the search ability of the algo-

rithm. The hybrid approach integrates the exploration charac-

teristics of PSO with the exploitation behavior of GSA algo-

rithm to obtain the global optimum. In this paper, the hybrid

method was used to tune the gain values of the controller

for ALFC application to minimize the frequency error of the

interconnected HPS. The proposed algorithm is detailed as

follows [39], [43]:
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Step-1: The inputs of gains of controller are initialized

randomly. These gain parameters are called as agents and its

random position is represented as

Xi = (xi1, . . . xi
d , . . . xi

n)

for i = 1, 2 . . .N . Where, xi
d is the position of ith agent in d

dimension, n is the search space dimension of the problem.

Step-2: Compute the fitness function to be minimized

using (43) for all agents.

Step-3: The masses of the agents are initialized randomly

and the forces acting between the agent i and j is calculated

as

Fdij (s) = G(t)
Mi(t) ·Mj(t)

Rij(t)+ ∈
(xj

d (t) − xi
d (t)) (44)

where,Mj(t) is the active gravitational mass related to agent j,

Mi(t) is the passive gravitational mass related to agent i, G(t)

is the gravitational constant at time t , ∈ is the small constant,

xi and xj are the ith and jth positions of agent. Rij(t) is the

euclidean distance between two agents i and j given by

Rij(t) =
∥

∥Xi(t),Xj(t)
∥

∥

2
(45)

The gravitational constant G(t) is defined as

G(t) = Go × e

(

−α× iter
max(iter)

)

(46)

where Go is the initial value and α is the descending coeffi-

cient. The total forces that acting on agent is

Fdi (t) =

n
∑

j=1, j 6=i

randjF
d
ij(t) (47)

where randj is the random number belongs to [0,1]. The

acceleration of ith agent is given by,

adi (t) =
Fi
d (t)

Mii(t)
(48)

whereMii(t) is the inertia mass of ith agent.

Step-4: The gravitational parameters such as gravitational

constantG(t) and acceleration of ith agent ai
d(t) are optimized

by the PSO algorithm and the steps for PSO algorithm are

described in Step 5.

Step-5: The shortest form of PSO algorithm is portrayed

for better understanding of the hybrid algorithm. The position

and velocity of all controlling parameters of PSO algorithm

are initialized randomly. Here, every parameter is viewed as

particle and the position vector at k th iteration as

yi
k = (yki1, . . . y

k
i2, . . . y

k
in)

(a) The velocity vector at k th iteration is defined as

vi
k = (vki1, . . . v

k
i2, . . . v

k
in)

(b) The best solution obtained at k th iteration is defined as

Pkbest
(c) Evaluate the objective function of the particles

min(g(k)) (49)

where g(k) is the gravitational constant function defined

in (46) and controlled by (47).

(d) Now, the personal best Pkbest of every particle is com-

pared with its current fitness value and update the Pkbest
coordinates. Similarly, the current fitness value is com-

pared with gkbest and also update the gkbest coordinates.

(e) The obtained gkbest is the optimal value of acceleration,

aid . Now, this value is used for updating the velocity

vector of GSA algorithm.

Step-6: In this step, the obtained acceleration constant

from PSO algorithm has been used to update the velocity and

position of an agent using the following equations,

V i+1
k = wVi

i + c1
′ × rand × aid + c2

′ × rand ×
(

g
best

−x ik

)

(50)

x i+1
k = x ik + V i+1

k (51)

Step-7: When the change in fitness value is reaching the

tolerance limit of τ = 0.0001, obtain the optimised gain

values of the controller. Else repeat the step from 2 to 7 until

the terminating condition is reached.

Thus, the object with heavier mass gives the best solution

and the one with lighter mass results in the worst solution.

Hence, the position of the object gives the solution and

every particle possesses mass, velocity and acceleration. The

parameters initialized for the proposedmethod are: maximum

iteration = 100, population size = 10, inertia weight w = [0,

1], c′1 = 0.5, c′2 = 1.5, gravitational constant Go = 1, α = 2,

rand is the random number belongs to [0,1], lower bound

= −100 and upper bound = 10. The detailed procedure for

tuning the gains of controller is also represented in Figure 3.

The tuned values of controller gain parameters obtained by

the proposed PSO-GSA technique is given in Table 1.

V. RESULTS AND DISCUSSION

This section describes the dynamic response of multi-area

HPS for I, PI, PID, IPD, and cascade PI-PD controllers.

The efficiency of various controllers was studied for differ-

ent combination of generating sources and load disturbance

by optimizing the gain values of controller using hybrid

PSO-GSA based optimization method. In this approach,

the IAE criterion was used to optimize the gains of the con-

troller for various cases of the system model and the results

are discussed in the forthcoming sections.

Case 1: In this case, it is assumed that the thermal gen-

erating source is operating in both the areas of the system.

A step load increase of 0.01 p.u. and 0.0125 p.u. of plant

capacity were considered in area 1 (A1) and area 2 (A2),

respectively. The power system frequency and tie-line power

fluctuations recorded for I, PI, PID, IPD, and cascade PI-PD

controllers are shown in Figure 4. These deviations were

controlled by tuning the gain values of controller and the

system response was adjusted in accordance with the error

IAE as it becomes infinitesimal value. From the results,

the oscillations were quickly damped out by the cascade

PI-PD controller compared to those of the other classical
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FIGURE 3. PSO-GSA method of optimizing controller parameters.

controllers. This is because, the inner loop of the cascade

control scheme responded very fast to the change in the load

demand. The results indicate that the single loop controllers

have a phase-lag in responding to the system disturbances

compared to the cascade control system.

Case 2: In this case, the two-area system consists of

thermal, hydro, and gas power generation sources and the

increase in the load demand was considered as in Case 1. The

increase in power generation was considered by the addition

of hydro and gas power generation into the system. Thus,

the power generation is expressed as:

Ps = PThermal + PHydro + PGas (52)

The generation was adjusted automatically to change the load

demand. The dynamic frequency and tie-line power response

of two-area multisource system during the load change is

presented in Figure 5. The result shows that the dynamics

in frequency with increased load in Case 2 were reduced

more than those of in Case 1. From the results, the oscilla-

tions in frequency deviation and tie-line power fluctuation

were damped out rapidly for the proposed cascade PI-PD

controller compared to those of the other classical controllers.

Furthermore, the efficiency of the controller was studied for

random change in load demand as portrayed in Figure 6. Fig-

ure 7 shows that the cascade PI-PD controller outperformed

than other classical controllers by settling rapidly to steady

state with minimum overshoots/undershoots in the dynamic

response of frequency and tie-line power variation for random

change in load. The gain values obtained under this case

by PSO-GSA method of tuning for various controllers are

presented in Table 1.

Case 3: In this case, the two-area HPS model comprises

of conventional reheat thermal power system interconnected

with RE sources such as wind, DEG, AE, FC, and BESS.

Initially, a SLP similar to Case 1 was considered with wind

power generation of 0.1 p.u. The frequency and tie-line power

deviation for load change are presented in Figure 8. From

the figure, the fluctuations in the dynamic responses were

slightly reduced and the frequency reached the steady state

compared to those of in Case 1. In addition, to study the

efficiency of controller, random variation in load demand

and wind power generation were considered and depicted as
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TABLE 1. Controller gains for various cases.

FIGURE 4. Dynamic response of two-area thermal power system.

in Figures 6 and 9, respectively. The frequency and tie-line

power responses for these random changes are portrayed

in Figures 11 and 12. The results show that the proposed

cascade PI-PD controller responded abruptly for sudden

increase/decrease in load or wind power generation compared

to other classical controllers. The tie-line power also varied

largely for the change in load demand of the system and

maintained the steady state for the change in wind power

generation. Thus, the change in wind power generation was

balanced by the energy storage and diesel power generation

FIGURE 5. Dynamic response of two-area multi-source power system.

of interconnected HPS. To test the robustness of the controller

for HPS, the effect of change in load demand and wind

power generation were considered simultaneously as given

in Figure 10. The frequency and tie-line variations during

these simultaneous changes in load and wind power gen-

eration are illustrated in Figure 13. The results indicate

that the cascade control outperformed than other classical

controllers with minimum overshoot/undershoot for uncer-

tain disturbances. The lack of oscillations during power
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FIGURE 6. Random Load Change.

FIGURE 7. Dynamic response of two-area multi-source system for
random load change.

generations indicating the balance condition of the system

and the total power generation of interconnected HPS is

expressed as follows:

Ps = PThermal + PWind + PDEG − PAE + PFC ± PBESS

(53)

Case 4: In this case, the two unequal areas with area 1 com-

prises of reheat thermal, hydro, and gas power generations

and area 2 consists of reheat thermal and RE sources such

as wind, DEG, AE, FC, and BESS were considered. Similar

to Case 1, the increase in the load demand of 0.01 p.u. and

0.0125 p.u. pertaining to area 1 and area 2, respectively, were

considered. The total power generation of interconnected

HPS is as follows:

Ps = PThermal + PHydro + PGas + PWind

+PDEG − PAE + PFC ± PBESS (54)

The result proves that the system has excessive gen-

eration to meet the increasing load demand and the

FIGURE 8. Dynamic response of two-area HPS.

FIGURE 9. Random Load change in wind power generation.

FIGURE 10. Random Change in wind power generation and load demand.

frequency overshoot/oscillations were damped out by the

properly tuned controller. The tuned gain values of controllers

using PSO-GSA method are given in Table 1. The dynamic

response of unequal two-area system for step change in load

demand is given in Figure 14. It is seen that the system
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FIGURE 11. Dynamic response of two-area HPS for random change in
wind power generation.

FIGURE 12. Dynamic response of two-area HPS for random change in
load.

drives back to steady state from its transient state quickly

by the cascade controller compared to the other classical

controllers. Moreover, the robustness of the controller was

validated for uncertain change in the load demand and wind

power variations as portrayed in Figure 10. The dynamic

response of system frequency and tie-line power variation for

these changes are illustrated in Figure 15. The results show

that the cascade PI-PD controller eradicated the fluctuations

and drove the system back to steady state quickly for these

uncertain changes. The tie-line power also fluctuated for

the perturbation in wind power unlike in Case 3. Thus, the

FIGURE 13. Dynamic response of HPS for random change in wind power
generation and load demand.

FIGURE 14. Dynamic response of two unequal area HPS.

existence of oscillation is because of the two unequal areas of

HPS and the excess power generated by wind plant is stored

by the storage devices in area 2. On the other hand, the exces-

sive power generation by conventional generators (thermal,

hydro, and gas) in area 1 is supplied to area 2 through the

tie-line that leads to the oscillation in the tie-line, and this is

minimized by the designed robust cascade controller.

A. PERFORMANCE ANALYSIS OF CONTROLLER

This section describes the performance analysis of var-

ious classical controllers for disparate combination of
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TABLE 2. Settling and Rise time of frequency deviation in area 1.

TABLE 3. Settling and Rise time of frequency deviation in area 2.

FIGURE 15. Dynamic response of two unequal area HPS for random
change in wind power generation and load demand.

generating sources (Cases 1 to 4) considered to study the effi-

ciency of multi-loop control scheme over single-loop feed-

back control for ALFC applications of HPS. Tables 2 to 12

depict the transient performance indices of settling time,

rise time, peak magnitude, peak-overshoot, peak-undershoot

and control effort, and steady state performance indices of

IAE, ITAE, ISE, and ITSE for various cases of operation in

multi-area HPS. The results indicate that the settling time

was reduced almost half of its value for the proposed CCs

and the amount of reduction varied from 20% to 60% for

various cases of HPS operation than those of the I, PI, PID,

and IPD controllers. Similarly, the rise and peak time were

significantly declined by 5% to 20% and 30% to 70%, respec-

tively, for the cascade PI-PD controller than those of the other

controllers for all the cases. The peak magnitude and control

effort were also decreased by 10% to 90% for the CCs than

those of the single loop controllers under various disparate

cases of the system. Comparably, the peak-undershoot and

overshoots are also reduced by a proportion of 21% to 92%

and 2% to 90%, respectively. In addition, the proposed CCs

also shows significant improvement in the steady state perfor-

mance indices with 30% to 95% reduction of ISE and IAE,

respectively, and 10% to 90% reduction of ITSE and ITAE

indices than those of the I, PI, PID, and IPD controllers for

different cases of HPS operation.

B. SENSITIVITY ANALYSIS OF PI-PD CONTROLLER

The sensitivity analysis of the controller was carried out to

test the robustness of optimum gains of PI-PD controller
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TABLE 4. Peak time and magnitude of frequency deviation in area 1.

FIGURE 16. Comparison of dynamic response of system for change in
system loading (25% and 75% with corresponding Kp, Ki, Kp1, Kd and,
25 and 75% loading with Kp, Ki, Kp1, Kd corresponding to nominal 50%
loading).

obtained under nominal loading of system (50% load-

ing), nominal SLP for wide variation in system load-

ing, and nominal inertia constant (H = 5) of the

system.

In this analysis, the system parameters such as loading,

SLP and nominal inertia constant of the system were per-

turbed, and the corresponding gain values of the controller

were obtained using the PSO-GSA method. The change in

the loading conditions affects the time constant, T ps and

gain constant, K ps of power system block, which in turn has

impact on frequency and tie-line power response. Similarly,

the change in inertia of the system H has adverse impact

on time constant T ps of the system. Thus, the newly tuned

FIGURE 17. Comparison of dynamic response of system for change
inertia of system (±25% of H (=5) with corresponding Kp, Ki, Kp1, Kd
and, ±25% of H with Kp, Ki, Kp1, Kd corresponding to nominal H = 5).

values of the controller obtained under these changes are

portrayed in Table 13. Figures 16 to 18 represent the dynamic

response of system with the optimum gain values obtained

at the aforementioned conditions, compared to the response

of gain values Kp, Ki, Kp1 and Kd obtained at nominal con-

ditions. From the results, the response obtained were sim-

ilar to the gain values obtained under nominal conditions

and change in system parameter conditions. Thus, the result

shows a good tolerance for wide change in system parameters

for the gain values obtained at nominal conditions. Hence,

it can be concluded that the parameters are not needed to

be re-tuned for wide variations in system parameters and

conditions.
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TABLE 5. Peak time and magnitude of frequency deviation in area 2.

FIGURE 18. Comparison of dynamic response of system for change SLP of
system (2%, 3%, 5% of SLP in area 1 with corresponding Kp, Ki, Kp1, Kd
and, 2%, 3%, 5% of SLP in area 1 with Kp, Ki, Kp1, Kd corresponding to
nominal 1% of SLP in area 1).

VI. STABILITY ANALYSIS

To analyze the stability of multi-area HPS with proposed cas-

cade controller, a generalized ith pool of interconnected power

system was considered. The inner PD controller responds to

frequency deviation due to the sudden change in load demand

and the outer PI controller acts for any change in frequency

and tie-line power of the system. The generalized control

block diagram representing Figure 1 is depicted in Figure 19.

The plant transfer function, G1(s) and G2(s) were taken as

the power system and governor-turbine nonlinear model inte-

grated with RE sources and energy storage system.

The CLTF of the system for the proposed con-

troller pertaining to change in load demand (1PD) is

expressed as:

1f =
−G1

1 + G1G2

[

C2 + 1
Ri

− BiC1C2

]1PD (55)

The CLTF applicable to change in tie-line power variation

is defined as:

1f =
G1G2C1C2

1 + G1G2

[

C2 + 1
Ri

− BiC1C2

]1Ptie (56)

In general, the CLTF for change in both load demand

and tie-line power variation are obtained by superposition

principle and can be defined as,

1f =
− [(G1) 1PD + (G1G2C1C2) 1Ptie]

1 + G1G2

[

C2 + 1
Ri

− BiC1C2

] (57)

In lineralizing the system model and simplifying the anal-

ysis for Case 1 of thermal system generation, the CLTF

pertaining to the load demand in area 1 can be expressed using

the state space analysis presented in Section 2 as,

CLTF(case−1) =
num

den
(58)

where num and den are defined in Appendix.

The state space matrix of the above CLTF in (58) for

obtaining the reduced order model of the system are given in

Appendix. To study the stability of proposed work, the higher

order plant transfer function was reduced to second-order

transfer function by retaining the dominant poles of the

system using Hankel matrix method [48], [49]. The Hankel

matrix can be obtained from the state space matrix given

in Appendix. The Hankel matrix in general form can be

expressed as:

H (0)
nn =













CB CA−1B . . . . . . CA−n+1B

CA−1B CA
−2
B . . . . . . CA−nB

. . . . . . . . . . . . . . .

CA−n+2B CA−n+1B . . . . . . CA−2n+3B

CA−n+1B CA−nB . . . . . . CA−2n+2B













(59)
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TABLE 6. Peak-Undershoots and Overshoots of frequency deviation in area 1.

TABLE 7. Peak-Undershoots and Overshoots of frequency deviation in area 2.

TABLE 8. ISE and ITSE of frequency deviation in area 1.

Here, the order of the transfer function is 13, therefore

n = 13. The above matrix (59) can be expressed in Hankel

form as below:

H
(0)
1313 =























e11 e12 e13 . . . e1n

e21 e22 e23 . . . e2n

e31 e32 e34 . . . e3n

. . . . . . . . . . . . . . .

en1 en2 en3 . . . enn























(60)

The simplified form of (60) is represented as:

H
(0)
1313 =

[

H
(0)
1 H

(0)
2

]

(61)

where H
(0)
1 and H

(0)
2 are given in Appendix. The Hankel

matrices in Hermite normal form can be represented as:

H
(1)
1313 = H

(0)
1313 −

1

e11













z

e21
e31
. . .

en1













[

e11 e12 e13 . . . e1n
]

(62)

H
(1)
1313 =













1 e12
′ e13

′ . . . e1n
′

0 e22
′ e23

′ . . . e2n
′

0 e32
′ e33

′ . . . e3n
′

. . . . . . . . . . . . . . .

0 en2
′ en3

′ . . . enn
′













(63)
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TABLE 9. ISE and ITSE of frequency deviation in area 2.

TABLE 10. IAE and ITAE of frequency deviation in area 1.

TABLE 11. IAE and ITAE of frequency deviation in area 2.

On solving H
(1)
1313 using the elements of matrix H

(0)
1313 is

expressed as:

H
(1)
1313 =

[

H
(1)
3 H

(1)
4

]

(64)

where H
(0)
3 and H

(0)
4 are given in Appendix. As similar to

H
(1)
1313, H

(2)
1313 in hermite normal form is,

H
(1)
1313 = H

(0)
1313 −

1

e11













z

e21
e31
. . .

en1













[

e11 e12 e13 . . . e1n
]

(65)

On solving H
(2)
1313 using the elements of matrix H

(1)
1313 is

expressed as:

H
(2)
1313 =

[

H
(2)
5 H

(2)
6

]

(66)

where H
(0)
5 and H

(0)
6 are given in Appendix.

Thus, the reduced order function obtained by solv-

ing the state space parameter using the elements (state

matrix form) of Hermite form H
(2)
1313 is as

follows,

A2 =

[

−8.885

1

−35.49

0

]
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FIGURE 19. Closed loop analysis of simple power system model.

TABLE 12. Control Effort.

TABLE 13. Gain values of the controller obtained for sensitive analysis.

FIGURE 20. Step response of original and reduced order model.

B2 =

[

1

0

]

C2A2
−1 =

[

0.0677 −8.918
]

Hence, the reduced order transfer function obtained for

Case 1 using state space matrix and is defined as,

CLTF(case−1) =
0.06768s2 − 8.918s+ 2.535 × 10−13

s2 + 8.885s+ 35.49
(67)

The step-response obtained for the original 13 th order

and reduced second-order system for Case 1 is depicted

in Figure 20. Similarly, the reduced order transfer function for

Case 2 to Case 4 can be obtained and is expressed as follows,

CLTF(case−2) =
−0.01447s2 − 5.864s+ 1.989 × 10−11

s2 + 23.15s+ 141
(68)

CLTF(case−3) =
−0.08989s2 − 1.696s+ 1.38 × 10−12

s2 + 4.75s+ 35.99
)

(69)
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FIGURE 21. Frequency response of reduced order system using PSO-GSA tuned
cascade PI-PD controller.

FIGURE 22. Performance comparisons of various cascade controllers for two-area HPS.

CLTF(case−4) =
0.1109s2 − 11.74s+ 1.901 × 10−11

s2 + 22.74s+ 82.29
(70)

Figure 21 represents the frequency analysis of various

cases that has different generating units to balance the load

and thereby maintaining the system frequency and tie-line
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FIGURE 23. Performance comparisons of various intelligence methods for
two-area HPS.

power within the tolerable limits. The bode analysis of var-

ious cases shows the system was stable for the tuned gain

values of controller using the presented PSO-GSA method.

VII. COMPARATIVE ANALYSIS

This section presents the comparative analysis of the pro-

posed cascade controller with other combination of cascade

control and also with the recent literature in the forthcoming

subsections.

A. COMPARISON OF DIFFERENT CCs FOR HPS

To further validate the proposed PI-PD control as the best

choice for HPS model, this section compares the proffered

controller with other combination of CCs such as I-PD, P-

PD, I-PI, and PD-PI. To study this, Case 3 was considered for

the analysis and the tuned gain values for various controller

using PSO-GSA method are: I-PD (Ki = −4, Kp = 2.9139,

Kd = 0.9355) P-PD (Kp = −1, Kp1 = 1, Kd = 0.9659),

I-PI (Ki = −0.9764, Kp = 0.9005, Ki1 = 0.5177) and

PD-PI (Kp = −1.1878, Kd = −1.3847, Kp1 = 1.1404, Ki =

1.9958), respectively. The dynamic response for the various

combinations of CCs is portrayed in Figure 22. The result

shows that the integral combination of cascade controllers

settled at zero steady state error except the I-PI controller,

whose response oscillated with minimum value of steady

state error. On the other hand, the P-PD controller settled

with steady state error value of 0.06. Among the various

scheme presented, I-PD and PI-PD combination performed

better. However, the I-PD controller also suffered from

initial oscillation in the response and their settling time was

higher than that of the PI-PD. Therefore, this work claims

that the PI-PD is the best choice of cascade control for

HPS operation with the integration of various types of power

generation.

B. COMPARISON OF PI-PD CONTROL WITH LITERATURE

WORK

To prove the efficiency of the method, the two-area HPS

model presented in Case 3 was considered for a compara-

tive analysis with the literature work. The performance of

PSO-GSA tuned cascade PI-PD controller outperformed the

recent research work presented in the literature such as GA,

PSO, GSA, Bat, FPA, and IGWO. The gain values of various

intelligence methods are obtained by minimizing the IAE

criterion. It is inferred from Figure 23 that the frequency and

tie-line power variation settle faster with minimum overshoot

by the suggested method compared to other AI techniques

presented.

VIII. CONCLUSION

In this work, a PSO-GSA tuned cascade PI-PD control for

ALFC of diverse units with multisource power generation of

both conventional and RE system was addressed. Initially,

the performance of cascade PI-PD was compared with other

classical controllers such as I, PI, PID, and IPD control for

system with various cases: Case 1 (thermal source), Case 2
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(thermal, hydro, and gas), Case 3 (thermal, RE), and Case 4

[unequal area: area 1 (thermal, hydro and gas), area 2: (ther-

mal and renewable energy)]. The results for various cases

show that the cascade PI-PD control gives significant reduc-

tion of almost 20% to 70% in settling time, rise time, and

peak time, 5% to 92% in peak over/undershoots, 10% to 90%

in peak magnitude and control effort of transient performance

indices. Similarly, the steady state indices such as IAE, ITAE,

ISE, and ITSE were also reduced by 10% to 95% for various

disparate cases of power system operation than those of the

other classical controllers. The robustness of the controller

was also validated for simultaneous change in wind power

and load variation. The over/undershoot of frequency and

tie-line power deviations were considerably reduced for the

proposed controller. Furthermore, the efficiency of optimized

gain values of controller at nominal loading was tested for

the change in system parameters and conditions such as SLP,

inertia constant and system loading. The sensitivity analysis

also reveals that the gain values obtained were robust for a

wide change in the system parameters and retuning is not

required. The results obtained were compared with literature

results of AI methods such as GA, PSO, GSA, Bat, FPA, and

IGWO techniques. The outcome demonstrates that the system

performance is better for the suggested PSO-GSA based

meta-heuristic optimizationmethod. Furthermore, theHankel

form of model order reduction technique through the state

space approach was used to reduce the higher order (13th

order) model to second-order transfer function for stability

analysis of the system. The stability study of various cases

using bode analysis reveals that the tuned gain values of

cascade PI-PD controller is appropriate for stable operation

of system with minimum control efforts. The analysis of

multi-area HPS model with self-adaptive controllers in the

presence of FACTS device, HVDC link, and electric vehicles

will be the future goal of research.

APPENDIXES

APPENDIX I

Case 1 (Thermal): Area (A) capacity of 2000 MW, Fre-

quency f = 60 Hz, Power system gain and Time constant:

KP1 = KP2 = 120 Hz/p.u.MW, TP1 = TP2 = 20 s,

Governor Time constant: TG1 = TG2 = 0.08 s, Time constant

of turbine: TT1 = TT2 = 0.3 s,Time and gain constant

of Reheat: Tr1 = Tr2 = 10 s and Kr1 = Kr2 = 0.2,

Droop constant: R1 = R2 = 2.4 Hz/p.u.MW, Frequency

Bias constant: B1 = B2 = 0.425 p.u.MW/Hz, Inertia H1 =

H2 = 5 s, Tie-line coefficients: T12 = T21 = 0.08674

p.u.MW/rad, Per units of area capacity: D1 = D2 = 0.00833

p.u.MW/rad, governor dead band (GDB) = 0.05% governor

rate constraints (GRC) = 3% [43].

Case 2 (Multi-Source): In this case, the two-area model

consists of of thermal, hydro and gas power generation. Ther-

mal - the simulation parameters are same like case 1. Hydro

turbine model parameters - TH = 28.75 s, TRS = 1 s,

TRH = 0.3, Tw = 3.06 s, KH = 0.5747, Gas Turbine model

parameters - Cg = 1, bg = 0.05 s, Xc = 0.6 s, Yc = 1 s,

TCR = 0.01 s, TF = 0.23 s, TCD = 0.2 s, KG = 0.1304,

HVDC link gain and time constant - Kdc = 1, Tdc = 0.2 s,

Power System gain and time constant: Kp1 = Kp2 = 68.9566

and Tp1 = Tp2 = 11.49 s.

X =
[

1f1 1f2 1Pc1 1Pc2 1PT1 1PT2 1TT1 1TT2 1GT1 1GT2 1Pg1 1Pg2 1Ptie,1
]T

(73)

A =













































−0.05 0 −0.44 0 0 1 0 0 0 0 0 0 0

0 −0.05 0.44 0 0 0 0 0 1 0 0 0 0

6 −6 0 0 0 0 0 0 0 0 0 0 0

−646.47 0 10.24 −12.5 0 0 0 0 0 282.1 −80 0 0

0 0 0 12.5 −0.1 0 0 0 0 0 0 0 0

0 0 0 20.83 0.17 −3.33 0 0 0 0 0 0 0

0 −646.47 −10.24 0 0 0 −12.5 0 0 0 0 282.1 −80

0 0 0 0 0 0 12.5 −0.1 0 0 0 0 0

0 0 0 0 0 0 20.83 0.17 −3.33 0 0 0 0

−5.77 0 −1.01 0 0 0 0 0 0 0 0 0 0

−796.64 0 12.62 0 0 0 0 0 0 347.62 −100 0 0

0 −5.77 1.01 0 0 0 0 0 0 0 0 0 0

0 −796.64 −12.62 0 0 0 0 0 0 0 0 347.62 −100













































(74)

B =

[

0 0 0.1 0 0 0 0 0 0 0 0 0 0

0 0 0 12.5 0 0 0 0 0 0 0 0 0

]T

(75)

C =
[

1 1 0 0 0 0 0 0 0 0 0 0 1
]T

(76)
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Case 3 (Thermal HPS): In this case, the thermal model is

integratedwith RE sources and the details are: Thermalmodel

- As similar to case 1, RE source Model- Wind turbine gain

and time constant: KWTG = 1, TWTG = 1.5 s, DEG gain

and time constant:KDEG = 0.0033, TDEG = 2 s, AE gain

and time constant: KAE = 0.002, TAE = 0.5 s, FC gain and

time constant: KFC = 0.01, TFC = 4 s, BESS gain and time

constant: KBESS = −0.0033, TBESS = 0.1 s [46].

Case 4 (Multi-Source HPS): Area 1 consists of Thermal,

Hydro and Gas power generation and their details are given in

case 2. Area 2 is a thermal system integrated with RE source

and their parameters for simulations are same as case 3.

APPENDIX II

The numerator and denominator of CLTF of case-1 given

in (58) can be represented as,

num = −6s12 − 1392s11 − (1.004 × 105)s10

− (2.418 × 106)s9 − (3.218 × 107)s8

−(2.636 × 108)s7 − (1.132 × 109)s6

H
(0)
1 =













































8.61 × 10−17 −6.0 × 1000 3.0 × 10−01 1.59 × 1001 8.08 × 1004 −9.05 × 1006 9.17 × 1008

−6.00 × 1000 3.0 × 10−01 1.59 × 1001 8.08 × 1004 −9.05 × 1006 9.17 × 1008 −9.29 × 1010

3.00 × 10−01 1.59 × 1001 8.08 × 1004 −9.05 × 1006 9.17 × 1008 −9.29 × 1010 9.43 × 1012

1.59 × 1001 8.08 × 1004 −9.05 × 1006 9.17 × 1008 −9.29 × 1010 9.43 × 1012 −9.57 × 1014

8.08 × 1004 −9.05 × 1006 9.17 × 1008 −9.29 × 1010 9.43 × 1012 −9.57 × 1014 9.71 × 1016

−9.05 × 1006 9.1704 × 1008 −9.29 × 1010 9.43 × 1012 −9.57 × 1014 9.71 × 1016 −9.85 × 1018

9.17 × 1008 −9.29 × 1010 9.43 × 1012 −9.57 × 1014 9.71 × 1016 −9.85 × 1018 1.00 × 1021

−9.29 × 1010 9.43 × 1012 −9.57 × 1014 9.71 × 1016 −9.85 × 1018 1.00 × 1021 −1.01 × 1023

9.43 × 1012 −9.57 × 1014 9.71 × 1016 −9.85 × 1018 1.00 × 1021 −1.01 × 1023 1.03 × 1025

−9.57 × 1014 9.71 × 1016 −9.85 × 1018 1.00 × 1021 −1.01 × 1023 1.03 × 1025 −1.04 × 1027

9.71 × 1016 −9.85 × 1018 1.00 × 1021 −1.01 × 1023 1.03 × 1025 −1.04 × 1027 1.06 × 1029

−9.85 × 1018 1.00 × 1021 −1.01 × 1023 1.03 × 1025 −1.04 × 1027 1.06 × 1029 −1.07 × 1031

1.00 × 1021 −1.01 × 1023 1.03 × 1025 −1.04 × 1027 1.06 × 1029 −1.07 × 1031 1.09 × 1033













































(77)

H
(0)
2 =













































−9.29 × 1010 9.43 × 1012 −9.57 × 1014 9.71 × 1016 −9.85 × 1018 1.00 × 1021

9.43 × 1012 −9.57 × 1014 9.71 × 1016 −9.85 × 1018 1.00 × 1021 −1.01 × 1023

−9.57 × 1014 9.71 × 1016 −9.85 × 1018 1.00 × 1021 −1.01 × 1023 1.03 × 1025

9.71 × 1016 −9.85 × 1018 1.00 × 1021 −1.01 × 1023 1.03 × 1025 −1.04 × 1027

−9.85 × 1018 1.00 × 1021 −1.01 × 1023 1.03 × 1025 −1.04 × 1027 1.06 × 1029

1.00 × 1021 −1.01 × 1023 1.03 × 1025 −1.04 × 1027 1.06 × 1029 −1.07 × 1031

−1.01 × 1023 1.03 × 1025 −1.04 × 1027 1.06 × 1029 −1.07 × 1031 1.09 × 1033

1.03 × 1025 −1.04 × 1027 1.06 × 1029 −1.07 × 1031 1.09 × 1033 −1.10 × 1035

−1.04 × 1027 1.06 × 1029 −1.07 × 1031 1.09 × 1033 −1.10 × 1035 1.12 × 1037

1.06 × 1029 −1.07 × 1031 1.09 × 1033 −1.10 × 1035 1.12 × 1037 −1.14 × 1039

−1.07 × 1031 1.09 × 1033 −1.10 × 1035 1.12 × 1037 −1.14 × 1039 1.15 × 1041

1.09 × 1033 −1.10 × 1035 1.12 × 1037 −1.14 × 1039 1.159 × 1041 −1.17 × 1043

−1.10 × 1035 1.12 × 1037 −1.14 × 1039 1.15 × 1041 −1.17 × 1043 1.193 × 1045













































(78)

H
(1)
3 =













































1 −6.96 × 1016 3.48 × 1015 1.85 × 1017 9.37 × 1020 −1.05 × 1023 1.06 × 1025

0 −4.17 × 1017 2.08 × 1016 1.11 × 1018 5.62 × 1021 −6.30 × 1023 6.38 × 1025

0 2.08 × 1016 −1.04 × 1015 −5.56 × 1016 −2.81 × 1020 3.15 × 1022 −3.19 × 1024

0 1.11 × 1018 −5.56 × 1016 −2.96 × 1018 −1.49 × 1022 1.67 × 1024 −1.70 × 1026

0 5.62 × 1021 −2.81 × 1020 −1.49 × 1022 −7.57 × 1025 8.48 × 1027 −8.59 × 1029

0 −6.30 × 1023 3.15 × 1022 1.67 × 1024 8.48 × 1027 −9.50 × 1029 9.62 × 1031

0 6.38 × 1025 −3.19 × 1024 −1.70 × 1026 −8.59 × 1029 9.62 × 1031 −9.75 × 1033

0 −6.47 × 1027 3.23 × 1026 1.72 × 1028 8.71 × 1031 −9.75 × 1033 9.88 × 1035

0 6.56 × 1029 −3.28 × 1028 −1.74 × 1030 −8.84 × 1033 9.90 × 1035 −1.00 × 1038

0 −6.66 × 1031 3.33 × 1030 1.77 × 1032 8.97 × 1035 1.00 × 1038 1.01 × 1040

0 6.76 × 1033 −3.38 × 1032 −1.80 × 1034 9.10 × 1037 1.01 × 1040 1.03 × 1042

0 −6.86 × 1035 3.43 × 1034 1.82 × 1036 9.24 × 1039 −1.03 × 1042 −1.04 × 1044

0 6.96 × 1037 −3.48 × 1036 −1.85 × 1038 −9.37 × 1041 −1.05 × 1044 1.06 × 1046













































(79)
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− (2.653 × 109)s5 − (3.511 × 109)s4

−(2.116 × 109)s3 − (4.302 × 108)s2

−(2.512 × 107)s (71)

den = s13 + 232s12 +
(

1.674 × 104
)

s11

+
(

4.18 × 105
)

s10 +
(

7.044 × 106
)

s9

+ (7.383 × 107)s8 +
(

5.503 × 108
)

s7

+
(

2.516 × 109
)

s6 +
(

7.486 × 109
)

s5

+
(

1.449 × 1010
)

s4 +
(

1.676 × 1010
)

s3

+
(

9.94 × 109
)

s2 +
(

2.388 × 109
)

s

+
(

1.932 × 108
)

(72)

The state vector of thermal system (case-1) is defined as,

(73) shown at the bottom of the 20th page.

For the above state vector, the state space input and output

matrices of CLTF defined in (58) are represented as (74)–(76)

shown at the bottom of the 20th page.

H
(1)
4 =













































−1.07 × 1027 1.09 × 1029 −1.11 × 1031 1.12 × 1033 −1.14 × 1035 1.16 × 1037

−6.47 × 1027 6.56 × 1029 −6.66 × 1031 6.76 × 1033 −6.86 × 1035 6.96 × 1037

3.23 × 1026 −3.28 × 1028 3.33 × 1030 −3.38 × 1032 3.43 × 1034 −3.48 × 1036

1.72 × 1028 −1.74 × 1030 1.77 × 1032 −1.80 × 1034 1.82 × 1036 −1.85 × 1038

8.71 × 1031 −8.84 × 1033 8.97 × 1035 −9.10 × 1037 9.24 × 1039 −9.37 × 1041

−9.75 × 1033 9.90 × 1035 −1.00 × 1038 1.01 × 1040 −1.03 × 1042 1.05 × 1044

9.88 × 1035 −1.00 × 1038 1.01 × 1040 −1.03 × 1042 1.04 × 1044 −1.06 × 1046

−1.00 × 1038 1.01 × 1040 −1.03 × 1042 1.04 × 1044 −1.06 × 1046 1.07 × 1048

1.01 × 1040 −1.03 × 1042 1.04 × 1044 −1.06 × 1046 1.07 × 1048 −1.09 × 1050

1.03 × 1042 1.04 × 1044 −1.06 × 1046 1.07 × 1048 1.09 × 1050 1.10 × 1052

1.04 × 1044 −1.06 × 1046 −1.07 × 1048 −1.09 × 1050 −1.10 × 1052 −1.12 × 1054

1.06 × 1046 1.07 × 1048 1.09 × 1050 1.10 × 1052 1.12 × 1054 −1.14 × 1056

1.07 × 1048 −1.09 × 1050 −1.10 × 1052 −1.12 × 1054 −1.14 × 1056 1.15 × 1058













































(80)

H
(2)
5 =













































1 0 −2.50 −1.35 × 1004 1.57 × 1006 −1.34 × 1008 1.28 × 1010

0 1 0 0 0 0 0

0 0 8.08 × 1004 −9.04 × 1006 9.16 × 1008 −9.29 × 1010 9.42 × 1012

0 0 −9.04 × 1006 9.17 × 1008 −9.18 × 1010 9.31 × 1012 −9.45 × 1014

0 0 9.16 × 1008 −9.18 × 1010 9.18 × 1012 −9.32 × 1014 9.44 × 1016

0 0 −9.29 × 1010 9.31 × 1012 −9.30 × 1014 9.44 × 1016 −9.58 × 1018

0 0 9.42 × 1012 −9.45 × 1014 9.42 × 1016 −9.56 × 1018 9.73 × 1020

0 0 −9.56 × 1014 9.59 × 1016 −9.58 × 1018 9.73 × 1020 −9.87 × 1022

0 0 9.71 × 1016 −9.73 × 1018 9.73 × 1020 −9.87 × 1022 9.99 × 1024

0 0 −9.85 × 1018 9.87 × 1020 −9.87 × 1022 1.00 × 1025 −1.01 × 1027

0 0 1.00 × 1021 −1.00 × 1023 9.99 × 1024 −1.01 × 1027 1.03 × 1029

0 0 −1.01 × 1023 1.01 × 1025 −1.01 × 1027 1.03 × 1029 −1.04 × 1031

0 0 1.02 × 1025 −1.03 × 1027 1.03 × 1029 −1.04 × 1031 1.06 × 1033













































(81)

H
(2)
6 =













































−1.51 × 1012 1.58 × 1014 −1.35 × 1016 1.58 × 1018 −1.66 × 1020 1.41 × 1022

0 0 0 0 0 0

−9.56 × 1014 9.71 × 1016 −9.85 × 1018 1.00 × 1021 −1.01 × 1023 1.03 × 1025

9.59 × 1016 −9.73 × 1018 9.87 × 1020 −1.00 × 1023 1.01 × 1025 −1.03 × 1027

−9.58 × 1018 9.73 × 1020 −9.87 × 1022 1.00 × 1025 −1.01 × 1027 1.03 × 1029

9.71 × 1020 −9.85 × 1022 1.00 × 1025 −1.01 × 1027 1.02 × 1029 −1.04 × 1031

−9.85 × 1022 9.99 × 1024 −1.01 × 1027 1.03 × 1029 −1.04 × 1031 1.06 × 1033

9.99 × 1024 −1.01 × 1027 1.03 × 1029 −1.04 × 1031 1.05 × 1033 −1.07 × 1035

−1.01 × 1027 1.03 × 1029 −1.04 × 1031 1.06 × 1033 −1.07 × 1035 1.09 × 1037

1.03 × 1029 −1.04 × 1031 1.06 × 1033 −1.07 × 1035 1.09 × 1037 −1.10 × 1039

−1.04 × 1031 1.05 × 1033 −1.07 × 1035 1.09 × 1037 −1.10 × 1039 1.12 × 1041

1.05 × 1033 −1.07 × 1035 1.09 × 1037 −1.10 × 1039 1.121 × 041 −1.14 × 1043

−1.07 × 1035 1.09 × 1037 −1.10 × 1039 1.12 × 1041 −1.14 × 1043 1.15 × 1045













































(82)
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The sub-matrices of Hankel matrix H
(0)
1313 in Hermite form

is defined as follows (77) and (78) shown at the bottom of the

21th page.

The sub-matrices of Hankel matrix H
(1)
1313 in Hermite form

is defined as follows (79) and (81) shown at the bottom of the

22th page.

The sub-matrices of Hankel matrix H
(2)
1313 in Hermite form

is defined as follows (82) and (83) shown at the bottom of the

22th page.
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