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Abstract. In this paper, a Hoeffding-type inequality is presented for a class
of ergodic time series. The inequality is then used to construct uniformly
exponentially consistent tests, which are useful tools for studying Bayesian
consistency.

1. Introduction

Hoeffding’s (1963) inequality provides an exponential bound on the probability
that the average of n independent bounded random variables deviates from its
mean. This inequality has been extended to martingales with bounded increments
[Azuma (1967)] and functions with bounded differences [McDiarmid (1989)]; and
see van de Geer (2002) for more discussions. These inequalities are of particular
interest in applications in that the bounded probabilities are exponentially small
for each finite n. Theorem 1 presents a simple version of the Azuma’s inequality
and includes Hoeffding’s inequality as a special case when Xn’s are independent.

Theorem 1. Let {Xn} be a martingale difference sequence. Suppose that for each
i = 1, . . . , n, αi ≤ Xi ≤ βi a.s., where αi and βi are constants. Then, for all n and
a > 0,

Pr

(
n∑

i=1

Xn ≥ na

)
≤ exp

[ −2n2a2

∑n
i=1(βi − αi)2

]
,

Pr

(
n∑

i=1

Xn ≤ −na

)
≤ exp

[ −2n2a2

∑n
i=1(βi − αi)2

]
.

In this paper, the Hoeffding’s inequality is extended to a class of ergodic time
series. The main idea for this generalization is to construct some bounded mar-
tingale difference sequence through the Poisson equation associated with a Markov
process, which enables the use of Theorem 1, while the ergodic time series could be
transformed into a Markov process using the technique of Herkenrath (2003).

The paper is organized as follows. Section 2 states the assumptions and estab-
lishes sufficient conditions under which the assumptions hold. The main inequality
is presented in Section 3. Section 4 illustrates an application of the inequality to
the construction of uniformly exponentially consistent tests which help to estab-
lish posterior consistency for nonlinear time series. Definition and properties of a
uniformly ergodic Markov process are summarized in the Appendix.

Key words and phrases. Uniformly ergodic Markov processes, Poisson equation, Uniformly
exponentially consistent tests.
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2. Assumptions

Consider a time-homogeneous stochastic process {Xn : n ≥ −p + 1} with values
in a measurable space (X ,B) satisfying

Pr(Xi+1 ∈ A|Xt, t ≤ i) = Pr(Xi+1 ∈ A|Xi−p+1, . . . , Xi),

for all A ∈ B and i ≥ 0, where p ≥ 1 is a given integer. Let Zi = (Xi−p+1, . . . , Xi)
and Y i = Zpi. When p = 1, Y i = Zi = Xi for all i. Let P (Zi; A) = Pr(Xi+1 ∈
A|Zi) and Pn(Z0; A) = Pr(Xn ∈ A|Z0). Suppose that there exists a unique invari-
ant probability measure π for {Xn}. We make the following ergodicity assumption:

(1)
∞∑

n=0

sup
Z0∈Xp

∥∥∥∥∥∥
1
p

p∑

j=1

Pnp+j(Z0; ·)− π

∥∥∥∥∥∥
< ∞,

where ‖ · ‖ denotes the total variation norm. Let R be a given value satisfying

(2)
∞∑

n=0

sup
Z0,Z∗

0∈Xp

∥∥∥∥∥∥
1
p

p∑

j=1

Pnp+j(Z0; ·)− 1
p

p∑

j=1

Pnp+j(Z∗0; ·)
∥∥∥∥∥∥
≤ R.

Assumption (1) and the triangle inequality imply R < ∞.
When p = 1, {Xn} is a Markov process. If (1) holds, clearly

(3) lim
n→∞

sup
X0∈X

‖Pn(X0; ·)− π‖ = 0,

that is, {Xn} is uniformly ergodic. The converse holds by Lemma 4, which also
helps to calculate R.

When p ≥ 2, the stochastic process is generally not Markovian. However, both
the multivariate series {Zn : n ≥ 0} and {Y n : n ≥ 0} are Markov processes. We
study {Y n} because {Zn}may not be suitable to study the ergodicity of {Xn} when
{Y n} is uniformly ergodic, as noted by Herkenrath (2003). Denote the transition
probability, n-step transition probability, and the invariant probability measure of
{Y n} by Q(Y i;B) = Pr(Y i+1 ∈ B|Y i), Qn(Y 0; B) = Pr(Y n ∈ B|Y 0) and πQ

respectively, where B ∈ Bp. Obviously

Q(Y i; B) =
∫

B

P (Zip; dXip+1) . . . P (Zip+p−1; dXip+p).

Lemma 1 says that (1) holds if {Y n} is uniformly ergodic. Lemma 2 mimics Lemma
3 of Herkenrath (2003) and provides an upper bound on R under a condition which
may be easily verified.

Lemma 1. If the Markov process {Y n} is uniformly ergodic, then the left-hand
side of (1) is bounded by

∑∞
n=1 supY 0∈Xp ‖Qn(Y 0; ·) − πQ‖ < ∞, and an upper

bound of R in (2) is given by
∑∞

n=1 supY 0,Y ∗
0∈Xp ‖Qn(Y 0; ·)−Qn(Y ∗

0; ·)‖ < ∞.

Proof. Herkenrath (2003) showed that the marginal measures of πQ are identi-
cal to π when {Y n} is uniformly ergodic. For any function g, define G(Y n) =∑p

j=1 g(Xnp−p+j), π(g) =
∫

g(X)π(dX) and πQ(G) =
∫

G(Y )πQ(dY ) = pπ(g).
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Then, for each n ≥ 0,

sup
Z0∈Xp

∥∥∥∥∥∥
1
p

p∑

j=1

Pnp+j(Z0; ·)− π

∥∥∥∥∥∥
= sup

g:|g|≤1

Z0∈Xp

∣∣∣∣∣∣
1
p

p∑

j=1

E(g(Xnp+j)|Z0)− π(g)

∣∣∣∣∣∣

= sup
g:|g|≤1

Z0∈Xp

∣∣∣∣
1
p
E(G(Yn+1)|Z0)− 1

p
πQ(G)

∣∣∣∣

≤ sup
Y 0=Z0∈Xp

∥∥Qn+1(Y 0; ·)− πQ

∥∥ .

The bound on the left-hand side of (1) is obtained by summing over n ≥ 0. The
upper bound on R could be proved similarly. Moreover, the bounds are finite when
{Y n} is uniformly ergodic by Lemma 4. ¤

Lemma 2. If there exists a δ > 0 and a probability measure µ on (X ,B) such that
for all A ∈ B,

inf
Z0∈Xp

P (Z0; A) ≥ δµ(A).

then the Markov process {Y n} is uniformly ergodic, and R ≤ δ−p − 1 in (2).

Proof. Let ν(dY ) =
∏p

j=1 µ(dXj) be the product measure. For all B of the form
B = A1 × . . .×Ap, it is easy to show

Q(Y i;B) =
∫

B

P (Zip; dXip+1) . . . P (Zip+p−1; dXip+p) ≥ δp

p∏

j=1

µ(Aj) = δpν(B).

This implies that Q(Y i; B) ≥ δpν(B) for any B ∈ Bp. Hence {Yn} is uniformly
ergodic by Lemma 1. By Lemma 4 and Lemma 1,

R ≤
∞∑

i=1

sup
Y 0,Y ∗

0∈Xp

‖Qn(Y 0; ·)−Qn(Y ∗
0; ·)‖ ≤ δ−p − 1.

¤

3. Main inequality

For a π integrable function g, G(Y i) =
∑p

j=1 g(Xip−p+j) and π(g) =
∫

g(X)π(dX),
consider the Poisson equation

(4) Ğ(Y )− E(Ğ(Y 1)|Y 0 = Y ) = G(Y )− pπ(g).

If Ğ solves (4), then the partial sum

Smp(ḡ) =
mp∑

i=1

[g(Xi)− π(g)] =
m∑

i=1

[G(Y i)− pπ(g)]

could be written as

(5) Smp(ḡ) =
m∑

i=1

[
Ğ(Y i)− E(Ğ(Y i+1)|Y i)

]
= Mm(Ğ) + Rm(Ğ)

for all m ≥ 1, where Mm(Ğ) =
∑m

i=1

[
Ğ(Y i)− E(Ğ(Y i)|Y i−1)

]
is a martingale,

and Rm(Ğ) = E(Ğ(Y 1)|Y 0)− E(Ğ(Y 1)|Y 0 = Y m). See Meyn and Tweedie (1993)
for details on the technique of constructing martingale via the solution to Poisson
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equation. The follow lemma says that (4) admits a uniformly bounded solution if
g is a bounded function under the assumption (1). Thus Rm(Ğ) and each term in
Mm(Ğ) are uniformly bounded, which enables the use of Theorem 1.

Lemma 3. If (1) and (2) hold, and l ≤ g(x) ≤ u for any x ∈ X , then

Ğ(Y ) =
∞∑

i=0

[E(G(Y i)|Y 0 = Y )− pπ(g)] =
∞∑

i=−p+1

[E(g(Xi)|Y 0 = Y )− π(g)]

is a uniformly bounded solution of (4) and satisfies

sup
Z0,Z∗

0∈Xp

|E(Ğ(Y 1)|Y 0 = Z0)− E(Ğ(Y 1)|Y 0 = Z∗0)| ≤ p(u− l)R/2.

Proof. Let g∗(x) = g(x)− (u + l)/2. Then |g∗(x)| ≤ (u− l)/2 for any x and

|Ğ(Y )| ≤ |
0∑

i=−p+1

g(Xi)− pπ(g)|+
∣∣∣∣∣
∞∑

i=1

[E(g(Xi)|Y 0 = Y )− π(g)]

∣∣∣∣∣

≤
0∑

i=−p+1

|g∗(Xi)− π(g∗)|+
∣∣∣∣∣
∞∑

i=1

[E(g∗(Xi)|Y 0 = Y )− pπ(g∗)]

∣∣∣∣∣

≤ p(u− l) +
p(u− l)

2

∞∑
n=0

sup
Z0∈Xp

∥∥∥∥∥∥
1
p

p∑

j=1

Pnp+j(Z0; ·)− π

∥∥∥∥∥∥
.

Hence Ğ(Y ) is uniformly bounded and is well-defined.
Note that

Ğ(Y ) =
∞∑

i=0

[E(G(Y i)|Y 0 = Y )− pπ(g)] =
∞∑

i=1

[E(G(Y i)|Y 1 = Y )− pπ(g)] ,

and hence

E(Ğ(Y 1)|Y 0 = Y ) =
∞∑

i=1

[E(G(Y i)|Y 0 = Y )− pπ(g)] .

Thus Ğ(Y ) is a solution of (4) since

Ğ(Y )− E(Ğ(Y 1)|Y 0 = Y )

=
∞∑

i=0

[E(G(Y i)|Y 0 = Y )− pπ(g)]−
∞∑

i=1

[E(G(Y i)|Y 0 = Y )− pπ(g)]

= G(Y )− pπ(g).
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Now for any Z0 and Z∗0,

|E(Ğ(Y 1)|Y 0 = Z0)− E(Ğ(Y 1)|Y 0 = Z∗0)|

=

∣∣∣∣∣
∞∑

i=1

[E(G(Y i)|Y 0 = Z0)− E(G(Y i)|Y 0 = Z∗0)]

∣∣∣∣∣

=

∣∣∣∣∣
∞∑

i=1

[E(g∗(Xi)|Y 0 = Z0)− E(g∗(Xi)|Y 0 = Z∗0)]

∣∣∣∣∣

≤p(u− l)
2

∞∑
n=0

∥∥∥∥∥∥
1
p

p∑

j=1

Pnp+j(Z0; ·)− 1
p

p∑

j=1

Pnp+j(Z∗0; ·)
∥∥∥∥∥∥

≤p(u− l)R/2.

¤

We are now in a position to present our main result.

Theorem 2. If (1) and (2) hold, and l ≤ g(x) ≤ u for any x ∈ X , then

Pr

(
n∑

i=1

[g(Xi)− π(g)] ≥ na

)
≤ exp

[−2(na− (u− l)(Rp/2 + k))2

m(R + 1)2p2(u− l)2

]
,(6)

Pr

(
n∑

i=1

[g(Xi)− π(g)] ≤ −na

)
≤ exp

[−2(na− (u− l)(Rp/2 + k))2

m(R + 1)2p2(u− l)2

]
,(7)

for all a > 0 and n ≥ (Rp/2 + k)(u − l)/a, where m = [n
p ], k = n −mp satisfying

0 ≤ k < p. Furthermore, the following hold

Pr




n∑

i=1−p

[g(Xi)− π(g)] ≥ (n + p)a


 ≤ exp

[ −2(na + pa−R∗)2

(m + 1)(R + 1)2p2b2

]
,(8)

Pr




n∑

i=1−p

[g(Xi)− π(g)] ≤ −(n + p)a


 ≤ exp

[ −2(na + pa−R∗)2

(m + 1)(R + 1)2p2b2

]
,(9)

for all a > 0 and n ≥ R∗/a− p, where b = u− l and R∗ = (Rp/2 + p)b.

Proof. Let Sn(ḡ) =
∑n

i=1 [g(Xi)− π(g)]. Then Sn(ḡ) could be written as

Sn(ḡ) = Mm(Ğ) + Rm(Ğ) +
k∑

j=1

(g(Xmp+j)− π(g)),

where Mm(Ğ) and Rm(Ğ) are defined in (5). Note that Rm(Ğ) is bounded by
Rp(u− l)/2 by Lemma 3, |∑k

j=1(g(Xmp+j)− π(g))| is bounded by k(u− l). Thus

Pr

(
n∑

i=1

[g(Xi)− π(g)] ≥ na

)
≤ Pr

(
Mm(Ğ) ≥ na− (Rp/2 + k)(u− l)

)
,

and

Pr

(
n∑

i=1

[g(Xi)− π(g)] ≤ −na

)
≤ Pr

(
Mm(Ğ) ≤ (Rp/2 + k)(u− l)− na

)
.
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Note that for each i = 1, . . . , m,

Ğ(Y i)− E(Ğ(Y i)|Y i−1) = G(Y i)− pπ(g) + E(Ğ(Y 1)|Y 0 = Y i)− E(Ğ(Y i)|Y i−1).

Thus by Lemma 3,

− (Rp + p)(u− l)
2

− pπ(g) ≤ Ğ(Y i)− E(Ğ(Y i)|Y i−1) ≤ (Rp + p)(u− l)
2

− pπ(g).

Since Mm(Ğ) is the sum of bounded martingale difference sequence, an application
of Theorem 1 yields (6) and (7).

To show (8) and (9), we note that

S∗n(ḡ) =
n∑

i=−p+1

[g(Xi)− π(g)] = M∗
m(Ğ) + R∗m(Ğ) +

k∑

j=1

(g(Xmp+j)− π(g)),

where R∗m(Ğ) = Ğ(Y 0)−Ğ(Y m+1) and M∗
m(Ğ) =

∑m+1
i=1

[
Ğ(Y i)−E(Ğ(Y i)|Y i−1)

]
.

Note that∣∣∣∣∣∣
R∗m(Ğ) +

k∑

j=1

(g(Xmp+j)− π(g))

∣∣∣∣∣∣

=

∣∣∣∣∣∣

0∑

i=1−p

g(Xi)−
mp+p∑

i=mp+k+1

g(Xi)− kπ(g) + E(Ğ(Y 1)|Y 0)− E(Ğ(Y 1)|Y 0 = Y m+1)

∣∣∣∣∣∣
is bounded by Rp(u− l)/2+p(u− l). Similarly, (8) and (9) hold by Theorem 1. ¤

Remark 1. All inequalities in Theorem 2 do not depend on the initial distribution
of Y0. The inequalities (6) and (7) are preferred when Y0 is assumed to be fixed
while (8) and (9) are preferred when Y0 is assumed to be random.

Corollary 3. Suppose that {Xn : n ≥ 0} is a uniformly ergodic Markov process,
that is, there exists δ > 0 and a probability measure ν such that for all A ∈ B,

inf
x∈χ

Pm(x,A) ≥ δν(A).

Let g : X → [l, u] be a measurable function. Then

Pr

(
n∑

i=1

[g(Xi)− π(g)] ≥ na

)
≤ exp

[−2(na−R(u− l)/2)2

n(R + 1)2(u− l)2

]
,

Pr

(
n∑

i=1

[g(Xi)− π(g)] ≤ −na

)
≤ exp

[−2(na−R(u− l)/2)2

n(R + 1)2(u− l)2

]
,

for all a > 0 and n ≥ R(u − l)/(2a), where R = ρ/(1 − ρ) and ρ = (1 − δ)1/m.
Furthermore, the following hold

Pr

(
n∑

i=0

[g(Xi)− π(g)] ≥ (n + 1)a

)
≤ exp

[ −2(na + a−R∗)2

(n + 1)(R + 1)2(u− l)2

]
,

Pr

(
n∑

i=0

[g(Xi)− π(g)] ≤ −(n + 1)a

)
≤ exp

[ −2(na + a−R∗)2

(n + 1)(R + 1)2(u− l)2

]
,

for all a > 0 and n ≥ R∗/a− 1, where R∗ = (R/2 + 1)(u− l).
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4. Application

In this section, we use the Hoeffding-type inequality to construct uniformly expo-
nentially consistent tests, which are useful tools for studying Bayesian consistency;
see Schwartz (1965).

Let Xn = {X−p+1, . . . , Xn} denote the observations from the p-th order autore-
gressive model with transition density f0(Xi|Zi−1), where Zi = (Xi−p+1, . . . , Xi).
Let Π be a prior on the transition density f in a Bayesian nonparametric procedure.
Assume that there is a unique invariant distribution πpf of Zi associated with each
f in the support of the prior. Denote the marginal distribution of πpf by π1f .

Example 1. Consider the following nonparametric mixture model,

fP (Xi|Zi−1) =
∫

1√
2π

exp
(
− (Xi −H(θ, Zi−1))2

2

)
dP (θ),

where H is a continuous function bounded by a and P is an unknown distribution
function. A prior on the transition density is induced from that on P . For any P ,

fP (Xi|Zi−1) ≥ q(Xi) =
1√
2π

exp
(−X2

i − a2
)

= cq(Xi)/c,

where c =
∫

q(Xi)dXi = exp(−a2)/
√

2 < 1, and q(Xi)/c is a probability density
function. By Lemma 2, R in (2) is uniformly bounded by c−p − 1 for any P .

Let f0 be a specific transition density. Consider testing H0 : f = f0 versus
f ∈ V c where V = {f : π1f (g) < π1f0(g) + ε}, ε > 0 and g is a bounded continuous
function. Without loss of generality, we assume 0 ≤ g ≤ 1. We shall construct a
sequence of uniformly exponentially consistent tests for the above testing problem.
If R in (2) is uniformly bounded by Ru < ∞ for any f ∈ Π, then

φn(Xn) = I

(
n−1

n∑

i=1

g1(Xi) > π1f0(g) + ε/2

)
,

where I is the indicator function, is such a sequence of exponentially consistent
tests since by theorem 2, when n ≥ 4(Ru/2 + 1)p/ε,

Ef0(φn) = Prf0

[
n∑

i=1

(g(Xi)− π1f0(g)) >
nε

2

]
≤ exp(−nβ),

and

sup
f∈V c

Ef (1− φn) ≤ sup
f∈V c

Prf

[
n∑

i=1

(g(Xi)− π1f (g)) < −nε

2

]
≤ exp(−nβ),

where β = ε2/(8Rup2 +8p2). Note that V forms a subbase of the weak topology at
f0. Hence uniformly exponentially consistent tests for H0 : f = f0 versus f ∈ U c,
where U is a weak neighborhood of f0, may be easily constructed from the above
tests.

APPENDIX

Definition 1. A Markov process {φn : n ≥ 0} with values in a measurable space
(W,W) is called uniformly ergodic if limn→∞ supφ0∈W ‖Pn(φ0; ·) − π‖ = 0, where
Pn(φ0; ·) is its n-step transition probability measure and π is the invariant proba-
bility measure.
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Lemma 4. The process {φn} is uniformly ergodic if and only if there exists a pos-
itive integer m, δ > 0 and a probability measure ν such that infφ0∈W Pm(φ0, A) ≥
δν(A), for all A ∈ W. Moreover, the following inequalities hold,

sup
φ0∈W

‖Pn(φ0, ·)− π‖ ≤ ρn,(10)

sup
φ0, φ∗0∈W

‖Pn(φ0, ·)− Pn(φ∗0, ·)‖ ≤ ρn,(11)

∞∑
n=1

sup
φ0∈W

‖Pn(φ0, ·)− π‖ ≤ ρ/(1− ρ),(12)

∞∑
n=1

sup
φ0, φ∗0∈W

‖Pn(φ0, ·)− Pn(φ∗0, ·)‖ ≤ ρ/(1− ρ),(13)

where ρ = (1− δ)1/m.

Proof. The first part of the lemma is a re-statement of Theorem 16.0.2 of Meyn
and Tweedie (1993). Meyn and Tweedie (1993) used the coupling method to prove
(10) in their Theorem 16.2.4. Their proof in fact leads to

(14)
∥∥∥∥
∫

Pn(φ0; ·)dλ(φ0)−
∫

Pn(φ0; ·)dµ(φ0)
∥∥∥∥ ≤ (1− δ)n/m,

where λ and µ are two different initial distributions of φ0. If λ is degenerate at φ0

and µ is π, (12) reduces to (10). If λ is degenerate at φ0 and µ is degenerate at φ∗0,
(12) reduces to (11). Inequalities (12) and (13) hold given (10) and (11). ¤
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