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In [2] C. B. Morrey proved a H61der estimate for quasiconformal mappings in the 

plane. Such a HSlder estimate was a fundamental development in the theory of quasi- 

conformal mappings, and had very important  applications to partial differential equations. 

L. Nirenberg in [3] made significant simplifications and improvements to Morrey's work 

(in particular, the restriction that  the mappings involved be 1 - 1  was removed), and he 

was consequently able to develop a rather complete theory for second order elliptic equation 

with 2 independent variables. 

In Theorem (2.2) of the present paper we obtain a H61der estimate which is analogous 

to that  obtained by Nirenberg in [3] but  which is applicable to quasiconformal mappings 

between surface~ in Euclidean space. The methods used in the proof are quite analogous 

to those of [3], although there are of course some technical difficulties to be overcome 

because of the more general setting adopted here. 

In w 3 and w 4 we discuss applications to graphs with quasiconformal Gauss map. 

In this case Theorem (2.2) gives a H61der estimate for the unit normal of the graph. One 

rather striking consequence is given in Theorem (4.1), which establishes the linearity of 

any C2(R *) function having a graph with quasiconformal Gauss map. This result includes 

as a special case the classical theorem of Bernstein concerning C2(R 2) solutions of the 

minimal surface equation, and the analogous theorem of Jenkins [1] for a special class 

of variational equations. There are also in w 3 and w 4 a number of other results for graphs 

with quasiconformal Gauss map, including some gradient estimates and a global estimate 

of H61der continuity. w 4 concludes with an application to the minimal surface system. 

One of the main reasons for studying graphs satisfying the condition that  the Gauss 

map is quasieonformal (or (A1, A2)-quasiconformal in the sense of (1.8) below) is tha t  such 
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a condi t ion  mus t  au toma t i ca l l y  be sat isf ied b y  the  graph  of a solut ion of a n y  equa t ion  of 

mean  curva tu re  t y p e  (see (1.9) (ii) below). However  we here only  br ief ly  discuss the  appl ica-  

t ion of the  resul ts  of w 3 and  w 4 to  such equat ions;  a more  comple te  discussion will a p p e a r  

in [7]. 

w l. Terminology 

M, 2~ will deno te  or ien ted  2-d imensional  C 2 submani fo lds  of R ~, R ~ respect ively ,  

n, m>~2. Given X 6 M ( 1 )  and  Y e N  we le t  Tx(M),  Tr(N)  deno te  the  t a n g e n t  spaces  (con- 

s idered as subspaccs  of R n and  R ~) of M a t  X and  N a t  Y respect ively .  ~ will deno te  t h e  

g rad ien t  ope ra to r  on M;  t h a t  is, if h 6 CI(M), then  

~h(X) = (~lh(X) ..... 6~h(X)) 6 Tx(M) 

is def ined b y  

(1.1) 8, ~(x) = ~ ~'J(x) Dj~(X), 
J=l 

where )~ is a n y  C 1 funct ion  def ined in a ne ighbourhood  of M with ~[M=~; a n d  where 

(~J(X)) is the  m a t r i x  of the  or thogonal  p ro jec t ion  of R n onto  Tx(M).  

We note  t h a t  of course the  def in i t ion  (1.1) is i n d e p e n d e n t  of the  pa r t i cu l a r  C 1 ex tens ion  

of h t h a t  one chooses to  use. W e  note  also t h a t  in the  spec ia l  case n = 3 we can represen t  

@tJ(X) expl ic i t ly  in t e rms  of the  un i t  normal  v(X) = (el(X), vz(X), %(X)) of M a t  X accord ing  

to the  formula  

(1.2) ~'J(X) = 8,j-~,(X)~j(X),  i, j = 1, 2, 3. 

7, 0 will deno te  a rea  forms for M, N respect ively;  t h a t  is, ~2 and  0 are  C 1 d i f fe ren t ia l  

2-forms on M and  N respec t ive ly  such t h a t  

A T = a rea  (A), fBo = a r e a  (B) 

whenever  A ~  M and  B c  N are  Borel  subsets  of f ini te  area.  

(1.3) Remark. We can a lways  t ake  a C 1 2-form ~ on M to be the  res t r ic t ion  to  M of a C* 

form ~ def ined in a ne ighbourhood  of M c R " ,  so t h a t  ~(X)6A~(R ") for each X 6 M .  Thus 

in case n =3 ,  we can wri te  

~(X) = r h dx 3 +~2(X)dx 1 A dx3 +~3(X)dx 1 h dx2, 

(1) We will use X ffi (z 1 . . . .  , xn) to denote points in M; the symbol x will be reserved to denote 

points (x,, zs) E R ~. 
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where ~1, ~3, ~a are C 1 in some neighbourhood of M. Using the notation ~(X)=(~I(X) ,  

-~3(X), ~s(X)) (-)e is the usual linear isometry of A3(R 3) onto R 3) we then have 

fA~= f A V . ( ~ ) d ~  ~, A ~ M ,  

where v is the appropriately oriented unit normal for M and ~2 denotes 2-dimensional 

Hausdorff measure in R a. In  particular, we see that  ~ is an area form for M if and only if 

(~I(X), -~3(X), ~s(X)) is a unit normal for M at each point X EM. Thus there is no diffi- 

culty in recognizing an area form in case n =3. (Of course one can give an analogous, but 

not quite so convenient, characterization of area forms for arbitrary n.) 

Our basic assumption concerning N is that  there is a 1-form oJ(X)=~=l  eo~(X)dx~ 

which is C 3 in a neighbourhood of N and such that  

[" m ]1/2 m ]1/2 
(1.4) d('~ sup i,=~I(D2IN § U.]=I ~ (nt(A)~)21 ~A{)~ r176 

Here A0 is a constant and oJ N denotes the restriction of a) to N; henceforth we will not 

distinguish notationally between w and oN. 

(1.5) Examples. (i) If  N is an open ball of radius R and centre 0 in R 2, we can take o~ = 

- �89 1 + �89 2 and A0 = R + 1. 

(ii) If ~V is the upper hemisphere S z of the unit sphere S Z c R  a, we can take r 

(-x~/(1 +xs))dxi+(xl/(1 +xs))dx2+Odx a and A0=4. One can easily check this by directly 

computing deo and using the relation ~ - i  x~ = 1 on $2; to check that  deo is an area form 

for S~ it is convenient to use the characterization of area forms given in Remark (1.3) 

above. (Alternatively one obtains deo as an area form by using an elementary computation 

involving example (i) above and stereographic projection of $2+ into R2.) 

(iii) More generally, we can let • be the surface obtained from a compact surface 

L c R  m by deleting a compact neighbourhood of an arbitrary chosen point YoEL. There 

will then always exist oJ as in (1.4) because the 2-dimensional de Rham chomology group 

H2(L~(yo}) is zero. (And this of course guarantees that  any 2-form ~ on L~(y0} can 

be written in the form dw for some 1-form eo on L-~ (Y0}.) To check that  H3(L ,.~ (Yo})=0 

we first note that  de Rahm's  theorem gives an isomorphism H2(L,,, (Yo} ~= H3( L'" (Yo}, R), 

where HZ(L,,, (Yo}, R) denotes the 2-dimensional singular eohomology group with real coef- 

ficients. Next we note the dualityisomorphism H3(L,,, (Yo}, R) =~ Hom (H3(L ~ (Y0}), R), where 

H3(L ~ (Y0}) denotes the 2-dimensional singular homology group with integer coefficients. 

Finally we note that  H3(L,,, {Yo})=0. This follows from the exactness of the homology 
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sequence for the pair (L, L~{y0}), together with the fact tha t  the inclusion map 

(L, q~)c (L, L ~ {Y0}) induces an isomorphism Ha(L ) =~ Ha(L, L,,~ {Y0}) (see [9]). 

We now consider a C 1 mapping 

= (~v, ..... ~Om): M ' ~ N .  

In order to formulate the concept of quasiconformality for ~ we need to introduce some 

terminology. Firstly, for X fi M we let 

~(x): T~(M)-~ T~(~)(N) 

denote the linear map between tangent spaces induced by ~. We note that  the matrix 

((~z~j(X)) represents (~0(X) in the sense that  if v=(vl  ..... vn)fiTx(M), w=(wl  .... , win) 

6 T~(x)(N) and w =(~(X)(v), then 

w t = ~ ' q j ( X )  v', ] = 1  . . . .  ,m. 
l - 1  

(Here (~,~j(X) is defined by (1.1)). The adjoint transformation (~q(X))* is represented in 

a similar way by the transposed matrix (~jqt(X)). We define 

f n m /1 /2  

thus l is just the inner product norm {trace ((~9~(X))*~q(X))}~. Next, we let Jq~(X) 

denote the signed area magnification factor of q computed relative to the given area forms 

~/, O. That  is, letting 

Aa(~(X)): Aa(T~(x)(IV))-~Aa(Tx(M)) 

be the linear map of 2-forms induced by ~q(X), we define the real number Jq(X) by 

(1.7) Aa(8~(X))da)(~(X)) = Jg~(X))](X), XeM. 

Notice that  this makes sense as a definition for Jq~(X) because A2(Tx(M)) and Aa(T~(x)(N)) 

are 1-dimensional vector spaces spanned by the unit vectors ~(X) and dxo(~(X)) respect- 

ively. Notice also that  I J~(X)[ =]]Aa((~(X))H. in  fact, 

j~(x) = + [ J A , ( o ~ ( x ) ) ] l ,  

with + or - according as ~ preserves or reverses orientation at X. 
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(1.8) De/inition. We say ~0 is (A1, A~)-quasiconformal on M if A1, A2 are constants with 

A~ >t 0, and if 

I ~ ( X )  [ ~ < A1J~(X) + A2 

at each point XEM.(2) 

The geometric interpretation of this condition is well known: 

O9(X): Tx(M) ~ Tr 

maps the unit  circle of Tx(M) onto an ellipse with semi-axes a and b, a >/b, in Tq,(x~(N), and 

IO~(X)l~=a~+b ~, IJq~(X)l-~ab. 

Thus the definition (1.8), with Az=0, implies 

a2+b~<~ IAllab, 

which implies l A11 >~ 2 and 

a < ~ ( ~ + V - A ~ - I )  

Furthermore, (1.8) can hold with [ A~ I -- 2 if and only if a = b; that  is, either ~}~(X) = 0 or 

5~0(X) takes circles into circles. This latter property holds if and only if ~ is con/ormal at X. 

In case A~ 4=0 a similiar interpretation holds if a ~ + b ~ is sufficiently large relative to 

A2; an important point however is that  in this case condition (1.8) imposes no restriction 

on the mapping ~ at points X where I ~ ( X )  I is sufficiently small relative to A2. 

(1.9) Examples. (i) A classical example considered by Morrey [2] and Nirenberg [3] involves 

equations 
2 

a,j(x) D,ju - b(x) 
l . J~ l  

on a domain ~ c R ~, with conditions 

2 

I~['< ~ ~.(x)~,~,<~d~l ~, xe~,  ~ea  ~ 
t , ] - I  

Provided that  supa I Du I < 0% we can define M, N, q0 by M = ~,  N -- {x e R~: Ix I < supa [ Du I } 

(see example (1.5)(i)) and 

= D~: M ~ N .  

(2) Not ice  tha t  we  do not require ~ to be 1-1.  
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In this case we have J(q~)=(Duu)(D22u ) -(D~2u) 2, 16912-- [ D 9 [ ~ = ~ , ~ 1  (D, ju) ~, and 

is (A1, Aa)-quasiconformal with A 1 = - 221, A~ =41) 2. To prove this last assertion we choose 

coordinates which diagonalize (Dtju(x)) at a given point X=Xo; in these coordinates the 

equation takes the form 

where 

1 ~< :q ~< 2a, 

Squaring and dividing by ~1 ~ then gives 

i = l , ~ ,  laf <43. 

~ ((Dll ~)2 + (D~ ~)) < - 2(Dll ~) (D~ ~) + ~. 

In the original coordinates, this gives 

2 

(D~ju) 2 <~ - 2~I((DllU ) (D2~u) - (DlzU) 2) + 41 42 
Lt=1  

as asserted. 

(ii) Another important example of a quasiconformal map arises by considering the 

equations o/mean curvature type; that  is, any equation of the form 

2 

a~j(x,u, Du)Dt~u=b(x,u, Du), xe~ ,  
t,,1-1 

where the following conditions (see [7] for a discussion) are satisfied: 

2 2 2 

t ,1-1  f , l = l  L ) , : I  

(a) 

where 

g'J = 6 . - ~ , , v .  ~,, = - D , u / V 1  + I D u l  ~, 

(b) [b(x, u, Du) I <4~V1 + I Dul2. 

I t  is shown in [7] that  (a), (b) imply that  the graph M = { X = ( X l ,  x2 ,  xa): Xa=U(Xl, x2) } 

has principal curvatures ~1, us which satisfy, at each point of M, an equation of the form 

where 

Squaring, we obtain 
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~ +  ~-~-~ = - 2~1x2 + ~ 

25 

2 2 
nl +n2 ~Atn tn2+Az ,  

A1 = -2~1, A2 =212 . 

We now let N=S2+ (see example (1.5) (ii)) and we let ~o: M - + N  be the Gauss map v, 

defined by setting v(X) equal to the upward unit  normal of M at X; tha t  is, 

v(X) = ( - D u ( x ) ,  1 ) IVI+ fDu(x)l~, X = (x,u(x)), x e ~ .  

Then, as is well known, 

Jr  -= K ==- x1~2 ( = Gauss curvature of M). 

(This is easily checked by working with a "principal coordinate system at X"; that  is, 

a coordinate system with origin at X and with coordinate axes in the directions el(X), 

e2(X), v(X), where el(X), e~(X) are principal directions of M at  X.) 

Furthermore (and again one can easily check this by working with a principal co- 

ordinate system at X) 

I~l ~ = ~ + ~ .  

Thus the inequality (1.10) above asserts that  the Gauss map v is (A1, A2)-quasiconformal 

with A 1 = - 241, A2 =112~. 

Thus the main H61der continuity result we are to obtain below (Theorem (2.2)) will 

apply to the gradient map x ~ D u ( x ) ,  x E ~ ,  in the ease of uniformly elliptic equations (as 

in (i)) and to the Gauss map X ~ v ( X ) ,  X E graph(u), in the case of equations of mean 

curvature type. In  the former case one obtains the classical estimate of Morrey-Nirenberg 

concerning H61der continuity of first derivatives for uniformly elliptic equations; in the 

latter ease we obtain a new tt61der continuity result for the unit  normal of the graph of 

the solution of an equation of mean curvature type. (See the remarks at the beginning of 

w 4 below and the reference [7] for further discussion and applications.) 

We conclude this section with some notations concerning the subsets obtained by 

intersecting the surface M with an n-dimensional ball. We write 

SQ(X1) = { X e M :  I x - x l l  <~} 

whenever X 1 E M and ~ > 0. X 0 E M and R > 0 will be such tha t  

(~Y ~ M ) n  {XeR": lX-Xol <R}=r 
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(here M denotes the closure of M taken in Rn), so tha t  ~qa(X0) is a compact subset of M. 

A 3 will denote a constant such tha t  

(:.11) 

Here and subsequently we let 

s~(x~). 

(3R/4) -~ I Saa/,(X0) I ~< As. 

IS~(XI) I denote the 2-dimensional Hausdorff measure of 

In  the important  special case when M is a graph with (A1, A~)-quasiconformal Gauss 

map, we will show in w 3 tha t  A 8 can be chosen to depend only on A 1 and A~R 2. 

I t  will be proved in the appendix tha t  

(1.12) a-~l&(XO[ < ao{e-2[S~(X,)[ + fs~(~l)H'dA } 

for any XleSR(Xo) and any a, ~ with 0 < a ~ < ~ < R  - [X1-Xol .  (Here H denotes the mean 

curvature vector of M.) 

w 2. The Hiilder est imate 

The main HSlder continuity result (Theorem (2.2) below) will be obtained as a con- 

sequence of estimates for the Dirichlet integral corresponding to the map ~: M-~N (cf. 

the original method of Morrey [2].) For a given X 16Ssl2(Xo) and ff 6(0, R/2), the Dirichlet 

integral is denoted ~)(X 1, ~), and is defined by 

~(X1, ~) = fs~x,)l&f 12dA. 

Before deriving the estimates for these integrals, some preliminary remarks are needed. 

We are going to adopt  the standard terminology tha t  if ~ is a k-form on N(k = I, 2) then 

r  denotes the "pulled-back" k-form on M ,defined by 

( ~ ) ( X )  =A~(~(X))~(~();)) ,  X 6M. 

Thus, letting h be an arbi trary C 1 function on M, and using the definition (1.7) together 

with the relation 

~ d  = d9~ a, 
we have 

(2.1) d(lup#N) = dh A q~#eo + hJ~dA, 

where dA denotes the area form ~ for M. We also need to note tha t  if X 1 E ~qn(X0) and if 

rx~ is the Euclidean distance function defined by 
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(2.2) rx,(X) = Ix-x~l, x e R  n, 

then, by Sard's theorem, we have that, for almost all ~ e (0, R -  [X I -Xo[), 5rx, vanishes 

at no point o/~S~(X1). For such values of 0 we can write 

N(Q) 

(2.3) eSQ(XI) = U P(]), 
j=l 

where zY(~) is a positive integer and 1~ j), j = 1 ..... ~Y(~), are C 2 Jordan curves in M. Thus, 

by Stoke's theorem, for almost all ~ E (0, R - I X  1 -X0[  ) (2.1) will imply 

~s, = - f s ,  ^ ~#~o N(,) r . (2.4) hJg~dA + Z Ir(J)hq ~ w. (x,) (x,) dh j=, a~ q 

(We are assuming that  the F(0 j) are appropriated oriented.) In  ease h has compact support 

in So(X1) we can write 

(2.5) ~ h J ~ d A =  - f s  dh A q~*oJ, 
Q(X,) Q(X,) 

and of course this holds for all ~ e (0, R - I X1 - Xo [ )" 

The following lemma gives a preliminary bound for ~)(Xo, R/2). 

LEMMA (2.1). I[ q~ is (A 1, A2)-quasicon/ormal, then 

~)(Xo, R/2) <<. c, 

where c depends only on Ae, A1, A~ R ~ and As. 

Proo]. We let v 2 be a C 1 "cut-off function" satisfying 0 ~<~ ~< 1 on M, ~ - 1 on Sw~(X0), 

~ - 0  outside S3w4(Xo) and SUpM [&p[ <~5/R. (Such a function is obtained by defining 

y(X) =7(I X - X 1 [ ) ,  where 7 is a suitably chosen CI(R) function.) 

Since 

(2.6) ~ w =  ~ w,o(pd(p,, 
I=1 

w e  can easily check, by using (1.4), that  

I(d~ ^ ~'~)(x) l  < A0 I~(x)  l I~ (x)  l < 5R-~AoI~(X) I, X e M. 

(Here, on the left, [ ] denotes the usual inner product norm for forms on Tx(M).) Then 

by using (2.5) with X 1 =Xo, ~o = R and h =~z, we easily obtain 
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The quasiconformal condition (1.8) then implies 

R(Xo) J SR(Xo) J SR(Xo) 

Using the Cauchy inequality ab < �89 s + �89 2 and the definition of Aa, we then obtain 

R(Xo) d SR(Xo) 

Since ~0 = 1 on SR/2(Xo), the required inequality then follows (with c = (100A02 A~ + 2A~ R2)A3). 

The next  theorem contains the main estimate for D(X1, 0). In the statement of the 

theorem, and subsequently, A 4 denotes a constant such that  

f sR/2(xo) H~dA < A4, 

where H is the mean-curvature vector of M. (See [4].) 

T~EOR~M (2.1). I[ q~ is (A1, A2)-quasieon/ormal, then 

D(X1, e) < c(e/R)= 

/or all X z E Sn/4(xo) and all ~ E (0, R/4), where c > 0 and ~ E (0, l) are constants depending only 

on Ao, A1, A~ R a, A 8 and A,. 

r r,<J)d_ _ ~ F~oJ)dcfjds =0. Proo/. Since the curves F(o j) of (2.3) arc closed we have j~q  ~ -  

(Here ds denotes integration with respect to arc-length and dqDJds denotes directional 

differentation in the direction of the appropriate unit tangent T of F(qs); that is dcft/ds = 

T.~q~.) Then by (2.6) we have 

where X Cj) denotes an initial point (corresponding to arc-length =0) of I'(o j). Then using 

(2.4) with h = 1, we obtain 

(2.7) I f scx.)Jq) dA l = j~) ~(o,) ~ ( eh ocp - ~o, ocf( X(')) ) ~ ds f 

1=I ( r ; i )  
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I~ov l  < sup ]no~ I [~vl-<< Aol ~vl, 

(2.7) and (2.8) clearly imply 

(2.9) Ifs~(x,)J~dA < A0~(~)rr/J6 ') ~,  ds} 2 

N(q) cp[ ds) 2 

=Ao(~sq(x,)(]&f[]~rx,[-1/u)([~rx,[1/2)as) 2 

A d d 

Here rx, is as in (2.2) and in the last equality we have used the differentiated version of the 

co-area formula: 

d 
~ fs,(x,)hdA= ~s,{x,) h[~rx,[ds 

whenever h is a continuous function on M. 

Now by using (1.12) and the identity (A.2) with h - 1, it is easily seen that  

d fs [ 6rxl [2dA ~ Cl O, (2.10) ~ q(x,} 

where c 1 depends only on A a and A 4. Hence, by combining (2.9) and (2.10) we have 

fsq{x,)Jq)dA[~ci A o O ~  ~(XI,  ~). 

The condition (1.8) then implies (after using (1.11), (1.12)) 

, d 
Z)(X1, 0) ~< c1 ([A,[Ao0 ~ V(X1, O) ~ A.2~ 2) 
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for almost all ~ E (0, R/4). If we now define 

E(q) -- I~(XI, q) +A~q 2 

we see that this last inequality implies 

E(e) ~<c2eE'(e), a.e. ee(o,  R/4), 

where c, depends only on A0, A1, A 3 and A 4. This can be written 

d 
d~ log E(q) ~>c;lq -I, a.e. qE(0, R/4). 

Since E(~) is increasing in Q, we can integrate to obtain 

log (E(q)/E(R/4)) ~< c; 1 log (4q/R), q ~ R/a; 
that  is 

(2.11) ~(~) ~4~E(R/4)(q/R)% a =c; 1, qE(O, R/4). 

Since SR/4(X1)c SR/~(Xo), we must have 

(2.12) g(R/4) ~< O(X 0, R/2)+ A2(R/4) *. 

The required estimate for D(X1, ~) now follows from (2.11), (2.12) and Lemma (2.1); 

note that the exponent a is actually independent of A s. 

We next  need an analogue of the Morrey lemma ([2], Lemma 1) for surfaces; this will 

enable us to deduce a H61der estimate for 9~ from Theorem (2.1) (ef. the orginal method 

of Morrey [2].) 

LEMMA (2.2). Suppose h is C 1 on M and suppose K > 0 ,  fiE(0, 1) are such that 

sQ(x, I Oh I dA < Kq(q]R) ~ 

]or all X 1E Sw,(Xo) and all ~ E (0, R/4). Then 

sup I h(X)-- h(X0)[-<< eK(o/R)~, q e(O, R/4), 
XeS~(Xo) 

where c depends on A3 and A,,  and where S*(Xo) denotes the component o/So(Xo) which contains 

X o �9 

This lemma is proven in the appendix. 

We can now finally deduce the HSlder estimate for quasieonformal maps. 
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TI~EOREM (2.2). I/q~ is (A1, A~)-qua~icon/ormal, then 

sup 19(X) - 9(X0) ] < c(e/R) ~/2, e e(O, R]4), 
XeS~(Xo) 

where c > 0  depends only on A0, A1, A2R ~, As and A a and where xe(0,  1) is as in Theorem 

(2.1); S*(Xo) is as in Lemma (2.2). 

Proo/. Let X x be an arbitrary point of Sa/4(Xo). By the HSlder inequality, (1.12) and 

Theorem (2.1) we have 

fs  IOqJ, tdA<c'(c)~t~e(e/R)~2, ee(0 ,  R/4), i = 1  }m 
~(XD 

where c, :r are as in Theorem (2.1) and c' depends on As, Av Hence the hypotheses of 

Lemma (2.2) are satisfied, with fl=:r and K=c'e ~/2. 

w 3. Graphs with (A1, A2)'qmmieoniormal Gauss map 

In this section M will denote the graph {X = (x, z): x E~,  z = u(x)) of a C~(~) function 

u, where ~ c  R ~ is an arbitrary open set. x 0 will denote a fixed point of ~,  and it will be 

assumed that  ~ contains the disc Dn(xo)={x eR2: ] x - x  o[ < R}. X 0 will denote the point 

(Xo, u(xo) ) of M and v will denote the Gauss map of M into S~+ defined (as in (1.9) (if)) 

by setting v(X) equal to the upward unit normal at X; that  is, 

(3.1) v(X) ~(x )=( l+[Du(x) lZ) - t ( -Du(x) ,  1), X = ( x , u ( x ) ) , x e ~ .  

We already mentioned in (1.9) (if) that  J v = K = u i x  2 and I(~vlz=~+u~, where ul, u2 

are the principal curvatures of M. Hence the Gauss map v is (A 1, A~)-quasieonformal if 

and only if 

(3.2) ~ +• < A1K +A2; 

this inequality will be assumed throughout this section. The remaining notation and 

terminology will be as in w 1 and w 2. 

In order to effectively apply Theorem (2.2) to the Gauss map, we first need to discuss 

appropriate choices for the constants A0, As and A 4. 

To begin with, we have already seen in (1.5) (if) that  in case N =$2+ we can take A 0 =4.  

z + ~  A Next we notice that,  since [(~v [ 2 = u~ + u~, Lemma (2.1) with T = v gives Ssaj2(x0) (ul uz) d 

~<c, where c depends only on A1,A2R ~ and Av Thus since x~+~>�89189 ~ we 

can in this case make the choice A4 = 2e. The next  lemma shows that  we can choose As 

to depend only on A1, A~ R 2. 
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LEMMA (3.1). I] XI ESa(Xo) and QE(O, �89 ]X1 -X01)) , then 

[8~(X1) I < ce ~, 

where c is a constant depending only o n  A 1 and A s R ~. 

Proo/. We will use the well-known identities 

(3 .3 )  Av~ + v ~ ( ~  + ~ )  = ~ H ,  l=1 ,2 ,3 ,  

A 3 where H =~1 +~2 is the mean curvature of M and = ~=1 ~ is the Laplace-Beltrami 

operator on M. We will also need the first variation formula: 

(3.4) fM~,hdA=fM~,HhdA, i =  1 ,2 ,3 ,  

which is valid whenever h is a C 1 function with compact support  on M. Finally, we will 

need to use the fact that  if $ E C~(~ • R), then 

8 3 

(3.5) A(;[M)= E (~,j-v, vj)D,,~+tt E v,D,~ 
t , J = l  4-1 

on M; one easily checks this by direct computation together with (1.2). 

We now let h/>0 be a C2(M) function with compact support  in M. Multiplying by h 

in (3.3), with i =3, and integrating by  parts with the aid of (3.4), we obtain 

that  is, since z~  + z~  - (u 1 + z2)  2 = - 2~ lu 2 = - 2K, 

- 2 ~ Khv.dA = f M( - V, A h -  (~t + ~,) 6.h) dA. 

Choosing h of the form h(X) = ~(x), X = (x, u(x)), x E ~, where $ E C2(~) has compact support  

we then deduce, with the aid of (3.5) and (1.1)-(1.2), 

2 

Replacing ~ by ~ and using (3.2), it is easily seen tha t  this implies 

L(~I 2 + ~) ~(x) ysdA 

< 21A~I IDr162 ID,,r162162 vadA+A~ r dA. 
f . ] - I  
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(3.7) ~ 
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(3.8)' fn(~ + 7~ss) ~Sdx< c,Q-~ f D,q(~(,))dx= 4caO-sn~-- 4carc 

where 

where cs is an  absolute constant .  Then, since A s ~< (A~RS)/~ s, (3.7) implies 

(3.8) + -s f , .dA. 
J Mfl(D~(x(I)) • R) 

where c a depends only on A~ and As R 2. 

Next  we notice that ,  since M is the graph of u, if / is any  given continuous funct ion 

on M then 

fM/dA= fn[(x) l/l + [Du(x)lSdx, 

where f is defined on ~ by  f (x)=/(x ,  u(x)). I n  part icular  since l / l + [  Du(x)Is =(va(x))-, ' 

w e  h a v e  

Hence (3.8) can be wri t ten 

~(x) =ul(x,  u(x)), xE~, i = 1 ,  2. 

Wri t ing A = ~1 + ~s, not ing t h a t  R s - s - s ~< 2(xl + ~s) and using H61der's inequality,  we then have 

f I" ~il/s 

3 -  772904 Acta mathematica 139. Imprim6 ie 14 Octobre 1977 

where c 1 depends only on A 1. 

Now let x (1) E ~  be such t h a t  X 1 = (x (1), u(x~ note  t ha t  Dso(x(1))c ~ and choose 

such tha t  

0 ~< ~ ~< 1 on gl, ~ --- 1 on D~(x(1)), ~ - 0 on R 3 - Dso(x(1)), 
2 

suplD~l<cJe, sup • [D~j~[<cs/~ ~, 
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We now let M_ denote  the  region below the  graph  of u; t h a t  is, 

3 / _  = {X = (x ,  z): x ~ ,  z < u ( ~ ) } .  

Also, let t ing B ~  ]X -XI [  <a} ,  we take  7 to be a C ~ funct ion on R a such t h a t  

0 ~< ), ~ 1 on R a, y --- 1 on Bq, 7 -- 0 on R a - B2~ , supn IDTI < c~/o.  

Applying the  divergence theorem on M_ we have  

fM)'~(X)~'" vdA = fM_ div (),r 

Here  we take  v to be a C1(~ • It) funct ion defined b y  

v(x, z) --v(x)=(1 + [Du(x)[~)-112(- Du(x), 1), xe~l ,  z e R .  

Hence  we obta in  

(3.11) 

Finally,  noting t h a t  

I SQ(X1)I < tfM_{7~(x)div ~ + v. D(7~(x))} dxdz.  

2 2 

(3.12) div ~(X)-~ ~ D, vi(X ) =- ~ D,~'t(x) = fI(x),  X = (x,z)E~ x R, 
~=1 t = l  

and using (3.11) together  wi th  the fact  t ha t  I D(7~(x))[ ~<2C~ -1, we easily deduce the 

required area bound from (3.10). 

Thus  we have  shown t h a t  As, A4 can bo th  be chosen to  depend only on h i ,  A2 R2. 

Hence  Theorem (2.2) gives the  Hhlder  es t imate  

(3.13) sup Ir(X)-v(Xo)l<~c(e/R) :', eE(0,  R), 
XeS~(Xo) 

where c > 0  and ~E(0, I) depend only on At, A2R ~. Notice t h a t  we assert  (3.13) for all 

E (0, R) ra ther  t h a n  ~ E (0, R/4) as in Theorem (2.2). We can do this because I vl = 1 

(which means  an inequal i ty  of the form (3.13) t r ivia l ly  holds for ~)E (R/4, R)). 

We now wish to  show t h a t  an inequal i ty  of the  form (3.13) holds wi th  SQ(Xo) in place 

of S*(X0); we will in fact  prove  t ha t  there is a cons tan t  0 E (0, 1), depending only on A1, A2R 2 

such t h a t  S~(Xo)=So(Xo) for all e <~OR. 
We first use (3.13) to deduce some facts  abou t  local non-paramet r ic  representa t ions  

for M.  Le t  
s = s~(Xo) 

~q = {(}, r (~, ~) = ( x - x  o, Z-Zo)Q, (x, z)eS} 
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where 0E(0, 1), zo=U(Xo) and Q is the  3 •  or thogonal  ma t r ix  wi th  rows ca, e~, v(X0), 

where el, e 2 are principal  directions of M a t  X 0. Since M is a C 2 surface we of course know 

tha t  for small enough 0 there  is a ne ighbourhood U of 0 E R ~ and  a C2(U) funct ion ~ with  

DS(0) = 0  and  

(3.14) ~ = graph  q2 = {($, ~): ~E U, ~ = ~(~)}. 

Fur thermore ,  let t ing 

(3.15) ~(~) = (1 + [Da(~) [ ' ) -~( -Da(~: ) ,  1), ~:e U, 

we have  by  (3.13) t h a t  

] ~(~)- ~(o) 1 < cO~, ~ e u, 

where c, a are as in (3.13). T h a t  is, b y  (3.15), 

(1 + ]Da(#)I*)-IID~(#)] ~ + ((1 + I D~(#) 12)-*- 1)* < (cO=)*, 

which implies 

(3.16) [nb(~)]  < (1 -(c0~)2)-~c0 ~ < �89 ~e U, 

provided 0 is such t h a t  

(3.17) cO a <~ 1/4. 

~6U, 

Because of (3.16), we can infer t h a t  a representa t ion  of the form (3.14) holds for any  

0 sat isfying (3.17). 

For  la ter  reference we also note  t h a t  (3.16) implies 

(3.18) Do~/2(O ) c U. 

The nex t  l emma  contains the connect iv i ty  result  referred to above.  

LEMMA (3.2). There is a constant 0E(0, 1), depending only on A1, A~R 2, such that 

So(Xo) is connected/or each ~ <~OR. 

Proo/. I n  the proof we will let ci, c~ ... denote  constants  depending  only on A1, A~R 2. 

B~, for a > 0 ,  will denote  the  open ball {XERa: I X - X o l  <(~}. 

Let  0 E (0, 1) satisfy (3.17), let ~ = OR/2, let fl E (0, �88 and  define t p  to be the  collection 

of those components  of So/2(Xo) which intersect  the  ball Bp0 i For  each S E t p  we can find 

X 1 E S N B0/4 such t h a t  

(3.19) S ~ S*(X~), 
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and hence, replacing X 0 by X 1 and R by R/2 in the discussion preceding the lemma, we 

see that  S can be represented in the form (3.14), (3.16). Using such a non-parametric 

representation for each S q Sp and also using the fact tha t  no two elements of Sp can 

intersect, it follows that  the union of all the components S fi $p is contained in a region 

bounded between two parallel planes ~h, ~r~ with 

(3.20) d(~, n~) < c,(~ +o~)e. 

Here d(~ 1 ~2) denotes the distance between ~1 and ~2 and ~ is as in (3.17). 

Our aim now is to show that,  for suitable choices of ~ and 0 depending only on A 1 

and A~R ~, there is only one element (viz. S*I~(Xo) ) in $~. Suppose that  in fact there are 

two distinct elements $1, S 2 E Sp. We can clearly choose $1, S 2 to be adjacent in the sense 

that  the volume V enclosed by S 1, S~ and ~Br intersects no other elements S E $~. Thus 

V N Bpr consists either entirely of points above the graph M or entirely of points below M; 

it is then evident that  if the unit normal v points out of (into) V on $1, then it also points 

out of (into) V on S~. Furthermore by  (3.20) we have 

(3.21) volume (V) < c~(fl+O~)Q ~, 

(3.22) area (V N OBo/2) <~ ca(~+O~ 2. 

An application of the divergence theorem over V then gives 

fsv"dA+fsv'vdA=+{fvdivvdxdz-fa,,~,, ,n"dA }, 

where ~/is the outward unit normal of ~Ba/2. By (3.22) and (3.12) this gives 

(3.23) area (81) + area (82) ~< fvlrl(x) ldxdz + cs(/~ + 0 �9 ) ~ .  

Also, by (3.8)' and (3.21), 

fvlPl(x)[dxdz<~ (fvtl'(x)dxdz) l~' {volume (V)} ''~ 

<~ ( ~ ,  A'(x) dxdz) l/2{c.(fl + Oo')ps} ''2 
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Hence (3.23 gives 

(3.24) area ($1) +area  ($2) ~< cs]/~+O~Q ~. 

On the other hand by using a non-parametric representation as in (3.14), (3.16) we 

infer that  

(3.25) area (S) >~ c6~ 2 

for each S E $p, where c s > 0 is an absolute constant. 

(3.24) and (3.25) are clearly contradictory if we choose fl, 0 small enough (but depending 

only on A 1 and As R2). For such a choice of fl, 0 we thus have 

Spo(Xo) = M fl Bpo = So/2(Xo) N B~o = S~MXo) fl Bpo. 

But by using a representation of the form (3.14), (3.16) for S~/2(X0), we clearly have 

S~I~(Xo) fiBpQ connected. Thus Spo(Xo)=SpoR/,(Xo) is connected. The lemma follows 

because the choice of fl, 0 depended only on A1, As R 2. 

Because of the above connectivity result we can replace S*(Xo) in (3.13) by So(Xo) 

for Q <<.OR. However since I rl  =1,  an inequality of the form (3.13) is trivial for ~ >OR. 

Hence we have the result of the following theorem. 

THEOREM (3.1). For each ~ e (0, R) we have 

sup Iv(X) - v(X0) [ ~< c(q/R) ~, 
XESQ(Xo) 

where c > 0 and ~ E (0, 1) depend only on A1, As R ~. 

Remark. The above inequality implies 

(3.26) [ , ( x )  - , (X)  I < c'(I x - X I IR) ~, x ,  X e sR/~(Xo) 

(c' =4~c). This is seen by using X in place of X o and R/4 in place of R. 

w 4. Graphs with (A1, 0)-quasieonformal Gauss map 

Here the notation will be as in w 3, except tha t  we take A~=0 always; tha t  is, we 

assume that  the graph M of u has (A1, 0)-quasiconformal Gauss map. I t  will be shown that  

there are a number of special results which can be established in this case. 

We note that,  in particular, the graph of a solution of any homogeneous equation of 

mean curvature type (i.e. an equation as in (1.9) (ii) with b - 0 )  is (A1, 0)-quasiconformal. 
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Hence the results of this section apply in particular to these equations. (See [7] for further 

discussion.) 

Our first observation is that  if ~ = R  2, then we can let R-~ ~ in (3.26) to obtain 

v ~ const.; that  is, u is linear. Thus we have 

THeOReM (4.1). Suppose E2 = R  2 and ~ is (A1, O)-quasicon/ormal. Then u is a linear 

/unction. 

Remark. Actually this theorem can be deduced directly from Theorem (2.1) (by letting 

R-->c~) without first proving (3.26) (or even (3.13)). However note that  Lemma (3.1) 

is still needed to show that  A 3 can be chosen to depend only on A r 

Before proceeding further, we want to establish an interesting integral identity 

(equation (4.5) below) involving the Gauss curvature K of the graph M. 

Recall first that  K is the area magnification factor for the Gauss map; hence since the 

area form for S~+ is deo, where w(X)= (1 +xa) - l ( -x2dx  1 + XldX2) (see (1.5) (ii)), we have the 

identity 

(4.1) KdA = deo*, co* = v#o~ = (1 d-va)- l ( -v ,  dv 1 +VldV2), 

where dA is the area form for i .  Since ~3= 1 ~2= 1~)[2=1, we have 

(4.2) dv a = --Y31 (VldVl + v2dv,), 

and using this in (4.1) yields the identity 

(4.3) KdA =v~ldVl /x dr2. 

Now, by using (4.1) together with Stoke's theorem, we deduce 

(4.4) fM~KdA = - fMd~ A w* 

for any ~ECI(M) with compact support in M. In particular, choosing ~ of the form $ =  

~(va)~l , where ~ is a CI(R) function and ~IECI(M) has compact support in M, it can be 

checked, by using (4.2) and (4.3), that  (4.4) implies 

f M~l(~(~3)- (1-va) ~'(~a)) K dA = - fM,(~a)d~l A O~*, 

which can be written 

(4.5) /M$1((1-v3)~,(vs))'KdA = fMT(vs)d~l A O~*. 
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We will subsequent ly  need the following inequali t ies for the  principal  curva tures  

~1, ~ of M: 

(4.6) ( 1 - v~) min  { ~ ,  ~ }  ~< ] ~v s 12 ~< (1 - ~ )  m a x  { ~ ,  u~ }. 

To prove  this, first  recall t h a t  the 3 • 3 ma t r ix  ( ~ v j ) i s  the second fundamen ta l  form 

for M in the sense t h a t  there  are or thogonal  t angen t  vectors  (principal directions) 

e ") = (e~), ~2~ ~3~(~)~1, i = 1, 2, such t h a t  

3 

_~ (~j ~)  e~') = ~, e~ ~, i = 1, 2, k = 1, 2, 3. 
1=1 

Since ~= l (~yk )~ j  =0 ,  k = 1, 2, 3, we can set k = 3 in these identi t ies  to give 

(des) (~:le~ 1), (2) = u2 e8 , O) Q, 

where Q is the or thogonal  ma t r i x  wi th  rows e (1), e (2), v. Thus  

[(~Y312 = ~:21e(lh2 -I- x 2/ ' (2) '2  1~ 3 ] 2~3  ] �9 

/.(1)~2 + ~e(2)~--1 ~ because (e(a 1), e (3) va) is the (4.6) now easily follows b y  not ing t h a t  ~3 j t 3 i - -v3 ,  ~ , 

third column of the or thogonal  ma t r ix  Q. 

Now we are assuming the Gauss m a p  of M is (A1, 0) quasiconformal;  t ha t  is 

(4.7) [ (~v [~ = U~ -t- u~ ~< A 1 U 1~2 = h i  K. 

This implies 

m a x  {~12, u~} < h~ min  {u~, u~}, 

and hence, since [(~v[2 = ~  +u~, (4.6) implies 

(4.8) �89 - ~ i ) h ~  I ~1~< 1~1~ < (1 - ~ ) I ~ l  ~ 

This inequal i ty  will be needed in the  proof of the  following theorem,  which gives an 

interest ing H a r n a e k  inequal i ty  for the  quan t i ty  v(X) ,  defined by  

v(X)  = g l +  ID~(~)l ~, x =(~ ,  u(~)), ~ e n .  

(Note t ha t  v = v ~  1 on M.) 

T H E O R E ~  (4.2). I /  V is (A1, O).quasicon/ormal, then 

sup v~<c inf v, 
z~R(xo) s~R(xo) 

where v is as defined above and c is a constant depending only on A r 
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Before giving the  proof  of this theorem we note  the following corollary. 

COROLLARY. I] u ~ O  on the disc Da(x0) , then 

I Du(xo) l < c~ exp {c~u(xo)/ R }, 

where cl and c 2 depend only on A 1. 

Proo/ o/ Corollary. Let  

and  let y E G be such t h a t  

G = {z e /~ /3 (x0)  = u(x) < u(x0)} 

I Du(y)] = inf I Du]. 

Now take  a sequence X 0, X~ . . . . .  X N of points  in M N ( G •  with [X~-X,_I[  <.�88 

i = 1 . . . . .  N,  and  with X N = (y, u(y)). Clearly, repeated  appl icat ions of Theorem (4.2) imp ly  

(4.9) V1 + I Du(~0)]3 < dV1 + } Du(y)I ~. 

Also, it is not  difficult to see t h a t  it is possible to choose N such tha t  

(4.10) N ~< el(1 +U(Xo)/R), 

where cl is an absolute  constant .  The required result  now follows f rom (4.9) and  (4.10), 

because ]Du(y)] <. 2u(xo)/R. (To see this, we note  t h a t  ei ther  Du(y)= O, or else one can 

app ly  the mean  value theorem to the  funct ion ~p(s)=u(x(s)), s E [0, R/2], where x(s) is the 

solution of the  ord inary  differential  equat ion  dx(s)/ds = -Du(x(s)) /[Du(x(s))[ ,  s E [0, R/2], 

with x(O)=Xo. ) 

Proo/o /  Theorem (4.2). Since we can v a r y  X 0, it suffices to prove  the  l e m m a  with  

OR in place of R,  where 0 E (0, 1), provided the  eventua l  choice of 0 depends  only on A r 

We first  consider the  case when us(X ) > �89 a t  some point  of Sos(Xo). Then  provided 

0 is small enough to ensure cO ~ <�89 where c and  a are as in Theorem (3.1), we can use 

Theorem (3.1) to deduce ua(X ) >~c 1 > 0  a t  each poin t  X of Soa(Xo), where c 1 depends  only 

on A1. Then,  since v=v~ 1, the  required result  is established in this case. Hence  we can 

assume % ( X ) < }  a t  each poin t  of SoR(Xo). In  this case we can replace ?(va) in (4.3) by  

?(v,)/(1 - v s ) ,  p rovided  7(v8)~1 has  suppor t  conta ined in SoR(Xo). This gives 

(4.11 ) ~17'(va) K gA = j ~  1 - v----- 3 ar A 



A HOLDER ESTIMATE FOR QUASICONFORMAL MAPS 41 

Now one easily checks that  

(4.12) Idr Ao *l < lar la l, 

and, by the quasiconformal condition (4.7) we can use (4.8) to deduce 

(4 .13)  fM~ r'(va)] (~va ]adA <. c fMT'(Va)18r I I ~ l  dA 

whenever ~lY(vs) has support contained in SoR(Xo), where c depends only on A r  

Now if we also take 0 small enough (depending on A1) to ensure that  (3.17) and the 

conclusion of Lemma (3.2) both hold, then SoR(Xo) is topologically a disc, and one can 

easily check that  (4.13) implies that  v s satisfies a maximum and a minimum principle 

on each open subset of SoR(Xo). (If, for example, ca(X1) > supov v3 for some X 1 q U= SoR(Xo), 

U open, then we choose 7 such that  7(t)-~O for t<�89 7 ' ( t )>0  for 

t>�89 vs} (so that  7(v3(X1))>0) and choose r  on San(Xo)~ U and r =1 

on {X E U: %(X) > �89 + super vs) }. Then ~r  when 7(vs) =4=0, and hence (4.13) 

gives 

f v~' (~s) l ~vs l2 dA = 0; 

that  is, v a = const, on each component of {X: vs(X ) > �89 + supov ca)}, which is clearly 

absurd. Similarly one proves that  va satisfies a minimum principle on U.) 

We now choose ~1 in (4.13) such that  ~1--1 on Sson/4(Xo), ~x =0  outside SoR(Xo) and 

supM I~11 ~< 5~(OR). Also we choose ?(vs) = v~'. Then using the Cauehy inequality, Lemma 

(3.1) and (4.13) we can prove 

f < c, 
S30RI4(Xo) 

where w=log  v~' (so that  5w= -v~16vs) and where c depends only on A r Thus, again 

using Cauchy's inequality and Lemma (3.1), we have 

1" 
(4.14) | [SwldA~< ' .~c R, 

.Is 30R14 (Xo) 

with c' depending only on A1. 

Now let 

~ =  sup w, w =  inf  w, 
SoR/~(xo) SORl~(xo) 

and, for ~ E (w, ~), define 
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Ea = {X ~Sze~/,(Xo): w(X) > ~}, 

C). = {X ~S3OR/4(Xo): w(X) = ~}. 
By the co-area formula 

However  we note  t ha t  

Cz N ~S~(Xo) ~ )  

for each ~ E (�89 ~OR), ~ e (w, Cv). (Otherwise either E~ or ~ P)~ has a component  contained 

in Sq(Xo) , which contradicts  the max imum/min imum principle for r 3 on open subsets of 

Son(Xo). ) Hence 

OR 
(4.16) ~-/1(C~) ~ -~-, ~e (w, w). 

Combining (4.14), (4.15) and (4.16) we then have 

~ - w  ~<5, 
i.e. 

sup v3~e ~ inf vz, 
SOR/2(Xo) S3R/2(Xo) 

where 5 depends only on A1. This is the required result because v = y ~ l .  

We can use the Harnack  inequali ty of Theorem (4.2) to prove the following strengthened 

version of (3.26) 

THEOREM (4.3). Suppose v is (A1, O)-quasicon/ormal. Then 

inf ~3}t!X~--X-'/~, X,.~ES.,~(Xo), 
SR/2(Xo) 

where c > 0 and ~ E (0, 1) depend only on A 1. 

Proo/. Supposing tha t  v 8 > �89 at some point  of Sa/2(Xo), the theorem is a trivial con- 

sequence of Theorem (4.2) and (3.26). Hence we assume tha t  v 3 ~ �89 at  each point  of Sn/2(Xo). 

We can then use (4.5) with ?(va) =-v3/(1 -va) ,  thus giving (by (4.12)) 

I;M~I u dA ~c fMYS[O~I[[(~y[dA, 

where c depends only on A 1 and $1 has support  in SR/2(Xo). Then by  Theorem (4.2) we 

obtain 
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(4.17) fM$IKdAI<~c'{ inf va} fMlh~lllh~l dA, 
SR/2(Xo) 

where c' depends  only on A r Then  by  an  a rgumen t  a lmost  identical  to  t h a t  used in the 

proof of L e m m a  (2.1), we see t ha t  (4117) implies 

fz i(~v I~dA < c"{ inf va} 2, 
R/4(X0) SRI2(Xo) 

where c" depends  only on A1. Thus  in the  case ~ = v, with v (A1, 0)-quasiconformal,  we see 

t ha t  the  inequal i ty  (2.12) can be improved  b y  the  addi t ion  of the fac tor  {infsn/2<x0) v3} 2 

on the right.  (Note however  t ha t  we mus t  now use R/2 in place of R in (2.12).) Then  

Theorem (2.1) gives in this case 

fs  [(Sv[2dA<c{ inf ~3}~(q/R) ~ 
R/8(X1) SRI2(Xo) 

whenever  X 1 6 Sn/s(Xo) and ~ 6 (0, R/8), where c > 0 and a 6 (0, 1) depend only on A 1. Then 

apply ing  L e m m a  (2.2) as before, we ob ta in  an inequal i ty  of the  required form. 

Nex t  we wish to point  out  the following global H61der cont inui ty  result  for graphs  

with (A~, 0)-quasiconformal Gauss map.  

THEOREM (4.4). Suppose u is continuous on ~, graph (u I ~1) has (A1, O)-quasicon/ormal 

Gauss map v, and let q) be a Lipschitz ]unction on R 2 with [Dq~(x) l <L, xER 2. Then, i /u  -qJ 

on ~ ,  we have 

lu(~)-u(x) I <c {Ml-~+ [x-~ll-~}lx-~21~, x, ~e~,  

where M = supa l u-cp l and where c > 0 and :r 6 (0, 1) are constants depending only on L. 

Remarks. 1. Note  t h a t  there  is no dependence in this es t imate  on ~ .  

2. Using the above es t imate  as a s ta r t ing  point ,  various local es t imates  for the modulus  

of cont inui ty  of u can be obta ined  near  boundary  points  a t  which u is continuous.  (See 

Theorems 3 and  4 of [8].) 

Proo] o] Theorem (4.4). As described in w 1 of [8], i t  suffices to establish the  gradient  

bound 

sup In(u-(p)u+il~ {Cl(1 +L)l+l~ni}x, u=c2(1  +L+M/Q), 
~'~xo,QI2 

where 

n .... = { en: Xo[ < M = sup [u- 
~Ixo. 
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and where c 1, c~ depend only on A1. This can be proved by a method similar to the method 

used in the proof of Theorem 1 of [8]. Two main modifications are necessary to adapt the 

proof to the present setting: 

(i) In the proof of Lemmas 1 and 2 of [8] we need an inequality of the form [8], (3.12). 

Such an inequality can be obtained in the present setting by choosing 7(va)=v~'~(w) 

(where w=log v~l and ~ is non-decreasing on (0, oo)) in (4.5). By (4.7) and the right- 

hand inequality in (4.8) this gives (since Z(w) is a decreasing function of va) 

(4.18) fM~,(W) (V~II&,[~ + (1--Va)IeSW[2) ~l dA 

-JAIl J~f ~(w) p3id~1 A co $ ~ [AI[JM ~,(w)~)811(~1][(~]dA 

by (4.12). Now for va>�89 we have while for ~a<�89 we have by 

(4.8) that  [~[~ ~< 3A12 [~a [ 3. One easily sees that  then (4.18) implies 

(4.19) 

where c depends only on A1. Replacing ~ by ~12 and using Cauchy's inequality on the right, 

we then deduce 

JM JM 
(4.20) 

which gives 

(4.21) fM)~(w) (I~V + 1~SW ~ dA C'JM I~dA, 
t"  

I Z(w) lS~l 

where c' depends only on A r  This is precisely an inequality of the form [8], (3.12). 

(ii) The only other essential modification required is in the proof of Lemma 2 of [8]. 

In this proof equation (0.1) of [8] was used. In place of this equation we can in the present 

setting use the mean curvature equation (3.12). I t  is necessary to note however the bound 

,IM~i'~Sv[2 ~ dA <~ c' fu'~i~l[2dA 

(which is true by (4.20)). Using this bound we can easily see that  

f ~ (l + ]Du[') IrP~i dx < c' fu[O~ll' dA' 

where /7 is as in (3.12) and ~1 is defined by ~l(x)=~l(x, u(x)), xG~2. This is sufficient to 
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ensure that  the argument of Lemma 2 of [8] can be successfully modified (in such a way 

that  (3.12) can be used in place of equation (0.1) of [8].). 

I t  should be pointed out that  there is an error in equality (3.3) of [8]; the correct 

inequality has supn (u-~0) in place of A* on the right. (This is obtained by  making the 

choice ~ = c~ in (3.2).) This causes no essential change in the proof of Theorem 1 on pp. 

270-271 of [8]. 

We have already pointed out that  the above theory applies to any solution u of a 

homogeneous equation of mean curvature type; we wish to conclude this section with an 

application to the minimal surface system with 2 independent variables. 

We suppose that  u = (u a ..... u n) (n/>3) is a C z solution of the minimal surface system 

2 

(4.22) ~ b~ ~= 0, = =  3 . . . . .  n, 
LJ=I 

on ~ D Ds(0) = {x e R 2 : Ix I < R}, where 

(4.23) bO=O,~ D~u. Dju 1 + ]D~r. , i , j =  1,2.  

Suppose also that  we have an a-priori bound for the gradient of each component u = of u, 

except possibly/or uS; thus 

(4.24) supIDu=]< r , ,  = = 4  . . . . .  n, 
N 

where F, is some given constant. 

We claim that,  because of (4.24), setting = =3 in (4.22) gives (after multiplication by 

a suitable constant) a homogeneous equation of mean curvature type for u 8, with )t 1 in 

(1.9) (if) (a) depending only on F 1 (and with (1.9) (if) (b) holding with ~tz=0 ). This clearly 

follows from the fact tha t  

2 Z 2 

(4.25) Co Z g~ Z b"~,~,<ex Z g"~,~,, ~ ca2,  
~,J-I i , /= l  I , I=I  

where (b ~ is as in (4.23) and (g~J) is given by 

gtj = ~ D~ uaDju 3 
1 + iDual~ , i , j =  1,2, 

and where Co, c I are positive constants determined by F I. The inequality (4.25) is proved 

by first noting that  

Ib"-r I < ~ ( 1 +  IDu~l~) -~, i, j = 1, 2, 
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with c depending on]y on F1, and then using the facts tha t  (b'J), (g'J) are both positive 

definite, with (g~J) having eigenvalues 1, (1 + [DuS[~) -1. 

We thus have the following theorem. 

THEOREM (4.5). The results o/ Theorem (4.2), and its corollary, and Theorem (4.4) 

are applicable to the component u s o/the vector solution u o/(4.22), (4.24), with constants c, at, c 1, 

c 2 depending only on F 1. 

One can of course also prove tha t  the graph of u s satisfies an estimate like tha t  in Theorem 

(4.3). I t  then follows that  each of the components u% at = 3, ..., n, of the vector solution u 

of (4.22), (4.24) satisfies the estimate of the following theorem. 

THEOREM (4.6). Let M~ denote the graph { X  =(xl, x 2 xa): x 3 =u~(xl, x2), (xl, xu) E DR(0)} 

and let ~ = 1 + lDua 12)-~(_ Du% l) denote the upward unit normal. Then, writing Sa/~ = 

{ZeM'~: I X - ( 0 ,  u:(0)) I <R/2},  we have 

x, xesR  , 

where c > 0, ~ E (O, 1) depend only on I~1. 

If  (4.22), (4.24) hold over the whole of R ~, then we can let R-~ c~ in the above, thus 

giving the following corollary. 

COROLLARY. Suppose (4.22), (4.24) hold over the whole o] R 2. Then u is linear. 

I t  is appropriate here to point out a result of R. Osserman [6] concerning removabili ty 

of isolated singularities of solutions of (4.22). As we have done above, Osserman also con- 

siders the case when all but  one component of u satisfies an a-priori restriction (in [6] 

continuity is the restriction imposed). 

w 5. Concluding Remarks 

We wish to conclude this paper with some remarks about  the extension of the results 

of w 3 and w 4 to parametric surfaces M. This can be part ly achieved provided there is a 

constant ~ > - 1  such tha t  the Gauss map v of M maps into Sr 2 = { X = ( x l , x z , x s )  E 

$2: xa>y}; tha t  is, provided v s ( X ) > 7 >  - 1  for each X E M .  If  this is assumed then the 

proof of the main HSlder estimate carries Over in a straightforward manner, giving 

(5.1) sup I v ( X ) -  v(X0) l< c{e/R} ~, 
xes~(x.) 

where c > 0 and at e (0, 1) depend on r ,  A1, As R 2 and R-2[Sa(Xo)[ .  However no appropriate 



A ttOLDER ESTIMATE FOR QUASICONFORMAL MAPS 47 

analogues of L e m m a s  (3.1), (3.2) are known,  even if M is assumed to be s imply  connected.  

Hence  S~(Xo) cannot  be replaced b y  SQ(Xo) in (5.1), and  the constants  c, a depend on 

R-2 [ SR(X) I" I n  case A~ = 0 Theorem (4.3) also has an analogue for the  paramet r ic  surface M.  

In  fact  one can prove,  b y  a s t ra ight forward modif ica t ion of the  me thod  of w 4, t h a t  

(5.2) sup Iv(X) - v(Xo) [ <~ c inf (v a-  ~) {~/R} ~ 
XeS~(Xo) S t~/2(Xo) 

for ~ E (0, R/2). However  the constants  c, a again depend on R -2 I SR(Xo)[. 
I n  the case when the principal  Curvatures Ul, ~2 of the surface M satisfy a relat ion 

(5.3) al(x, r(x))~l +a~(X, r(x))~ =/~(x, r(x)) 

at  each point  X E M (cf. (1.9) (ii)), where al, a2, fl are HSlder  cont inuous funct ions on M • S ~ 

with 

1-~<at(X,r)~-<~l, i = 1 , 2 ,  [ f l (X,r)[  <~.~,(X,r)eM• ~, 

one can easily show (by using a non-paramet r ic  representa t ion  near  X0, cf. the  a rgumen t  

of [1]) t ha t  (5.1) implies 

(x~ +~)(Xo) < c/R~, 

where c depends  on V, R-21SR(Xo)[, ~1 and ~t2R. As far  as the au thor  is aware,  the  only 

other  result  of this type  previously obtained,  in case ~2 =~0, was the  result  of Spruck [10] 

for the  case a l = a 2 - = l ,  fl -= constant .  In  the case fl~-0 we can use (5.2) ins tead of (5,1) 

to obta in  the s tronger  inequal i ty  

(~ +~)(X0) < c(r3(X0) -r)2/R 2. 

Such an inequal i ty  was proved by  Osserman [5] in the minimal  case ( a l = a  2 =1 ,  f l ~ 0 )  

and b y  Jenkins  [1] for the case when the surface M is s t a t ionary  with respect  to a "cons t an t  

coefficient" paramet r ic  elliptic functional  (such surfaces a lways satisfy an equat ion of the 

form (5.3) with a~(X, r ) - a t ( r )  and fl =-0; see [1] and [7] for fur ther  details). The  results 

in [5] and [7] are obta ined with constant  c independent of R -2 ] Sn(X0) l, unlike the inequal i ty  

above.  (We should  ment ion  t ha t  of course one can obtain  a bound for R-21SR(Xo) I if M 

globally minimizes a suitable elliptic pa ramet r ic  functional.)  

Appendix. Area bounds and a proof of the Morrey-type lemma for 

2 dimensional surfaces 

The first  var ia t ion  formula  for M (cf. (3.4)) is 

fM ~'1 dA= f I 'HdA,  
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valid for any C a vector function / =  ([a ..... ]n) with compact support in M, where H is the 

mean curvature vector (see [4]) of M and ~5"/=~.~1 ~/~ (=divergence of / on M). We 

begin by replacing / by q~(r)(X-Xa)h, where % h are non-negative functions, where 

X~=(X'l ..... x~)ESR(Xo), and where r(X)-rx,(X) = IX-Xal .  Since, by (1.1), 

and 
~" X = trace (~J(X)) = 2 

( x  - xa) .  ~ ( r )  = r-X~'(r) ~ (x, - ~;) 9"(X) (~, - ~;) = r~'(r) l Or I ~, 
L / f a  

this gives 

(A.1) 2 fMq~(r)hdA+ fMrqY(r)h,~r,'dA= fMq~{r){X-XO.(-~h+Hh, dA. 

Now one easily checks that  this holds if ~0 is merely continuous and piecewise C 1 (rather 

than C 1) on R, provided we define q~'(r(X)) is some arbitrary way (e.g. qY(r(X))=0) for 

those X such that  ~0 is not differentiable at  r(X). (The proof of this is easily based on the 

fact that  the set {XEM: r(X)=Q and 6r(X)~0} has zero 742-measure for each 

Q E (0, R - [ X  1 -Xo[  ). Hence we can replace ~0 by the function ~8, defined by r 1 for 

t < Q - e ,  qJ~(t)=O for t<O, and ~o~(t)=e-a(o-t)for Q-e<~t<~O. Substituting this in (A.1) 

and letting e-~0+, we obtain 

(A.2) 2 fsohdA-Q~ fs [&12dA= fso(X-XO.{-Oh+hH}dA. 

Here and subsequently S o = SQ(Xa) and ~ E (0, R - I Xx - Xol )" 

Noting that  H-O=0  (since H is normal to M), we have from Cauchy's inequality 

that  

[X-Xa  ~r ) .H~2IXrXX r ' (X- X,). H=~ ~, 

= 2 0  -[~r[')  + ~ r'H'. 

(The work of Trudinger [11] suggests handling the term (X-Xx).H in this manner.) 

Hence we deduce from (A.2) that  

.d 
2 fsQlOr[2hdA-~ fselOr[2hdA <~ fn (~r~H2h+rlOhl)dA" 

This last inequality can be written 

d _ ,  fs0 (~r'H'h+rl~hl)dA,  a,{ f. ,,r,',d.4}<e-' 
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and hence, integrating from a to ~, we have 

(A.3) a-~ fs h]Or]'dA<<.u~ fs h[~rl~dA+ f~{~-a fs (t~r2H~h+r]Oh])dA}d~. 
But  

and hence (A.3) implies 

(A4) o-" fsohlOrl aA e f hl rl'aA+Z-" fsoH" aA+ f: -"(fs/.l hlaA)a  j se 

We can also see from (A.2), by again using Cauchy's inequality, 

2 fsohdA-o~of~oh]Or"dA< fs (rlH]h+r'Oh[)dA 

fs~ (1 + �88 
so tha t  

fs hdA < oJ fsQh[Or['dA + fsQ(~r'H'h +r]OhD dA. 

Integrat ing this over Q fi (a/2, a), we deduce that  

In  obtaining the last term on the right here, we have used the inequality a -2 ~4~-  2 for 

E (~/2, a). Multiplication by  8a -s now yields 

(A.5) (a/2)-*f~o, hdA<~8a-'~h[Or{'dA+ fsoH'dA+a2 f;(e-'fs l~hldA)a q. 
4 - 772904 Acta mathernatica 139. Imprim(~ le 14 Octobre  1977 
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Combining this with (A.4) gives 

(A.6) ./:-2 

for each o, ~ with 0 < a  ~<~ < R -  IX 1 -X0] .  Notice that  (A.4) and (A.5) initially only yield 

(A.6) for a<~/2; however (A.6) holds trivially for aE(~/2, Q) because of the term 

40Q -2 ~so hdA on the right. 

I t  clearly follows from this (by setting h---1) that  (1.12) holds, as claimed in w 1. 

If we let a-~0 in (A.6), then we have 

(A.7) ~ ' t J s .  (#-2 + H 2) hdA + 

Next we note that  if h is of arbitrary sign and if we apply (A.7) with yoh  in place of h 

(where y is a non-negative C 1 function on R), then we obtain 

(A.8) 
40 ~-2 

Using this inequality we can prove the Morrey-type lemma, Lemma (2.2), for the surface M. 

In fact, if h is as in Lemma (2.2), then (A.8) implies 

(A.9) 
4~ ' ?g it 

We now suppose 9E(O, R/4) and X1ES~(.Xo)  , and we define 

~= suph, b = infh, 
s~x.~ s~x.~ 

and 

r-- �89 {4o K~-,(e/R)~}-l. 

If ~ - h < 2 ~  -1, then Lemma (2.2) is established with c=160. If on the other hand 

~- .h  >~2~ -1, then we let N be the largest integer less than (~-_h)y. Thus we have 

(A.10) N/> �89 

and, furthermore, we can subdivide the interval [_h, ~] into N pairwise disjoint intervals 

/1,/s ..... IN, each of length >~-1. For each j = 1 ... . .  N we then let ~j be a non-negative 

CU(R) function with support contained in It ,  maxR~j~-I  and maxR [~1 ~3~. (It is clear 
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t h a t  such a funct ion ~j exists because length I j  ~F-1.) Since S*(X0) is connected,  we know 

tha t  for each ] = 1 . . . . .  N we can find a point  X cj) s  such tha t  ~j(h(X(J)))= 1. Then,  

assuming ~ < R/4, we can use (A.9) with X ~j) in place of X 1 and w i t h  ~# in place of ~, thu  

giving 

1~< 40 [ (O-2+H2)~Jj(h)dA+~-l~-13~'/2 
J sQ(x(D) 

<~ - -  (0 -~ + H 2) v2~ (h) d A  + �89 
Y[ %~(Xo) 

t ha t  is, 

80 
1 < ~ -  J ~cx.~ (Q-2 .~ H 2) ~/)t(h ) dA. 

Summing over ] = 1, ..., N,  not ing t h a t  ~ - 1  ~j(t) ~< 1 for each t E R, we then deduce 

N <  80 [ (~-~+H~)dA<~c(As+A~).  
~ s2Q(xo) 

L e m m a  (2.2) now follows f rom (A.10). 
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