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Abstract— This paper presents a humanoid two-arm system
developed as a research platform for studying dexterous two-
handed manipulation. The system is based on the modular DLR-
Lightweight-Robot-III and the DLR-Hand-II. Two arms and
hands are combined with a three degrees-of-freedom movable
torso and a visual system to form a complete humanoid upper
body. In this paper we present the design considerations and
give an overview of the different sub-systems. Then, we describe
the requirements on the software architecture. Moreover, the
applied control methods for two-armed manipulation and the
vision algorithms used for scene analysis are discussed.

I. INTRODUCTION

The development of humanoid robotic platforms has al-

ways gained great attention. In recent years the advances

in mechatronics and robotics have enabled the development

of a large number of humanoid robots [1], [2], [3], [4],

[5]. This also has lead to a rapid growth of the humanoid

research community. The popularity of humanoids may mainly

be due to their attraction to the public and the speculations

about the moment they reach human performance. But from

a robotics (engineering) point of view they also have great

attraction as a challenging and intuitively coherent testbed

for robotics and mechatronics research. Humanoids do not

only drive the development of special fields like the design

of highly integrated miniaturized mechatronic components or

the development of robust control methods. They also require

an integrated design and development process to handle the

system complexity. Therefore, human performance serves as

an intuitive and principled reference for specialists on different

fields.

So far, attention has mainly been directed towards the

locomotion of humanoid platforms. Therefore, systems that

can dynamically walk, lie down and stand up again are now

available [2], [4], [5]. In contrast, the manipulation skills of

these systems are usually relatively poor. Most have only

simple and light gripping devices. Often the allowed payload

for the arms is quite small. To tackle human performance

in tool usage and manipulation, strong but small arms and

flexible gripping devices like dexterous hands seem necessary

[6], [7] on the hardware side. On the software side robust

Fig. 1. System overview.

control methods for two arms and hands as well as perceptual

capabilities have to be developed and verified.

Based on our experience in developing lightweight robotic

arms [8] and dexterous hands [9] we have designed a two

arm/hand system with a movable torso as a research platform

to contribute to the manipulation skills of humanoid robots.

As we are well aware of the system complexity we have

concentrated on the upper body and mounted the system

on a table at first. To allow for the verification of different

manipulation and control strategies the system architecture

is kept as flexible as possible. The total of 43 degrees-of-

freedom (DoF) of the system can be controlled either within

one special manipulation controller in a 1 kHz control loop

or with separated controllers for the arms, the hands, and the

torso.

The paper is organized as follows. In Sec. II the design

considerations for our humanoid platform are summarized.

The mechanical design is discussed in Sec. III. The software

structure is described in Sec. IV. An overview of the control

methods for object manipulation with two arms is offered in

Sec. V. Section VI briefly touches upon the vision algorithms

used for scene analysis. A summary is given in Sec. VII.
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II. DESIGN CONSIDERATIONS

The concept of our humanoid manipulator ”Justin”1 is based

on the modular 7-DoF DLR-Lightweight-Robot-III (DLR-

LWR-III) [8] and the four-fingered DLR-Hand-II [9]. It is

designed as a versatile platform for research on two-handed

manipulation and service robotics in standard human environ-

ments.

For the mechanical design the following requirements have

been taken into account: The system should be able to reach

objects on the floor as well as objects on a shelf up to a height

of about 2 m. It should have an anthropomorphic kinematic

configuration for research on bi-manual grasping. Since in

future versions the system may also operate on a mobile

platform, it has to be slim enough to pass standard doorways of

about 90 cm width. The integration of link-side torque sensors

in the joints has already proved very useful for the arm and

the hand, and therefore should be maintained throughout the

system. Finally, a sensor head mounted on a 2-DoF pan-tilt-

unit should be included in order to allow for scene analysis

based on stereo vision and perhaps other range sensors [10].

In particular, the modular concepts of the DLR-LWR-III

and the DLR-Hand-II are exploited by building the system

symmetrically with a right-handed and a left-handed sub-

system. Figure 2 shows a visualization of the system in four

Fig. 2. Different configurations: manipulation on the table, grasping of
objects on the floor, grasping of elevated objects, and a seated configuration
for transport.

different configurations. Besides two-handed manipulation on

the table, the movable torso also enables the system to reach

objects on the floor and to grasp highly elevated objects. As

1The system was named ”Justin” because it was finished just in time for
the Automatica fair 2006 in Munich.

the system is prepared to be integrated with a mobile platform,

it is worth noting that the backward seated position allows for

a lower center of gravity. This is useful to prevent tipping over

in curves despite the overall weight of approximately 45 kg.

Mounted on a 60 cm table or platform the torso reaches a

human-like shoulder height of up to 150 cm. Therefore, the

hands can reach a vertical range similar to a human despite

lacking the leveling function of human legs.

Table I gives an overview of the 43 actuated DoF. In the

following, the mechanical design of the different sub-systems

is discussed in more detail.

TABLE I

SYSTEM OVERVIEW

Sub-system DoF

Torso 3
Arms 2 x 7
Hands 2 x 12
Head & Neck 2P

43

III. MECHANICAL DESIGN

A. Arms and Hands

The DLR-LWR-III is a 7-DoF service manipulator arm

which has integrated torque sensors in each of its joints [8].

These sensors allow for the implementation of highly sensitive

torque and impedance controllers which take account of the

joint flexibility. When moving with maximum velocity the arm

can carry a load of up to 7 kg, while for slow motion a payload

of up to 15 kg is admissible. The overall weight of the arm

itself is about 14 kg. The first four joints are in roll-pitch-

roll-pitch configuration with kinematics and ranges similar to

the human arm. The wrist is in roll-pitch-pitch configuration.

The arms are mounted on the torso in a 60 degrees tilted

configuration, see Fig. 1, allowing for an operation of the arms

far from joint limits and singular configurations. Notice that

this also allows to move the elbows under the shoulders (see

the seated configuration in Fig. 2) and the arms may work in

front as well as in the backside of the torso.

As dexterous hands the four-fingered DLR-Hand-II is used

in a right-handed and a left-handed configuration. The DLR-

Hand-II is equipped with joint torque sensors and a 6-DoF

force/torque sensor in each of the finger tips. Each hand

has 3 DoF per finger and a reconfigurable palm offering

configurations for power grasp and precision grasp. Further

details on the hand can be found in [9].

B. Torso

The torso consists of four moving axes, three of which are

actuated. A first actuated roll axis is followed by two actuated

pitch axes. These three joints define the posture of the torso.

Similar to the technology of the DLR-LWR-III these joints are

equipped with Harmonic Drive gears and strain-gauge based

joint torque sensors. Each of the actuated joints is controlled

by a local signal processor allowing for the implementation



Fig. 3. Assembly of the third torso joint. The passive position coupling on
the left-hand side indicates the cable actuation of the passive fourth joint.

Fig. 4. Sketch of the cable actuation of the fourth torso joint.

of fast inner joint position and joint torque control loops

with 3 kHz sampling rate. A serial digital bus connects these

signal processors to a central computing unit which receives

all measurements of the system at a sampling rate of 1 kHz

(see also Section IV). As an example the assembly of the third

joint is shown in Fig. 3.

The tilt of the chest is fixed via a fourth pitch joint. This

joint is coupled to the base via tendons, such that the tilt

resulting from the preceding two joints is compensated. Figure

4 shows a sketch of the tendon actuation. Any torque around

the rotation axis of the fourth joint is transmitted to the base

due to this construction, and not to the preceding joints. This

allows to use smaller gears as well as torque sensors with

higher resolution for the actuated joints.

The first joint ranges from -140 to +200 degrees enabling

the robot to reach also objects at the back side. The second

joint ranges from zero (straight upright) to ±90 degrees. The

joint limits of the third joint stem from the tendon actuation

and depend also on the second joint. This joint may move in

the range [max(0,−q2), 135◦], where q2 is the second joint

angle. The fourth joint, as mentioned, is passively coupled to

the first. Together both active pitch joints allow an operating

Fig. 5. Workspace of the torso.

area of 30 cm behind to 60 cm ahead of the first rotation

axis and of 21 cm below to 60 cm above the first pitch joint.

A sectional view of the resulting reachable workspace of the

torso is shown in Fig. 5.

C. Head

The head consists of an articulated visual system, which

allows for scene analysis, tracking of objects, and world

model generation. Due to the versatility of environments

Justin might encounter, a multisensory approach for the vision

system was chosen. Laser-sensing provides high accuracy in

the short to mid range, whereas stereo triangulation is more

suitable for large distance measurements. Texture acquisition

enhances realistic world modeling, useful for all kinds of

service robotics applications. Generally speaking, data fusion

of range and object information with this variety contributes

complex environment perception for path planning, navigation,

model generation, and object recognition.

These considerations supported the use of a multisensory

head, called 3D-Modeller, as vision system. In early work

[10], the 3D-Modeller was used for hand-guided applications.

A redesigned 3d-Modeller, now connectable to a robot system,

suited the system for use with Justin. It integrates a laser-range

scanner, a laser-stripe profiler, and a stereo camera sensor.

Internal electronics allow for sensor synchronization. Local

computational power (embeddedPC running Linux) enables

pre-processing as well as parameter adjustment for the sensors.

Data is transfered via FireWire, which also supplies power to

the 3D-Modeller. The design considerations led to the sensor

particularities described in Table II.

IV. SOFTWARE ARCHITECTURE

The software architecture of Justin is based on the ’agile

Robot Development’ (aRD) concept [11] we have developed

at our institute. The aRD concept is a flexible, pragmatic

and distributed software concept designed to support the

development of complex mechatronic and robotic systems. It



TABLE II

TECHNICAL DATA OF THE 3D-MODELLER’S SENSOR COMPONENTS

Sensor Laser-range Dual Laser Stereo Camera

scanner Stripe Profiler Sensor

Principle triangulation image processing stereo vision

and triangulation

Range [mm] 50 − 300 150 − 500 250 − 2000

Resolution [mm] 0.1 − 2.5 0.3 − 2.5 2 − 50

Base distance [mm] 20 103 50

Field of view 270° 58°(f=6mm) 58°x 44°

30°(f=12mm) 30°x 22°

gives easy access to scalable computing performance and is

based on the abstract view of a robotic system as a decentral

’net of calculation blocks and communication links’.

A. Software Design

Justin consists of a number of complex robot components.

The complexity of a single robotic component stems from the

high number of DoF and sensors and the necessity of sophisti-

cated control algorithms requiring considerable computational

power. In the overall system the complexity naturally arises

through the delicate and tight interaction of its sub-systems.

This makes scalable computational resources an essential

requirement, both for the non-realtime and hard realtime parts.

Fortunately, the currently available computing power of

commodity systems together with their fast communication

links and high-speed buses connecting the robot components

allows for a completely new solution for the system archi-

tecture of a robot system. It offers the possibility to realize

the above mentioned decentral net of calculation blocks and

communication links, resembling the view of component-

based software engineering.

This component-based approach is particularly well suited,

since complex robot systems are usually developed by teams

of researchers. Additionally the team is heterogenous with

experts from various fields each demanding their specific

standard tools. Therefore, an appropriate software concept

should support a simple and easy way of integrating such tools.

Moreover, for building a complex system it is highly advan-

tageous that the software concept supports rapid prototyping to

allow an iterative development process. Availability of modern

graphical development tools provides additional means of

simplifying software handling and structuring.

B. Software Overview

The robot components of Justin (arms, hands, torso, ...) each

have a separate fast serial digital bus with a bandwidth >
4Mbit/s, which allows to read sensor values and write actuator

commands with a rate of 1kHz. The robot components are

connected to a realtime target running the controller blocks at

a rate of 1kHz for all 43 DoF beside other realtime blocks, like

the inverse kinematics or the collision detection. The realtime

target is currently a PC with Dual-Pentium 4,3 GHz, but can

be easily scaled up to a cluster of PCs as more computation

performance is needed.

The realtime part communicates over switched gigabit eth-

ernet and point-to-point gigabit connection with non-realtime

blocks. Those blocks implement user interaction (e.g. 3D-

viewer, GUI) and higher level intelligence (e.g. vision system,

path planning) and run distributed on a net of PCs.

Additional hosts run tools for development (edit-compile-

debug) and tools for monitoring and profiling of the different

parts of the system during runtime.

The system can also be used as a simulator when simply

replacing the real robot components by blocks simulating

the robot dynamics. As the other parts of the system are

unchanged and the simulation of the robot dynamics can also

be run on the realtime target, because of easy scalability

of computation performance, the simulator can resemble the

behavior and timing of the real system very accurately (only

depending on the quality of the model of the robot dynamics).

C. Implementation

The current implementation of the aRD concept of a de-

central net of calculation blocks and communication links

consists of aRDnet, a simple software suite developed at our

institute and a toolchain based on Matlab/Simulink/RTW2 [12]

and RTLab [13]. As operating systems (OS) we use QNX

Neutrino [14], a POSIX-compliant microkernel realtime OS,

for the realtime target, Linux for the non realtime computers,

and Windows XP for the development hosts.

Matlab/Simulink is the quasi-standard tool for simulation

of robot dynamics and controller design. A Simulink model

resembles the functional view on a system as being a net

of communicating blocks. With RTW it is possible to auto-

matically generate from such a model executables running

on a realtime target. Via RTLab even the semi-automatic

parallelization of the model to run on multi CPU or even

distributed computing resources is feasible.

Besides blocks that are part of the Simulink model and

implement mainly controller-related functionality important

parts of the net are made of standalone blocks. A standalone

block is an individual process running an arbitrary appli-

cation which sends and receives data packets. The aRDnet

suite supports and standardizes the communication between

blocks and consists of three parts. Firstly, a library for easy

implementation of block input and output ports. Secondly,

the ardnet executable for allowing communication between

blocks running on different computers (currently using UDP

sockets). Finally, a template for a Simulink stub block that

allows to easily represent any standalone block in the Simulink

model and so seamlessly integrates the two parts of the net of

blocks.

While the system architecture is decentral it is still necessary

to have a central description of the overall configuration and

a mechanism for central startup. We achieve both points by

using a hierarchy of shell scripts, similar to the startup process

in Unix systems. By adding remote login tools like rsh and

ssh the whole distributed system can be started from a single

console.

2RTW ... Real-Time Workshop



D. Preliminary tests

The aRD concept already proved successful in the prelimi-

nary experiments reported in Section V-D. It could flexibly fit

all computational needs, especially in the hard realtime part,

brought up by the researchers. In addition, it allowed for an ef-

ficient and ’agile’ development flow of the heterogenous team

of experts, in the spirit of the ’Agile Software Development’

methodology [15], [16].

V. CONTROL

Since Justin is based on DLR’s lightweight arms and hands,

the control methods developed for these systems can serve as a

basis. The following description focuses on the control of the

arms and the torso, while the hands are treated as passive end-

effectors. In the experiments reported in Sec. V-D the hands

were controlled by joint impedance controllers. Concerning

manipulation tasks the following two questions arise:

• How to cope with the joint elasticity due to the Harmonic

Drive gears of the arms and of the torso joints?

• What is an useful/appropriate impedance behavior for a

two-arm manipulator system?

The first question, how to cope with the joint elasticity, was

treated in detail in our previous works on position-, torque-,

and impedance control of flexible joint robots, see [17] and

the references therein. These concepts form the basis for

the impedance controllers in Sec. V-B which are designed

especially for a two-arm manipulator system.

A. Treatment of the joint elasticity

The Harmonic Drive gears of the n joints of the arms and

the torso present the main amount of elasticity. Accordingly,

the reduced flexible joint robot model from [18] is considered

for the controller design

M(q)q̈ + C(q, q̇)q̇ + g(q) = K(θ − q) + τ ext, (1)

Bθ̈ + K(θ − q) = τm . (2)

Herein, θ ∈ R
n and q ∈ R

n are the motor angles and link

angles, respectively. The difference between the motor and the

link angles correspond via the diagonal joint stiffness matrix

K ∈ R
n×n to the joint torques τ = K(θ − q). The matrix

B ∈ R
n×n is a diagonal matrix consisting of the motor inertia

values. The components M(q) ∈ R
n×n, C(q, q̇)q̇, and g(q)

of the link side rigid body dynamics (1) represent the inertia

matrix, the Coriolis and centrifugal terms, and the gravity

terms. Finally, τm ∈ R
n is the vector of motor torques which

is the control input and τ ext ∈ R
n is a vector of external

torques which are exerted on the robot by the environment.

For the design of the controllers in [19], [20], [21] a

passivity based approach was followed which endows the con-

troller with advantageous robustness properties. The controller

basically consists of two cascaded loops (see Fig. 6). In an

inner loop a torque feedback controller of the form

τm = τ d − Kτ (τ − τ d) − Ksτ̇ (3)

with positive definite gain matrices Kτ ∈ R
n×n and Ks ∈

R
n×n is used. Herein, the vector τ d ∈ R

n is an intermediate

control input corresponding to the desired torque from an outer

loop impedance control law. In [19], [20] a detailed analysis3

of this type of impedance controllers is given.

Fig. 6. Impedance controller structure for the arms and the torso.

The purpose of the inner torque feedback loop is twofold.

On the one hand, the torque feedback causes a decrease of

the effective motor inertia for forces acting on the link side

[19]. Thereby it enhances the vibration damping effects of

an additional outer control loop. On the other hand it also

diminishes the effects of motor side friction since the joint

torque sensors are placed on the link side.

In the next section an outer loop compliance behavior for

the link side positions q will be designed by constructing a

suitable potential function V (q) which can be used together

with an appropriate positive definite damping matrix D(q).
In the following it is shown how this link side compliance

can be combined with the underlying torque controller under

consideration of the joint flexibility. Therefore, a quasi-static

approximation q̄(θ) of q is computed which is a function of

the motor side position only. According to [21] this function

q̄(θ) can be chosen as the solution of

τ = K(θ − q) = g(q) −
∂V (q)

∂q
(4)

for q. This equation ensures that statically the gravity com-

pensation as well as the desired compliance relationship is

fulfilled. Based on q̄(θ) the input τ d for the underlying torque

controller is given by

τ d = g(q̄(θ)) − D(q̄(θ))θ̇ −

(

∂V (q)

∂q

)

q=q̄(θ)

. (5)

More details on how to solve (4) and the stability and passivity

properties of this controller design can be found in [21].

B. Cartesian compliance control

In impedance control of single manipulators the desired im-

pedance is often chosen as a mass-spring-damper like system.

From a practical point of view it is often sufficient to realize

a desired stiffness and damping while the apparent inertia

is not changed resulting in a compliance control problem.

For Justin, a behavior is desired in which the two arms are

controlled in a coordinated way rather than individually. A

typical application for which such a coordinated controller is

useful is the grasping of a large box.

3Therein a physical interpretation of the torque feedback was given in the
sense that it scales the effective motor inertia from B to (I + Kτ )−1

B.
This interpretation of torque feedback can be seized for the stability analysis.



A well known approach in the robotics literature for co-

ordinated control of multiple robots, which also motivated

our chosen control strategy, is the so-called IPC (Intrinsi-

cally Passive Controller) proposed by Stramigioli [22]. This

controller was developed for the control of multi-fingered

articulated hands and has an intuitive physical interpretation

as it consists of several spatial springs which connect the end-

effectors (i.e. finger tips) of a robotic hand with a virtual

object. The controller structure for two-arm manipulation with

Justin was designed similarly. Spatial stiffness components

(and their respective potential functions) were used as building

blocks in the controller design.

Firstly, we use two spatial springs Kr and Kl for the

right and the left arm, which connect the end-effectors to

the virtual equilibrium frames Hr,d and H l,d. If the springs

are implemented as complete 6D-springs (i.e. with full rank

(6×6)-stiffness matrices), then the complete Cartesian motion

of the arms can be influenced already via only these two

springs. Secondly, it is useful if some part of the compliance

behavior is instead defined via an additional coupling spring

Kc between the arms. As an example one might think of an

impedance behavior in which only the rotational stiffness is

implemented by the springs Kr and Kl while the translational

stiffness is implemented via the coupling spring Kc. Clearly,

in such a configuration (as shown in Fig. 7) both the rest

lengths as well as the stiffness values of the individual springs

and the coupling spring should be chosen in a compatible

way such that the springs do not interfere with each other.

With this controller structure one can thus implement different

behaviors, ranging from an independent control of the arms

via Kr and Kl to a pure coupling based on Kc by choosing

suitable stiffness matrixes of the individual spatial springs.

Fig. 7. Two-arm compliance behavior.

As described above, the controller structure basically con-

sists of three spatial springs which connect the desired frames

Hr,d and H l,d, the end-effector frame of the right arm

Hsr(q), and the end-effector frame of the left arm Hsl(q)
by pairs. In the following section an example implementation

for these springs is discussed shortly.

C. Realization of the spatial springs

Consider a spatial spring between two general frames

Hsa = [Rsa,psa] ∈ SE(3) and Hsb = [Rsb,psb] ∈ SE(3),
where Rsa ∈ SO(3) and Rsb ∈ SO(3) denote the rotation

matrices of the frames w.r.t. a static base frame Hs ∈ SE(3).
The vectors psa ∈ R

3 and psb ∈ R
3 are expressed in Hs and

point from the origin of Hs to the origins of Hsa and Hsb,

respectively. Concerning the orientation of the end-effectors, a

quaternion representation is used (see [23]). The vector part of

the unit quaternion representation from Rab = RT
saRsb shall

be denoted by ǫab(Rab).
The elastic part of the spring is implemented indirectly via

a potential function Vab(Hsa,Hsb) which is composed of a

translational part and a rotational part in the form

Vab(Hsa,Hsb) =
1

2
(psa − psb)

T Kt(psa − psb) +

2ǫT
ab(Rab)Krǫab(Rab) .

Herein Kt ∈ R
3×3 and Kr ∈ R

3×3 are the symmetric and

positive definite translational and rotational stiffness matrices.

Based on the above definition of the individual potential

functions, the potential for the elastic part of the compliance

behavior can be summarized as

V (Hsd, q) = Vdr(Hr,d,Hsr(q)) + Vdl(H l,d,Hsl(q)) +

Vrl(Hsr(q),Hsl(q)) ,

and can subsequently be incorporated in (4) and (5). More

details on spatial springs can be found, e.g., in [23].

D. First experiments

The compliance control strategy presented above was im-

plemented using the control architecture described in Section

IV and used for manipulation of large objects, see Fig. 8. As a

test case the grasping and manipulating of a simple cylindrical

trash bin was chosen. In the experiments the coupling spring

Kc implemented a translational stiffness acting only in a

horizontal plane. The springs Kl and Kr on the other hand

implemented a translational stiffness according to the vertical

movement of the arms, as well as an orientation stiffness.

Fig. 8. Moving a trash bin by using the Cartesian compliance controller.

For the hands simple joint impedance controllers were used.

That way the grasping was performed basically by the arms.

In future experiments with Justin the impedance controllers

for the arms will be augmented by force controllers for the

fingers in order to keep a predefined grasping force. Also more

sophisticated control strategies like an object impedance [24]

of a combined arm-hand system will be evaluated.



Fig. 9. The DLR four-finger hand, unscrewing the cap from a bottle.

Fig. 10. Single and multiple correlation window configuration.

Finally, it should also be mentioned that in these preliminary

two-armed manipulation experiments the initial position of

the trash bin was considered to be known. Clearly, in a real

application this knowledge about the scene must be established

by some sensory information, notably by vision as described

below.

VI. THE VISUAL SYSTEM

The robot system is equipped with a vision system. Scene

data are acquired through a head-mounted pair of calibrated

cameras. Their images are used for stereo processing and,

based on the stereo data, subsequent scene analysis. The goal

is to estimate a semantic world model that is accurate enough

to enable fine manipulation of objects. We have previously

demonstrated this type of sensory-motor capability with the

Robutler system [25], [26] for a maximum of 3 DoFs (planar

translation and single-axis rotation) of object configurations;

see Fig. 9. Here we sketch a system that scales to the full 6

DoFs of arbitrary rigid objects.

A. Stereo processing

The Multiple Window, Multiple Filter (MWMF) stereo

algorithm [27] is used to obtain range-data points from a scene.

The MWMF algorithm has been developed to reduce the

blurring of object borders, which is an inherent problem of all

correlation-based stereo methods. The problem is tackled by a

configuration of five partly overlapping correlation windows;

see Fig. 10. The correlation score for each window is calcu-

lated by the Sum of Absolute Differences (SAD) of intensities.

The correlation score for the five-window configuration is the

sum of the scores for the central window and the two best

outer windows. This configuration adapts well to sharp object

borders and is also stable, because the small central window

is always used.

Additionally, a combination of filters handle general match-

ing errors. The method has been evaluated and recommended

for real-time stereo processing [28].

Further improvements include a segment filter, which re-

moves disparity patches below a certain size, because they

usually represent matching errors. This is justified by consid-

ering that stereo correlation cannot detect objects smaller than

the size of the correlation window. Thus, all small patches

must be caused by errors. Finally, a segment-based interpo-

lation method has been added [29]. It performs a bilinear

interpolation of invalid disparity areas, if they are inside a

segment. Otherwise, the background (i.e. the low disparity

area) is propagated through the gap. This procedure ensures

smooth interpolation of objects, while maintaining sharp object

borders.

B. Scene analysis

From the stereo data, a set of objects taken from the

everyday human environment, including bottles, glasses, and

cups, is recognized by the vision system. The object poses are

estimated to enable manipulation. Since we aim at analyzing

scenes composed of an unknown number of objects, some

of which may be unknown, robust estimation techniques are

required.4

Pose estimation is based upon robust non-parametric loca-

tion statistics in parameter space. To this end, a sample of pose

parameters is obtained from a random data sample as follows.

From each sampled data-point triple [d1,d2,d3] ∈ R
3×3, a

rotation R̂ and a translation t̂ are derived as a least-squares

estimate,

[R̂, t̂] = arg min
[R,t]∈SE(3)

3
∑

i=1

||R mi + t − di||
2 , (6)

where [m1,m2,m3] ∈ R
3×3 is a nearly congruent model-

point triple and || · || denotes the Euclidean norm. An

efficient solution to (6) is described in [30]. The obtained pose

hypotheses [R̂, t̂] are then mapped into a consistent parameter

space. In consistent parameters, the invariant Haar measure of

the Euclidean group SE(3) is uniform, such that there is no

bias of pose clustering incurred from the group topology [31].

Pose clusters are defined as the modes of the underlying

parameter density. They are estimated from the parameter

sample {p1,p2, . . . ,pn} ⊂ R
6 through an adaptive mean-

shift procedure [32]. More specifically, a sequence of pose

parameters pk ∈ R
6, k = 1, 2, . . ., is obtained through iterative

local averaging

pk =

∑n

i=1 wk
i pi

∑n

i=1 wk
i

(7)

with the weights

wk
i = u

(

||P rot (pk−1 − pi)||/rrot

)

(8)

× u
(

||P trans (pk−1 − pi)||/rtrans

)

.

Here P rot and P trans are the projectors on the rotational and

translational parameter subspaces, respectively, and u is a unit

4Robust in the statistical sense means that each object model can be
matched to a consistent part of the data while being largely unaffected by
the rest of the data.



step function,

u(x) =

{

1 if x < 1,

0 else.
(9)

The radii rrot > 0 and rtrans > 0 of rotational and trans-

lational extension, respectively, of the averaging procedure

are adapted to the local parameter density: a higher density

affords smaller radii. The iteration converges to an estimate of

the position of a local density maximum. By starting with p0

close to the dominant mode, as judged from a previous coarse

density estimate, the sought pose estimate is thus obtained.

Further modes may be explored in an analogous fashion to

identify additional object instances.

VII. SUMMARY

In this paper we presented a humanoid platform for research

on two-handed manipulation. The system is based on the DLR-

Lightweight-Robot-III and the DLR-Hand-II. A right-handed

and a left-handed arm/hand sub-system are combined with a

movable 3 DoF torso and a sensory head to form a complete

upper body.

For the construction of the torso the technology of the DLR

arms has been adopted. In particular, the system is equipped

with Harmonic Drive gears and link-side joint torque sensors

in the arms, the hands, and in the torso.

The complexity of the computation and communication

required to control a humanoid manipulator is managed by

a scalable and flexible software architecture. The identity and

pose of objects to manipulate are provided by visual scene

analysis base on range data.

The complete system was presented at the trade fair Auto-

matica in May 2006 by using a two-arm Cartesian compliance

controller for manipulation of large objects.
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