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Abstract: The evaluation of government data sustainability is a multicriteria decision making problem.
The analytic network process (ANP) is among the most popular methods in determining the weights
of criteria, and its limitation is the un-convergence problem. This paper proposes a hybrid ANP (H-
ANP) method, which aims to improve the ANP by combining the weights obtained from the analytic
hierarchy process (AHP). The proposed method is proved to be convergent since the network of the
H-ANP is strongly connected. According to the simulation experiments, H-ANP is more robust than
ANP under different settings of parameters. It also shows a higher Kendall cor-relationship and lower
MSE with respect to AHP, compared with the existing method (e.g., the averagely connected ANP
method). An empirical example is also provided, which uses H-ANP to evaluate the government
data sustainability of a city.

Keywords: multicriteria decision making; ANP; H-ANP; convergence; data sustainability evaluation

1. Introduction

Government agencies generate, acquire, and preserve a large amount of data in
fulfilling their administrative duties every day. The data are valuable for the whole society
in improving the transparency of government work and promoting sustainable social
development [1]. In ISO 37122:2019, data sustainability is regarded as “the capabilities that
data shall be verifiable, audit-able, trustworthy and justified”. It has become an important
issue to improve the sustainability of government data. The evaluation of government data
sustainability is also deemed as an effective way to increase the performance of the public
sector [2].

The evaluation of government data sustainability is a multicriteria decision making
(MCDM) problem. Once the complete list of criteria is determined, weights are computed
for each criterion; then the judgement with respect to the criteria is quantified and collected
from multiple experts. The AHP [3–7] and the ANP [8–11] have been widely used to
determine the weights of the criteria [12–14]. The AHP organizes the criteria in a multilevel
hierarchy and uses ratio scales to derive relative priorities for elements at the same level by
making pairwise comparisons [3]. As a generalization of the AHP, the ANP replaces the hi-
erarchies with networks and makes it possible to network decisions that involve functional
dependencies. By taking into consideration both inner (among elements in a cluster) and
outer (among elements in different clusters) dependency to prioritize alternatives, the ANP
provides more information and reduces the error from expert judgement, thus ensuring the
accuracy of estimation [11].

In the ANP, the dependencies are organized in a matrix (known as supermatrix), which
is used to compute the priorities of the alternatives. The supermatrix is raised to powers
until it converges to a limiting matrix, whose columns contain the priorities of the nodes.
A limitation of the ANP is that the convergence assumption of the weighted supermatrix
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only holds under certain conditions [9]. It is demonstrated that the supermatrix of ANP
converges when it is acyclic and irreducible. In dynamic system terms, this condition can be
expressed that eigenvector of λmax = 1 must be a simple root, where λ is the eigenvalue of
supermatrix. However, when eigenvectors of λmax = 1 are multiple roots, the convergence
condition of ANP method does not hold. In this situation, the influence network is reducible
and the dynamical system is not Lyapunov stable. However the situation is common,
which restricts the application of ANP method. Mu et al. [15] have found that many of the
supermatrices converge to a limit matrix of zeros in their reviewed studies. The situation
is not rare in complex system evaluation scenarios, e.g., data sustainability evaluation,
that usually involves a large number of indexes which easily result in sparse supermatrix.
Zammori and Gabbrielli [16] take notice of the non-convergence problem and propose to
use the averagely-connected method to add weights for zero terms in the supermatrix,
in which the difference of elements is not taken into consideration.

This paper attempts to deal with this problem by using the weight information ob-
tained from the AHP that provides the relative importance of criteria and adding connec-
tions to the supermatrix. A hybrid method H-ANP is proposed, in which the AHP provides
direct comparison information between two criteria, and the ANP provides indirect com-
parison information between the two through a third one (Wij ×Wjk = Wik). Based on
theoretic proof and simulation experiments, the proposed method shows advantages of
solving the non-convergence problem in complex system evaluation, and is proved to
be robust in terms of convergence and accuracy. The contributions of this paper include:
expanding original ANP method to higher-order matrix decision making situation and
solving the non-convergence problem in theory. These problems are very common in data
sustainability evaluation problem, which usually contains more indicators than normal.
On the one hand, more indicators in data sustainability evaluation cause the sparse super-
matrix problem that leads to the un-convergence of ANP method. On the other hand, more
indicators in data sustainability evaluation cause the increasing pair-wise comparisons
among indicators. Without outer information corrections, the inaccuracy problem will
be more obvious with the increasing of order of the data sustainability evaluation matrix.
Thus, the aforementioned H-ANP method is proposed to get over the shortcomings above
in the data sustainability evaluation problem.

The rest of the paper is structured as follows. Section 2 introduces the AHP and ANP
methods. The related works on data sustainability evaluation are also presented. Section 3
details the mathematical equations and the H-ANP method, including the evidence by
Markov stochastic process theory and dynamic system theory. Section 4 presents the
simulation results with different settings of parameters, stochastic matrix orders, and matrix
connectivity probabilities. Section 5 introduces an empirical example of government data
sustainability evaluation to illustrate the proposed method. Section 6 concludes the paper
and discusses the future work.

2. Related Works

This section introduces the AHP, ANP and Hybrid MCDM method, and also presents
the related works on data sustainability.

2.1. Data Sustainability

In recent years, we have witnessed the efforts on evaluating the quality of government
data at various levels (e.g., country, city, etc.) For example, the Government Data Openness
Survey evaluated 193 member countries of the United Nations by accessing government
portals and data [17]. The Digital and Mobile Governance Laboratory (DMG) of Fudan
University conducts the government open data evaluation of provinces and cities in China
every six months [18]. Vetrò et al. [19] presented a framework of indicators to measure the
quality of open government data on a series of data quality dimensions at most granular
level of measurement. In the evaluations various frameworks have been proposed with dif-
ferent focuses. Viscusi et al. [20] evaluated the open government data compliance in terms
of completeness, accuracy and timeliness. Vetrò et al. [19] developed a framework with
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seven dimensions: completeness, accuracy, traceability, timeliness, expiration, compliance,
understandability. Donker and Loenen [21] developed a framework to assess open data
supply, open data governance, and open data user characteristics holistically. Representing
China, the China Open Data Index is proposed based on four dimensions: readiness, data,
platform, utilization [18].

A wider and related concept is data ecosystem, in which a number of actors interact
with each other to exchange, produce and consume data. Such ecosystems provide an
environment for creating, managing and sustaining data sharing initiatives [22]. The
data ecosystem needs periodical monitoring with participation of different interest of
stakeholders. Furthermore, the changes in technology, user practices, regulation, industrial
networks, infrastructure, and symbolic meaning or culture needs carefully considering.
ISO 37122:2019 regards data sustainability as “the capabilities that data shall be verifiable,
auditable, trustworthy and justified”. Sustainable open government data emphasizes
the realization of long-term continuous open government data and the reuse of data to
generate political, economic and social value [23]. The sustainability of open government
data means to utilize government data that has been continuously open to the public
through the platform and to maximize the benefits of open government data [1].

The evaluation of sustainability generally includes the evaluation of processes, social
effects, and their link to sustainability transition impacts [24]. To evaluate the perfor-
mance on data sustainability, OECD is famous for its handbook on constructing composite
indicators and the OUR-data Index that evaluates the open, useful and reusable data world-
wide [25]. In the handbook, AHP is among the recommended methods for weighting the
indexes. Chang et al. [26] introduced a modified indifference threshold-based attribute
ratio analysis (ITARA) technique that can obtain the objective weights of the indexes
and the preference ranking in the field of sustainable supplier evaluation and selection.
Jiang et al. [1] adopted the Open Government Data assessment framework proposed by
New York University, and evaluated the sustainability of open government data from
environment, data, use and impact dimensions with 18 indexes. Decision-Making Trial and
Evaluation Laboratory (DEMATEL) is a famous weighting technique [27]. It assumes that
the weighting results are only decided by influential relationship. Moreover, in the equation
of DEMATEL, T = D(I − D)−1, the (I − D) is not necessary invertible. Only when the
decision matrix is positive definite, the matrix is invertible. Thus, when the Det(I−D) = 0,
a new alternative method is in demand. DANP combines the DEMATEL method and the
ANP method, to construct the evaluation model [28]. To address the deficiencies and gaps
generally found in past studies on bench-marking intellectual capital (IC), an approach
integrated the analytic network process and the concept of thinking and non-thinking
assets with the generic bench-marking procedure is proposed [29]. It resolves the lack of
consideration of relationships among past bench-marking concepts and the impacts of their
managerial factors, as well as to examine the wide range of elements and indicators of IC
influencing the sustainable development of organizations. To develop a practical frame-
work and to assess the development sustainability of Karaj, Group Fuzzy BWM (GFBWM)
and Analytic Hierarchy Process (AHP) methods are applied [30]. To identify the content of
manufacturing strategy infrastructural decisions that attempt to integrate a sustainability
and classical manufacturing strategy framework, triangular fuzzy numbers (TFNs) are
used to elucidate the judgment of elements in pairwise comparison in the framework of
the analytic network process (ANP) [31].

2.2. AHP ANP and Hybrid MCDM

The AHP is a multicriteria decision making method that decomposes a decision into a
hierarchy of sub-problems, each of which can be analyzed independently. First, it constructs
the judgment matrices by pairwise comparison, and assigns a 1 to 9 scale (i.e., equal
importance to extreme importance) or its reciprocal scale to represent the comparative
weight wi/wj of two alternatives. The scale table has been improved by a number of
scholars [32–36], who address the inaccuracy of estimation performing using the linear
scale. Second, it calculates the eigenvector to determine the exact weight of each alternative.
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By calculating the eigenvector of eigenvalue λmax, which is the max eigenvalue, the real
comparative weighting of each alternative is obtained. Third, consistency validation is
conducted to verify the consistency of judgment of all the decision makers. The consistency
ratio (C.R.) is defined as the ratio between the consistency of the evaluation matrix and the
consistency of empirical evaluation matrix. When the inconsistency ratio is below 10%,
the estimation of AHP is recognized as consistent. Otherwise, it is necessary to: (1) find
the most inconsistent judgment in the matrix and (2) ask the judger to reconsider if their
judgment can be changed to a plausible value falling into that range.

As a generic form of the AHP [9], the ANP can model complex decision problems
where a hierarchical model is insufficient. It provides feedback and self-loop relationships
among different indexes, which enables the method to solve a network decision-making
problem [37]. The decision-making process involves three kinds of matrix calculation:
(1) the unweighted supermatrix of column eigenvectors as obtained from the pairwise
comparison matrices of elements; (2) the weighted supermatrix where each block of column
eigenvectors belonging to a cluster that is weighted by the priority of influence in the
cluster, rendering the weighted supermatrix column stochastic; (3) the limiting supermatrix
as obtained by raising the weighted supermatrix to high powers[38]. As the Cesàro average
is consistently existent for the classical finite state Markov chain, the transition probability
matrix converges (maybe periodically) after infinite steps [39].

Although Saaty continued to demonstrate the correctness of the ANP method by ap-
plying it to more than 100 case studies [11], the method is not well accepted in different
perspectives. According to Beasley [40], for non-negative irreducible square matrices, an at-
tractive structure exists due to Frobenius theorem (see Theorem 1), which is the premise of the
ANP theory. When the matrix shows a reducible structure, however, which is more common
in practice, the Frobenius theorem is ineffective. Sekitani and Takahashi [41] believe that
Saaty treats the reducible and irreducible conditions as a whole (not necessarily irreducible).
However, the results are neither perfect nor acceptable, which is because there is no satisfac-
tory solution if the graph is not strongly connected. In the paper of Orrin and Guoqing [42],
an example is cited to demonstrate that a decision-maker can form a disjointed supermatrix
by following the process of ANP. Zammori and Gabbrielli [16] provide a typical example
to explain the fatal problem caused by a black hole in the ANP network (weakly connected
network). It is clearly demonstrated that the convergence results of ANP are obtained from
the zero entries in some cases. In this circumstance, the rating results are contradictory to
the actual weights [36]. As indicated by Adams and Saaty [43], the ANP method ignores the
feedback connections between sub-networks. It is suspected by Kinoshita and Sugiura [44]
that the ANP method transforms the direct priorities to the indirect priorities, which may
affect the evaluation of the ultimate goal. Some negative effects caused by the problems
have been manifested. For example, in Ozcan-Deniz and Zhu [45]’s work the supermatrix
is not convergent and the results are not stochastically summed to one, which means that
the matrix lacks stability.

Efforts have been made to deal with the non-convergence problem of the ANP.
Saaty [3,5] draws the additional “linking” comparison to obtain stable results. Zammori
and Gabbrielli [16] address the problem by removing the goal cluster and adding a feed-
back relationship to connect the nodes. The patent of Adams and Saaty [43] generates an
ANP-Version-2 algorithm to resolve the non-convergence problem by adding new rela-
tionships. Sekitani and Takahashi [41] develop the unified method based on Frobenius
min–max theorem. Azis [46] believes that a loop at the bottom level of the hierarchy is
requisite for obtaining stable results. On the other hand, it is necessary for the entries in the
first row and last column of matrix to be non-zero. Sekitani and Takahashi [47] converts
the convergence problem into an optimal problem by modifying matrix W, S into stable
Ŵ, Ŝ for calculation of the weights, which proves effective but is difficult to implement.
Zammori and Gabbrielli [16] take notice of the non-convergence problem and propose to
use the averagely connected method to add weights for zero terms in the supermatrix,
in which the difference of elements are not taken into consideration.
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Recently, many Hybrid MCDM methods are developed, which can solve the ANP non-
convergence problem to some degrees (See Table 1). Two methods are attached importance
to. PROFUZANP is a kind of interval estimation method based on fuzzy set theory and
ANP theory [31]. Through confidence interval estimation, this method can avoid the
discussions on convergence to some degrees. However, it lacks of mathematical proofs
on the convergence of the end points of interval. The convergence problem is reduced
instead resolved in this solution. Fuzzy AHP is a method providing more estimation of
the experts [48]. Its assumption is that the experts’ opinions can be totally measured by
using more scaled alternatives and then defuzzying them. However, our assumption is
that experts’ opinions can not be totally measured by providing wider initial comparison
scales since the defuzzification operation is still a human based choice. The H-ANP instead,
can start estimation with AHP’s approximated point, and then correct them with real
correlation data from other experts or real data sources. H-ANP turns the problem from
human decision problem to data-powered decision problem.
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Table 1. The Hybrid method of AHP and ANP.

Authors Purpose Method/Hybrid What Result

Wudhikarn, 2018 [49] For addressing the deficiencies and gaps generally found in past stud-
ies on benchmarking and for benchmarking intellectual capital (IC) in
the underdeveloped domain of logistics.

The proposed approach integrated the analytic network process and the concept of thinking and non-thinking assets with the generic bench-
marking procedure.

Resolve the lack of consideration of relationships among past benchmarking concepts and the impacts of
their managerial factors, as well as to examine the wide range of elements and indicators of IC influencing
the sustainable development of organizations

Shanshan et al., 2018 [50] An application of a new aeronautic component assembly workshop
facility layout selection is conducted.

A hybrid MCDM approach that employs ANP and technique for order preference by similarity to an ideal solution (TOPSIS) method to rank
the optimal facility layout alternatives.

Illustrate the advantage of the proposed approach, the difference between ANP-TOPSIS and AHP-TOPSIS
methods are compared and discussed. Results have demonstrated the effectiveness and feasibility of the
proposed method.

Wudhikarn et al., 2015 [51] Solve the uncertainty inherent in the input data. To select among newly
developed roof formulas by considering the uncertainty and interrela-
tion among decision criteria and elements as well as alternatives.

Propose an improved process that considers uncertainty by using Monte Carlo analysis with input values then applied to the ANP proce-
dures.

Furthermore, the results of improved method differ the rankings produced by the original ANP. The ob-
served dissimilarities mainly result from uncertainty consideration discussed in this study.

Wudhikarn et al., 2015 [52] To account for the tradeoff issues among the criteria (quality, cost and
green issue) in the new green product selection processes.

Eight quality dimensions proposed by Garvin are used to manage the quality issue, and a life cycle costing (LCC) method is applied for
consideration of the cost and green issue. Therefore, the dependency issue among the criteria is considered.

An optimal environmentally friendly product does not overcome the existing toxic product of the focused
company. The environmental performance is necessarily balanced by the quality and cost capabilities.

Ozceylan et al., 2022 [53] Evaluation and selection the best device. Fuzzy analytic hierarchy process (FAHP) is applied for assigning weights of the attributes and weighted aggregated sum product assessment
(WASPAS) method is used to determine the most suitable alternative device for explosive and narcotics trace detection.

Three well-known devices in the market are evaluated and the best alternative is suggested.

Foroozesh et al., 2022 [30] Develop a practical framework consisting of GIS and MCDM to assess
the development sustainability of Karaj

The criteria were weighted and prioritized using Group Fuzzy BWM (GFBWM) and Analytic Hierarchy Process (AHP) methods. Fuzzy logic
and Weighted Linear Combination (WLC) methods in GIS were used to determine the sustainability of Karaj for urban development.

Socioeconomic criterion and employment sub-criterion were the most important in AHP and GF-BWM
methods.

Çelik and Akmermer, 2021 [54] Selection of these priority products to support the exporting potential
of Turkey.

Provide forecasting about target markets based on qualitative and quantitative criteria by combining fuzzy analytic hierarchy process (FAHP)
and the technique for order preference by similarity to ideal solution (TOPSIS) methods.

According to FAHP results, the trade balance criterion has the most significant effect while the distance
criterion has least effect on the decision problem for ranking the target countries.

Ocampo, 2018 [31] Identifying the content of manufacturing strategy infrastructural deci-
sions that attempt to integrate a sustainability and classical manufac-
turing strategy framework, in the presence of firm size as a relevant
component in decision-making.

Triangular fuzzy numbers (TFNs) are used to elucidate the judgment of elements in pairwise comparison in the framework of the analytic
network process (ANP).

This paper is a novel approach that holistically captures the judgmental uncertainty of individual decision-
makers and the uncertainty of group decision-making.

Ocampo and Clark, 2017 [55] A unifying framework in formulating a manufacturing strategy which
espouses sustainability with due consideration of the manufacturing’s
internal and external competitive functions.

The proposed framework integrates the features based on the classical theories of manufacturing strategy and the other features that must
be considered to transform a firm’s manufacturing strategy into a sustainable manufacturing strategy.

This framework serves as a guide for decision makers in identifying policies in various manufacturing
decision areas that would comprise a sustainable manufacturing strategy

Alyamani and Long, 2020 [48] Rank the different project criteria based on relative importance and
impact on sustainable projects.

Use the fuzzy analytic hierarchy process (FAHP) methodology in which fuzzy numbers are utilized to realistically represent human judgment. The most important criterion to consider in sustainable project selection is project cost, followed by novelty
and uncertainty as the second and third most important criteria, respectively.

Dahooie et al., 2021 [56] Allow for interaction between different decision makers, considering
multiple and sometimes conflicting criteria.

Provide a framework to assess the NSD performance in healthcare industry using multiple-criteria-decision-making methods. The proposed model consists of 17 different criteria that have been identified and finalized based on
previous studies as well as experts’ opinions.

Tabatabaee et al., 2021 [57] Developing a risk assessment tool for BIM-based IBS projects and em-
ploying a hybrid, comprehensive and efficient method for model de-
velopment.

The “Fuzzy Delphi Method” was employed to identify the critical risk factors, while “DEMATEL” and the “Parsimonious-fuzzy analytic
network process” were employed for data analyses.

Developing a risk assessment tool for BIM-based IBS projects and employing a hybrid, comprehensive,
and efficient method for model development.

Torbacki, 2021 [28] Ranking of the proposed three groups of measures, seven dimensions
and twenty criteria to be implemented in companies to ensure cyberse-
curity in Industry 4.0 and facilitate the implementation of the sustain-
able production principles.

Using the combined DEMATEL and ANP (DANP) and PROMETHEE II methods Achieve the Sustainable Development goals, reducing the carbon footprint of companies and introducing
circular economy elements was also indicated.

Hosseini et al., 2021 [58] Assess the urban heritage of central districts in Tehran with an empha-
sis on tourism risk as a real case study.

Fourteen criteria developed on the basis of the fuzzy decision-making trial and evaluation laboratory (FDEMATEL) method are adopted for
this assessment to construct the fuzzy influential network relation map and find the fuzzy influential weights;The hybrid modified fuzzy
VIKOR method is adopted to evaluate and reduce the tourism risk towards for closing the gap zero.

According to the model and the results of the risk assessment in tourism, this method is a reasonable
solution for the assessment and risk analysis in real-world problems. The proposed method can be a
useful tool for managers in tourism and urban planning

Gupta and Jayant, 2021 [59] A novel hybrid framework has been proposed, which can provide
sound support for implementations of LCSCM practices by effective
evaluation of concerned criterions.

A novel hybrid MCDM model, which involved Decision making trial and evaluation laboratory (DEMATEL), Analytical network process
(ANP) and techniques for order performance by similarly to ideal solution (TOPSIS) followed by fuzzy methodologies has been developed
for evaluation and selection low carbon suppliers.

The novel hybrid MCDM approach to evaluate low carbon supplier to the improvement of LCSCM alter-
natives is the one which have greater final performance index having value of 0.2350 with corresponding
index of supplier (T3), which is the best criteria in this method.

Ortiz-Barrios et al., 2020 [60] Supplier selection. FAHP and FDEMATEL are combined to obtain the final contributions of both criteria and sub-criteria on the basis of interrelations and
uncertainty.

The results evidence that quality criterion is the most crucial aspect when selecting suppliers of forklift
filters.
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3. Method

This section firstly analyzes the convergence problem of the ANP and then presents the
proposed H-ANP method, with the mathematical proofs and the implementation algorithm.

3.1. The Convergence Problem of ANP

The supermatrix possesses steady state distribution only under certain conditions is
that the network should be strongly connected. It is the same problem that PageRank faces
in its implementation, i.e., the rank sinks and cycles problem [61]. In the simple example of
Figure 1, the dangling node 3 is a rank sink.

Figure 1. Simple graph with rank sink. Adapted from Langville and Meyer (2011).

A second problem is related to cycles. A simple case in Figure 2 is considered. Page 1
points only to page 2 and vice versa, creating an infinite loop or cycle.

Figure 2. Simple graph with cycle. Adapted from Langville and Meyer (2011).

The ANP also faces these two problems, which cause the non-convergence problem.
The modified PageRank formula (see Equation (1)) is presented to adjust the weighting
mechanism, which is also helpful for solving ANP’s non-convergence problem.

G = αS + (1− α)evT (1)

The personalization denoted as vT is a probability vector [61]. G is primitive, which
means that a unique stationary vector for the Markov chain exists as the PageRank vector.
S indicates the transition probability matrix as obtained using the traditional PageRank
method. It is a row stochastic matrix. α denotes a parameter ranging within [0, 1).

The modified power method is expressed in Equation (2).

π(k+1)T = π(k)TG

= απ(k)TS + (1− α)π(k)TevT (2)

This is a hint for solving the non-convergence problem in the ANP.

3.2. H-ANP

To ensure the transition matrix positive definite by adding extra relationship to the
supermatrix, an option besides the averagely connected method (AC-ANP) is to use the
vector vT obtained from the AHP method. The AHP/ANP unified equation is obtained
using Equation (3a). This is a hybrid method, in which the AHP provides direct comparison
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information between two indexes, and the ANP provides indirect comparison information.
The H-ANP method degenerates to AHP when α = 0.

argmax
w∈W

λ (3a)

s.t. A = αDT + (1− α)veT , (3b)

w|A− λI| = 0, (3c)

∑ v = 1, (3d)

∑
j

dij = 1, (3e)

0 ≤ α < 1, (3f)

Dij ≥ 0, (3g)

v ∈ R+. (3h)

where A denotes a transition probability matrix and is a column stochastic matrix as well.
D denotes the impact matrix that can be determined through indirect comparison [11] or
other statistic methods based on real data that ensures D to be a row stochastic matrix.
Thus, DT = [dji] denotes a column stochastic matrix, and v refers to the AHP eigenvector.
When α = 0, the result degrades to AHP (see Equation (6)), suggesting more concerns on
expert judgment. When α approaches 1, it is more closely resembles the ANP. If and only if
α ∈ [0, 1), the limit exists (see Equation (7)). w denotes the eigenvector.

Equation (5) provides a simple data representation of supermatrix D. The priori-
ties derived from pairwise comparison matrices are entered as parts of the columns of
D. The supermatrix represents the influence priority of an element on the left of the ma-
trix on an element at the top of the matrix with respect to a particular control criterion.
A supermatrix along with an example of one of its general entry matrices is shown in
Figure 3. The component C1 in the supermatrix includes all the priority vectors derived for
nodes that are “parent” nodes in the C1 cluster. Components C4 to C2 indicate the outer
dependence of elements in C2 on the elements in C4 with respect to a common property.

Dij =


d(j1)

i1 d(j2)
i1 · · · d(

jnj)
i1

d(j1)
i2 d(j2)

i2 · · · d(
jnj)

i2
...

... · · ·
...

d(j1)
ini

d(j2)
ini

· · · d(
jnj)

ini

 (4)

D =

C1 C2 · · · CN


D11 D12 · · · D1N C1
D21 D22 · · · D2N C2

...
...

. . .
...

...

DN1 DN2 · · · DNN CN

(5)
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An = A


w1 w1 · · · w1
w2 w2 · · · w2
...

...
. . .

...
wn wn · · · wn



when α = 0; w =


w1
w2
...

wn


(6)

A =


(1− α)w1 + αd11 (1− α)w1 + αd12 · · · (1− α)w1 + αd1n
(1− α)w2 + αd21 (1− α)w2 + αd22 · · · (1− α)w2 + αd2n

...
...

. . .
...

(1− α)wn + αdn1 (1− α)wn + αdn2 · · · (1− α)wn + αdnn

when

α 6= 0; since A ∈ R+; then ∃w = lim
x→∞+

(A)nw

(7)

Figure 3. Feedback network with components having inner and outer dependence among their elements.

Let A be the stochastic matrix for which we wish to obtain f (A) = A∞. We have
max ∑n

j=1 aij ≥ ∑n
j=1 aij

aj
ai
= λmax for max ai min ∑n

j=1 aij ≤ ∑n
j=1 aij

aj
ai
= λmax for min ai.

In addition, for a row stochastic matrix 1 = min ∑n
j=1 aij ≤ λmax ≤ max ∑n

j=1 aij =
1, thus λmax = 1. When λ = 1, the Equation (3b) can be simplified to AW = W. Ac-
cording to linear system numerical theory, the A can be progressively approximated by the
power method. The meaning of power method can be explained as follow. The weight
transfers with the step increasing.

A =

 . . . A12 . . .
. . . . . . A23
A31 . . . . . .

; A2 =

 . . . . . . A12 A23
A23 A31 . . . . . .

. . . A31 A12 . . .



A3 =

 A12 A23 A31 . . . . . .
. . . A23 A31 A12 . . .
. . . . . . A31 A12 A23



A3k =

 (A12 A23 A31)
k . . . . . .

. . . (A23 A31 A12)
k . . .

. . . . . . (A31 A12 A23)
k
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A3k+1 =

 . . . (A12 A23 A31)
k A12 . . .

. . . . . . (A23 A31 A12)
k A23

(A31 A12 A23)
k A31 . . . . . .


To prove the convergence of Equation (7), Perron–Frobenius theorem (see Theorem 1 [62]

and Markov stochastic process theory [63] are used.

Proof of Equation (7). Since A is an irreducible matrix, as a state-limited Markov chain,
it is recurrent. Let A = [pij]; pij > 0; {n : n ≥ 1, pn

ii > 0} = {1, 2 · · · , n} The set’s
greatest common divisor is 1, so d(i) = 1 and A’s every state is acyclic. A’s every state
is recurrent and acyclic, as a result of which its every state is ergodic. For an irreducible
ergodic Markov chain A, limn→∞ pn

ij exists and is independent of i. Furthermore, let
πj = limn→∞ pn

ij, j ≥ 0. πj is the unique non-negative solution of πj = ∑∞
i=0 πi pij, where

j ≥ 0, ∑∞
i=0 πj = 1.

The existence of a limit in the proof above is guaranteed by Theorem 1. To understand
Theorem 1, the following notations are defined. Matrix An×n is reducible when there exists
a permutation matrix P so that

PT AP =

(
X Y
0 Z

)
, where X and Z are both squares (8)

A square matrix A is irreducible if and only if its directed graph is strongly connected.
That is, A is irreducible if and only if there is a sequence of entries in A for each pair of
indices (i, j).

Theorem 1 (Perron–Frobenius Theorem, e.g., see [62]). If An×n is irreducible, then each of the
following is true.

1. r = ρ(A) > 0;
2. r ∈ σ(A) (r is the Perron root);
3. algmultA(r) = 1 (the Perron root is simple);
4. There exists an eigenvector x > 0 such that Ax = rx;
5. The Perron vector is the unique vector defined by

Ap = rp, p > 0, ‖p‖1 = 1. (9)

In addition, except for positive multiples of p, there are no other non-negative eigenvectors for
A, regardless of the eigenvalue.

6. It is unnecessary for r to be the only eigenvalue on the spectral circle of A;
7. the Collatz–Wielandt formula

r = max
x∈N

f (x), where f (x) = min
1≤i≤n,xi 6=0

[Ax]i
xi

and N = {x|x ≤ 0 with x 6= 0} (10)

Note: a non-negative irreducible matrix A with r = ρ(A) is primitive if and only if

lim
k→∞

(
A
r

)k
=

pqT

qT p
> 0, where p and qTare the respective right-hand and left-hand Perron vectors for A, respectively. (11)

if An×n > 0 is irreducible but imprimitive, there are h > 1 eigenvalues on the spectral circles.
Then, A can be used to demonstrate that each of these eigenvalues is simple and that they are
distributed uniformly on the spectral circle so that they are the h th roots of r = ρ(A).
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The demonstration above is general and theoretic, for which a second micro proof is
presented on the basis of dynamic system theory [64] and the stable theory proposed by
Lyapunov [65].

Proof of Equation (7). Since A is stochastic, (1, e) is an eigenpair of A. Let Q = (yT , YT)

be a non-singular matrix with the eigenvector e as its first column. Let Q−1 =

(
X
eT

)

Q−1Q =

(
XyT XyT

eTyT eTYT

)
=

(
1 0
0 1

)
(12)

So eTyT = 0 and eTYT = 1.

Q−1 AQ = Q−1(αDT + (1− α)veT)Q
= αQ−1DTQ + (1− α)Q−1veTQ

=

(
αXDTyT αXDTYT

0 α

)
+ (1− α)

(
Xv
eTv

)(
eTyT eTYT )

=

(
αXDTyT αXDTYT

0 α

)
+

(
0 (1− α)Xv
0 1− α

)
=

(
αXDTyT αXDTYT + (1− α)Xv

0 1

)
(13)

Therefore, the eigenvalues of A are{1, αλ2, αλ3, · · · , αλn}. For a column stochastic
matrix DT , DTx = λx, xT DTx = λxTx, and Equations (14)–(18) hold.

< x, DTx >=
n

∑
j=1

djjx2
j + ∑

i 6=j
dijxixj (14)

∑
i 6=j

dijxixj =
1
2 (∑i 6=j dijx2

i + ∑i 6=j dijx2
j −∑i 6=j dij(xi − xj)

2)

≤ ∑j(1− djj)x2
j −

1
2 ∑i 6=j dij(xi − xj)

2 (15)

λ =
< x, DTx >

< x, x >
= (∑n

j=1 djjx2
j + ∑i 6=j dijxixj)/ ∑j x2

j

≤ 1− 1
2 ∑i 6=j dij(xi − xj)

2/ ∑j x2
j

≤ 1 (16)

∑
i 6=j

dijxixj =
1
2 (−∑i 6=j dijx2

i −∑i 6=j dijx2
j + ∑i 6=j dij(xi − xj)

2)

≥ −∑i 6=j(1− djj)x2
j +

1
2 dij(xi + xj)

2 (17)

λ =
< x, DTx >

< x, x >
= (∑n

j=1 djjx2
j + ∑i 6=j dijxixj)/ ∑j x2

j

≥ −1 + 2 ∑j djjx2
j / ∑j x2

j +
1
2 ∑i 6=j dij(xi − xj)

2/ ∑j x2
j

≥ −1 (18)

As for Equation (13), λ = 1 is the largest eigenvalue, as well as a single root. According
to Lyapunov’s first method (eigenvalue criterion), for the discrete-time linear time-invariant
autonomous system, the sufficient and necessary condition for the stationary state of the
origin, i.e., x = 0 being stable in the sense of Lyapunov is that all eigenvalue amplitudes of
the transition matrix G are no greater than 1, and the eigenvalue with an amplitude equal to
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1 can only be a single root of the minimum polynomial of G. This criterion is demonstrated
by De la Fuente [64]. The difference between the Equation (3a) and the ANP is that the
possibility that the transition matrix of ANP possesses more than one eigenvector when
λ = 1.

Two examples are provided for understanding the H-ANP method. We first take the
black hole situation as an example.

Example 1. Let the AHP judgement matrix be W1

W1 =


1 3 7
1
3 1 3
1
7

1
3 1

 (19)

After calculation, the AHP weight w1 = (0.6694, 0.2426, 0.0880). Let ANP supermatrix be D1

D1 =


0.2000 0.0000 0.0000
0.8000 0.5000 0.3000
0.0000 0.5000 0.7000

 (20)

If α = 0.15, then the H-ANP matrix in this case be A1

A1 =


0.8500× 0.6694 + 0.1500× 0.2000 0.8500× 0.6694 + 0.1500× 0.0000 0.8500× 0.6694 + 0.1500× 0.0000
0.8500× 0.2426 + 0.1500× 0.8000 0.8500× 0.2426 + 0.1500× 0.5000 0.8500× 0.2426 + 0.1500× 0.3000
0.8500× 0.0880 + 0.1500× 0.0000 0.8500× 0.0880 + 0.1500× 0.5000 0.8500× 0.0880 + 0.1500× 0.7000



A1 =


0.5990 0.5690 0.5690
0.3262 0.2812 0.2512
0.0748 0.1498 0.1798

 (21)

The final result of using power method is (0.5866, 0.3044, 0.1090). Instead, the original ANP
method gives unexplainable result(0.0000, 0.3760, 0.6240).

The second example is in the situation of weakly connected graph.

Example 2. Let the AHP judgment matrix be W2

W2 =


1 3 5 7
1
3 1 1 1

3
1
5 1 1 1
1
7 3 1 1

 (22)

After calculation, the AHP weight w2 = (0.6090, 0.1098, 0.1272, 0.1539). Let ANP supermatrix
be D2

D2 =


1.0000 0.5000 0.0000 0.0000
0.0000 0.5000 0.0000 0.0000
0.0000 0.0000 1.0000 0.3000
0.0000 0.0000 0.0000 0.7000

 (23)



Sustainability 2022, 14, 884 13 of 32

If α = 0.15, then the H-ANP matrix in this case be A2

A2 =


0.6677 0.5927 0.5177 0.5177
0.0934 0.1684 0.0934 0.0934
0.1081 0.1081 0.2581 0.1531
0.1308 0.1308 0.1308 0.2358

 (24)

The final result of using power method is (0.6175, 0.1009, 0.1352, 0.1463). Instead, the original
ANP method gives unexplainable result(1.0000, 0.0000, 1.0000, 0.0000).

3.3. Implementation

An implementation Algorithm 1 is presented as follows, which includes 5 steps.
The initial weights act as the influence. The matrix reflects the impact of element j on
element i, where i, j = 1, 2, · · · , n. wij stays the same on the same row. After the limit power
is calculated, the steady state distribution of weights are obtained.

1. Primitive weight calculation. The eigenvector with the largest eigenvalue is obtained.
The consistency validation is performed.

2. Construction of influence network. 1 and 0 are used to represent the relationship
among pairwise elements.

3. The construction of matrix D, the supermatrix in the ANP.
4. Choice of the damping coefficient. The α indicates the extent to which the real

relationship can affect the final result.
5. Power calculation. The limit power of the stochastic matrix A is calculated until a

stable result is obtained.

The implementation of H-ANP is depicted in Figure 4.

Figure 4. The process of H-ANP method.

When the H-ANP is used, other influence is added to element i. After the steady state
is reached, A is stable and indicates the n-step probability. Limiting A multiplied by the
initial weights can ensure the correct description of the final real weight of each element.
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Algorithm 1 H-ANP

Input: An AHP matrix H; coefficient α, the preference between AHP and ANP.
Output: Weight vector Pn; a matrix D of pairwise impact. Firstly, D matrix is established

whose each entry is dij ∈ {0, 1}. Then, the entry of 1 in each row can be replaced with
the real ratio obtained from other data sources or from max eigenvector generated
from AHP comparison, so that each row sums to 1, indicating the different impacts of
di on

{
dij | dij = 1

}
. Finally, the D matrix is transferred into a DT matrix, which is a

stochastic column matrix
1: function H-ANP(H, α)
2: v←MAXEIGENVECTOR(H)
3: D ← INITIALIZEIMPACTMATRIX( )
4: k← 0 . Record the times of iteration
5: error ← 100,000 . Initialize error to be large enough
6: Pn ← v . Actually the v can be replaced by any column vector sumed to 1
7: Pn1 ← INITIALIZEMATRIX(rows(v), 1)
8: A← αDT + (1− α)veT . e is a unit column vector
9: while error < 0.00000001 and k < 1000 do

10: Pn1 ← A · Pn
11: error ← ||Pn1 − Pn||∞
12: Pn ← Pn1
13: k← k + 1
14: end while
15: return Pn, k, error
16: end function

4. Experiment Results

To demonstrate the effectiveness of the H-ANP, simulations are conducted on three
sets of randomly generated instances as follows.

Set A: In this part, the goal is to examine how the convergent step of H-ANP and ANP
changes in the context of different D matrix connectivity probabilities. Through a random
generator and the mapping functions, a vector agent is constructed, which follows the
steps of AHP. A second agent is constructed to generate stochastic D matrices of different
connectivity probabilities. These stochastic matrices are in the order of 35. Moreover, alpha
is 0.85 as recommended [61]. To perform a comparison in this set, the experiment involves
one real 35-order D matrix obtained in the empirical example.

Set B: The most stable connectivity probability parameter is chosen from set A, with α
as 0.85. The goal is to observe how the convergent steps of the H-ANP and ANP change
with the variation of matrix size.

Set C: In this part, the matrix size is set to be 35, and connectivity probability is setting
as the optimum obtained in set A. The goal is to examine how alpha affects the convergent
steps of H-ANP and ANP.

The computation is conducted on a Windows 64 bit desktop with 16 GB of RAM. All
of the tests are confined to a single thread (Intel(R) Core(TM) i7-8750H CPU @ 2.20GHz).
The PyCharm is applied (professional 2019.2 version), which is the IDE for the Python 3.7.4.
It relies on the package “Decimal” to improve calculation accuracy to 100 decimal places.

Figure 5 and Table 2 show the results of experiment A. It is observed that the con-
vergent step of the H-ANP (denoted as NO-ANP in the figure) is more stable than the
ANP. The 35-order matrix D of low connectivity probability is used to conduct experiment.
In 100 times, the ANP convergent steps are invariably above 1000 steps, indicating that
the ANP method is unfit for this situation. The H-ANP can produce stable results with
low calculation cost incurred (See Figure 5a). As the connectivity probability of matrix
D increases, it is found that the ANP is unstable when connectivity probability ranges
between 0 and 0.2 (See Figure 5b–i). The ANP can be non-convergent in 1000 steps for
nearly 40% of the situations (see Table 2). Thus, the algorithm significantly improves the
stability of the ANP.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 5. Cont.
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(m) (n)

Figure 5. Experimental results on Set A. (a) Empirical matrix D with changing the AHP vector;
(b) Connectivity probability = 0.01; (c) Connectivity probability = 0.05; (d) Connectivity probability
= 0.07; (e) Connectivity probability = 0.09; (f) Connectivity probability = 0.095; (g) Connectivity
probability = 0.1; (h) Connectivity probability = 0.15; (i) Connectivity probability = 0.2; (j) Connectivity
probability = 0.3; (k) Connectivity probability = 0.4; (l) Connectivity probability = 0.5; (m) Connectivity
probability = 0.8; (n) Connectivity probability = 1.

Table 2. Experimental results on set A.

Connectivity
Probability

ANP Ratio of
Non-Convergence in 1000 Steps H-ANP

0.0100 0.0800 0.0000
0.0500 0.3000 0.0000
0.0700 0.3400 0.0000
0.0900 0.3900 0.0000
0.0950 0.0370 0.0000
0.1000 0.2700 0.0000
0.1500 0.0500 0.0000
0.2000 0.0000 0.0000

Figure 6 shows the simulation results for set B. It is found that the stability of ANP and
H-ANP (denoted as NO-ANP in the figure) is acceptable when the size of the stochastic ma-
trix D changes. Thus, the solution is effective in the context of large-scale matrix calculation.

(a) (b)

Figure 6. Cont.
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(c) (d)

Figure 6. Experimental results on set B. (a) Matrix size = 60; (b) Matrix size = 120; (c) Matrix size
= 200; (d) Matrix size = 500.

Figure 7 indicates that more steps are needed to converge with the increase in α.

Figure 7. Experimental results on set C.

5. Example and Discussion

This section reports the evaluation of data sustainability of the local government in
City X, which was conducted between June and July, 2018. The process is summarized
in Appendices A–C. The standards, policies, projects were collected and processed using
content analysis and axis coding. According to ISO 37122:2019, in which data sustainability
is regarded as “the capabilities that data shall be verifiable, audit-able, trustworthy and
justified”, 6 groups of indexes were finally extracted, namely, management strategy (U1),
standards (U2), data security (U3), resource assurance (U4), network security (U5), system
security respectively (U6). In total, there are 35 indexes that are grouped into the 6 groups,
as shown in Table 3. U1 and U2 are in the justified data sustainability dimension. The indi-
cators in these two sets are defined to evaluate rule-based requirements and capabilities in
data sustainability. U3 and U5 are defined to evaluate the data trustworthy related problems
including data encapsulation and so on. The U4 is defined to evaluate data verifiable data
sustainability. It shows to which degrees the data sustainability is acceptable and supported
by stakeholders of interest. The U6 concludes indicators in audit-able data sustainability
aspect. The digital signature and operation log are used to audit the operation environment
of data process and utilization. The evaluation cluster relationship is depicted in Figure 8.
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Figure 8. The evaluation network of City X.

Then a questionnaire was designed and used in an expert survey (n = 8) in January
2019. After repeated consultation and full feedback, Delphi consistent index results were
obtained. A follow-up expert survey was conducted (n = 5) to collect expert opinions
on the AHP weighting of the indexes. The experts are professors or associate professors,
and one of them is the technical leader on data sustainability in City X. Among the experts,
three major in information resource management, one major in data sustainability, and one
major in information technology. The questions are all pairwise comparison questions
among 35 indexes. The geometric average values were used to combine the opinions from
different experts.

For the ANP, one expert (n = 1) in authority weighted the index using the ANP
method.The indexes are built as a network structure (i.e., the supermatrix), which allows
for inner dependency and outer dependency. The H-ANP method was applied to calculate
the index weights thereafter. The coefficient α is set as 0.85 as recommended by Langville
and Meyer [61]. Although the ANP does not work for this case due to the convergence
problem, the H-ANP provides a meaningful result. The matrix D was constructed based on
the expert questionnaire (n = 1). The matrix D is presented using the Gephi visualization
tool, as shown in the Figure 9. Each node represents an evaluation index, and each arrow
indicates the influence relationship between the indexes, and the number along each arrow
denotes the influence degree determined by the expert (n = 1). The size of the node denotes
the in-degrees of each node. It can be seen that nodes E4, E14 and E17 have relatively large
in-degrees. Compared with the AHP, these indexes obtain higher weights after using the
H-ANP. This process can be regarded as reducing the overlapping weights in the AHP.

To understand the effectiveness of the H-ANP, it was compared with the averagely
connected ANP, as shown in Table 3. The ANP is not included since it fails to work for
this case due to the matrix sparsity. The results of the two were compared with those of
the AHP, which represents the expert opinions on the weights. The results of H-ANP is
more close to those of AHP in terms of MSE (0.000018) and Kendall correlation coefficient
(0.8319), which means it better reflects the expert opinions than averagely connected ANP.
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The sensitivity analysis with respect to the parameter α is conducted to check the
impact of α on the final weights in this case. Figure 10 shows that among the 35 weights
of indexes only a few are sensitive to parameter α, e.g., Operation plan and control (E4),
Metadata (E13), Data exchange security (E14) and Finance and materials (E25).

Figure 9. Gephi visualization of empirical matrix D.

Figure 10. Sensitivity analysis results with respect to parameter α.
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Table 3. Evaluation results in City X.

Index AHP AC-ANP H-ANP

U1 Management strategy

Risk assessment and monitoring (E1) 0.0705 0.0343 0.0654

Rule construction of data rights (E2) 0.0541 0.0194 0.0497

Emergency response (E3) 0.0345 0.0114 0.0333
Operation plan and control (E4) 0.0333 0.0954 0.0483
Leadership support (E5) 0.0372 0.0049 0.0318

U2 Standards

Storage period and appraisal disposal plan (E6) 0.0468 0.0120 0.0427

Data carrier and format (E7) 0.0331 0.0142 0.0290

Electronic records filing process specification (E8) 0.0407 0.0429 0.0424

Datatype of storage and transfer plan (E9) 0.0297 0.0090 0.0280

Quality inspection (E10) 0.0409 0.0549 0.0399

Outsourcing management security (E11) 0.0232 0.0168 0.0214

Archive solidification (E12) 0.0278 0.0485 0.0293

U3 Data security

Metadata (E13) 0.0538 0.1076 0.0560
Data exchange security (E14) 0.0240 0.0913 0.0368
Encryption and decryption (E15) 0.0195 0.0087 0.0177
Security classification (E16) 0.0151 0.0121 0.0145
Data transformation (E17) 0.0154 0.0374 0.0210
Data backup (E18) 0.0232 0.0327 0.0257
Link maintenance (E19) 0.0105 0.0214 0.0116
Data authorization security (E20) 0.0174 0.0179 0.0171
Data encapsulation (E21) 0.0123 0.0133 0.0115

U4 Resource assurance

Staff security (E22) 0.0337 0.0311 0.0342

Security agency and director setting (E23) 0.0187 0.0055 0.0168

Security awareness training (E24) 0.0294 0.0133 0.0270

Finance and materials (E25) 0.0151 0.0720 0.0191
Site of storage security (E26) 0.0088 0.0102 0.0082

U5 Network security

Network device (E27) 0.0320 0.0232 0.0289
Invasion detection (E28) 0.0443 0.0132 0.0418
Data flow cleaning (E29) 0.0243 0.0172 0.0226
Single sign on (E30) 0.0244 0.0057 0.0210

U6 System security

Digital signature (E31) 0.0440 0.0346 0.0413
Operation log (E32) 0.0129 0.0043 0.0109

Identity authentication and authority control (E33) 0.0241 0.0245 0.0264

Access control (E34) 0.0179 0.0254 0.0205
Virus killing (E35) 0.0075 0.0140 0.0080

Var 0.0002 0.0007 0.0002
MSE with respect to AHP 0.0000 0.0007 0.0000

Kendall’s tau with respect to AHP 1.0000 0.1529 0.8319

Set V as the judgment set, {V1, V2, V3, V4, V5}. They represent “Extensive poor”, “Poor”,
“Average”, “Good”, “Excellent”. Matrices Ri are obtained from expertise judgment gener-
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ated by Ui and Vi. The H-ANP results in Table 3 are segmented into small column vectors
Ai according to group criteria of U. Using operator (·,+) to make first- and second-grade
fuzzy comprehensive evaluation. Bi = Ai × Ri and B = A× R.

According to the results in Table 4, the data sustainability of City X is evaluated
as “Extensive poor”. “Standards” (U2) and “Network security” (U5) are evaluated as
“Extensive poor”, which reveals the data sustainability in the two aspects in City X is
not satisfying.

Table 4. Evaluation results.

Group Set Extensive Poor Poor Average Good Exellent

General 0.2534 0.0938 0.2399 0.1987 0.1486
U1 Management strategy 0.0000 0.0145 0.4076 0.1521 0.1393
U2 Standards 0.4751 0.2198 0.0467 0.2333 0.0249
U3 Data security 0.1736 0.0579 0.4574 0.3109 0.0000
U4 Resource assurance 0.0000 0.1811 0.0156 0.0234 0.7797
U5 Network security 0.7472 0.0000 0.0000 0.0000 0.2527
U6 System security 0.1916 0.0749 0.3482 0.3851 0.0000

As “Standards” is concerned, City X is evaluated as “Poor” in such indexes as “Storage
period and appraisal disposal plan (E6)”, “Electronic records filing process specification
(E8)”, “Datatype of storage and transfer plan (E9)”, “Quality inspection (E10)”, “Metadata
(E13)”. To be specific, the storage period and appropriate disposal plan is lacking in the
data center of City X (“the city brain”). The electronic records filing process specification
is not well designed. There is no integration of the business systems in multiple units,
and transferring massive data is not supported. In addition, the existing data storage in
City X cannot well support data analysis and management. The existing system is not able
to automatically figure out the damaged, virus-infectious, secret related files and suspicious
users, or to monitor the data sustainability of each link in real time. In the metadata, few
manageable items are included.

As far as “Network security” is concerned, City X is evaluated as “Poor” in such
indexes as “Invasion detection (E28)”, “Data flow cleaning (E29)”, “Single sign on (E30)”.
To be specific, the existing B/S architecture of data center does not impose restrictions on
data upload, task management and other service interfaces, and thus the data can be easily
exposed. Control strategy of sensitive links is lacking, resulting in the potential leakage of
sensitive information. The anti-tampering protection for the Internet access to application
system is lacking, so the illegal tampering behavior cannot be detected in time. The data
flow cleaning is not utilized to detect service attacks. The existing systems do not support
single sign-on, which leads to security risks of user information. The evaluation results
reveal the weakness of the data sustainability in City X and will help to improve the work
efficiently.

6. Conclusions

To address the non-convergence problem of ANP in weighting the indexes of data
sustainability, this paper proposes a hybrid method, denoted as H-ANP, to combine the
weights information obtained from AHP. With the parameter α, the H-ANP tends towards
the AHP or ANP, and degenerates to the AHP when α = 1. The simulation experiment
results demonstrate that the method is more stable than ANP in the context of low matrix
connectivity probabilities. It is also proved that the H-ANP applies to the large-scaled
matrix calculations, which shows advantages on evaluation of complex system with sparse
matrix D (e.g., data sustainability evaluation). Based on theoretic proof and simulation
experiments, the proposed method shows advantages of solving the non-convergence
problem in complex system evaluation, and is proved to be robust in terms of convergence
and accuracy. An empirical example on the data sustainability evaluation of a city has been
conducted to illustrate the proposed method.
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The government data sustainability evaluation is a social-scale problem which is more
complex than traditional enterprise-scale decision making problem. In order to make
ANP applicable to more complex scenarios, we contributes to develop such a H-ANP
method which can get over the un-convergence problem in sparse and large supermatrix.
Compared with the traditional evaluation method ANP, the proposed H-ANP method
shows advantages on stability on conditions of sparse supermatrix D. It is not only
useful in the large-scale index weighting in data sustainability evaluation, but also is an
effective method in other complex system evaluations. Our theoretical contributions to
the scientific literature is that we clearly analyzes the ANP un-convergence problem and
one of its solution H-ANP by using dynamic system theory and discrete stochastic process
theory. The un-convergence problem is obvious in ANP case. This proof can benefit
prohibiting the un-convergence problem happening in ANP-related researches, e.g., the
point estimation DANP and interval estimation FANP. They all avoid the discussions on
un-convergence problem since the un-convergence rate is low in their case. We also give
numerical experiments related to supermatrix size. The results indicate that H-ANP is
an interface of extending the application scenarios to data-driven higher order matrix
decision-making case. It expands original ANP method to higher order matrix decision
making situation and solving the non-convergence problem in theory.

In practice, the proposed method can solve data sustainability evaluation problem
in real life, which usually contains more indicators than normal. More indicators in
data sustainability evaluation cause the sparse supermatrix problem that leads to the
un-convergence of ANP method and the estimation inaccuracy caused by limited scales
with increasing pair-wise comparisons among indicators. Without outer information
corrections, the inaccuracy and un-convergence problem will be more obvious in the data
sustainability evaluation matrix. Through adding one damping coefficient parameter α in
the equation constraints, we make the super-matrix positive definite which can get over
the un-convergence problem. Moreover, the combination of AHP and ANP possesses
new properties that it can adjust propensities between the two methods and get over the
inaccuracy caused by limited scales.

A limitation of this research is that the supermatrix D in the empirical study is con-
structed based on one expert’s judgement, which was supposed to capture actual evaluation
results from the practice. Future work includes exploitation of related data available and
further improvement of the evaluation.
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AC-ANP Averagely-connected Analytic Network Process
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ANP Analytic Network Process
C.I. Consistency Index
C.R. Consistency Ratio
DANP The Hybrid Method of Decision-Making Trial and Evaluation

Laboratory and Analytic Network Analysis
DEMATEL Decision-Making Trial and Evaluation Laboratory
FANP Fuzzy Analytic Network Process
GFBWM Group Fuzzy Best Worst method
H-ANP Hybrid Analytic Network Process
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NO-ANP Not Only Analytic Network Process
OECD The Organization for Economic Co-operation and Development
PROFUZANP Probabilistic Fuzzy Analytic Network Process Approach
TFN Triangular Fuzzy Numbers
TOPSIS Techniques for Order Performance by Similarly to Ideal Solution

Appendix A. AHP Weighting Process

Table A1. Criterion layer judgment matrix and consistency test.

City X Government
Data Sustainability

Management
Strategy

Standards Data Security Resource
Assurance

Network
Security

System Security Weight Wi

Management strategy 1.0000 1.5518 1.1076 2.6673 1.2457 1.7188 0.2296

Standards 0.6444 1.0000 1.7188 2.9542 2.1411 1.9332 0.2423

Data security 0.9029 0.5818 1.0000 1.5281 1.7188 2.3714 0.1912

Resource assurance 0.3749 0.3385 0.6544 1.0000 0.9029 1.2457 0.1057

Network security 0.8027 0.4670 0.5818 1.1076 1.0000 1.0515 0.1249

System security 0.5818 0.5173 0.4217 0.8027 0.9510 1.0000 0.1063

Note: C.I. = 0.0295, R.I. = 1.2400, C.R. = 0.0237 < 0.1, the judgment matrix passes the consistency test.

Table A2. Management strategy judgment matrix and consistency test.

Management Strategy Risk Assessment and
Monitoring

Rule Construction of
Data Rights

Emergency
Response

Operation Plan
and Control

Leadership
Support

Weight Wi

Risk assessment and moni-
toring

1.0000 1.7188 2.2902 1.8384 1.4758 0.3070

Rule construction of data
rights

0.5818 1.0000 2.2902 1.7188 1.2457 0.2358

Emergency response 0.4366 0.4366 1.0000 1.4011 1.1247 0.1503

Operation plan and control 0.5439 0.5818 0.7137 1.0000 1.1076 0.1449

Leadership support 0.6776 0.8027 0.8891 0.9029 1.0000 0.1620

Note: C.I. = 0.0260, R.I. = 1.1200, C.R. = 0.0232 < 0.1, the judgment matrix passes the consistency test.
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Table A3. Standards judgment matrix and consistency test.

Standards Storage Period and
Appraisal Disposal
Plan

Data Carrier and
Format

Electronic Records Filing
Process Specification

Datatype of Storage and
Transfer Plan

Quality Inspection Outsourcing
Management
Security

Archive Solidification Weight Wi

Storage period and appraisal dis-
posal plan

1.0000 2.2902 1.2267 1.9332 1.2899 1.1076 1.2899 0.1934

Data carrier and format 0.4366 1.0000 1.0000 1.9332 0.9349 0.7248 1.5518 0.1368

Electronic records filing process
specification

0.8152 1.0000 1.0000 1.4011 1.3797 1.3797 1.7188 0.1680

Datatype of storage and transfer
plan

0.5173 0.5173 0.7137 1.0000 0.8027 2.6673 1.0000 0.1225

Quality inspection 0.7752 1.0696 0.7248 1.2457 1.0000 3.3227 1.5518 0.1688

Outsourcing management secu-
rity

0.9029 1.3797 0.7248 0.3749 0.3010 1.0000 0.7248 0.0959

Archive solidification 0.7752 0.6444 0.5818 1.0000 0.6444 1.3797 1.0000 0.1147

Note: C.I. = 0.0683, R.I. = 1.3200, C.R. = 0.0518 < 0.1, the judgment matrix passes the consistency test.

Table A4. Data security judgment matrix and consistency test.

Data Security Metadata Data Exchange
Security

Encryption and
Decryption

Security Classifica-
tion

Data Transformation Data Backup Link Maintenance Data Authorization
Security

Data Encapsulation Weight Wi

Metadata 1.0000 2.1407 2.8173 3.2011 3.4820 3.2011 4.4860 3.6371 3.4820 0.2811

Data exchange se-
curity

0.4671 1.0000 1.4953 1.3161 1.7321 1.0000 2.9428 0.9193 1.9680 0.1253

Encryption and
decryption

0.3549 0.6687 1.0000 1.5923 0.8801 0.6985 2.9428 1.0000 1.9680 0.1021

Security classifi-
cation

0.3124 0.7598 0.6280 1.0000 1.3161 0.7136 1.2359 1.0000 0.7598 0.0789

Data transforma-
tion

0.2872 0.5774 1.1362 0.7598 1.0000 1.0000 1.4953 1.0000 0.7598 0.0807

Data backup 0.3124 1.0000 1.4316 1.4014 1.0000 1.0000 2.2361 1.3161 3.4087 0.1212

Link maintenance 0.2229 0.3398 0.3398 0.8091 0.6687 0.4472 1.0000 0.6148 1.3161 0.0549

Data authoriza-
tion security

0.2749 1.0878 1.0000 1.0000 1.0000 0.7598 1.6266 1.0000 1.3161 0.0912

Data encapsula-
tion

0.2872 0.5081 0.5081 1.3161 1.3161 0.2934 0.7598 0.7598 1.0000 0.0646

Note: C.I. = 0.0332, R.I. = 1.4500, C.R. = 0.0229 < 0.1, the judgment matrix passes the consistency test.
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Table A5. Resource assurance judgment matrix and consistency test.

Resource Assurance Staff Security Security Agency and
Director Setting

Security Awareness
Training

Finance and
Materials

Site of Storage
Security

Weight Wi

Staff security 1.0000 2.2795 1.3161 1.8481 3.2011 0.3192

Security agency and
director setting

0.4387 1.0000 0.7598 1.4953 1.8481 0.1767

Security awareness
training

0.7598 1.3161 1.0000 2.2361 3.9563 0.2777

Finance and materials 0.5411 0.6687 0.4472 1.0000 1.9680 0.1429

Site of storage security 0.3124 0.5411 0.2528 0.5081 1.0000 0.0835

Note: C.I. = 0.0148, R.I. = 1.1200, C.R. = 0.0132 < 0.1, the judgment matrix passes the consistency test.

Table A6. Network security judgment matrix and consistency test.

Network Security Network Device Invasion Detection Data Flow Cleaning Single Sign on Weight Wi

Network device 1.0000 1.0000 1.2457 1.0000 0.2559

Invasion detection 1.0000 1.0000 2.1411 2.1411 0.3544

Data flow cleaning 0.8027 0.4670 1.0000 1.1076 0.1944

Single sign on 1.0000 0.4670 0.9029 1.0000 0.1952

Note: C.I. = 0.0207, R.I. = 0.9000, C.R. = 0.0230 < 0.1, the judgment matrix passes the consistency test.

Table A7. System security judgment matrix and consistency test.

System Security Digital Signature Operation Log Identity Authentication
and Authority Control

Access Control Virus
Killing

Weight Wi

Digital signature 1.0000 5.2068 1.6266 3.6371 2.9428 0.4142

Operation log 0.1921 1.0000 0.6687 0.5081 2.9428 0.1209

Identity authen-
tication and au-
thority control

0.6148 1.4953 1.0000 1.3161 3.6371 0.2262

Access control 0.2749 1.9680 0.7598 1.0000 2.4323 0.1682

Virus killing 0.3398 0.3398 0.2749 0.4111 1.0000 0.0706

Note: C.I. = 0.0665, R.I. = 1.1200, C.R. = 0.0594 < 0.1, the judgment matrix passes the consistency test.

Table A8. Calculation and consistency test of hierarchical total ranking.

Criterion Layer Ai Management
Strategy

Standards Data Security Resource
Assurance

Network
Security

System Security Total Sorting

Index layer bin 0.2296 0.2423 0.1912 0.1057 0.1249 0.1063 ∑ ai ∗ bin

Risk assessment and
monitoring

0.3070 0.0000 0.0000 0.0000 0.0000 0.0000 0.070494

Rule construction of
data rights

0.2358 0.0000 0.0000 0.0000 0.0000 0.0000 0.054138

Emergency response 0.1503 0.0000 0.0000 0.0000 0.0000 0.0000 0.034515

Operation plan and
control

0.1449 0.0000 0.0000 0.0000 0.0000 0.0000 0.033273

Leadership support 0.1620 0.0000 0.0000 0.0000 0.0000 0.0000 0.037194

Storage period and ap-
praisal disposal plan

0.0000 0.1934 0.0000 0.0000 0.0000 0.0000 0.046849

Data carrier and for-
mat

0.0000 0.1368 0.0000 0.0000 0.0000 0.0000 0.033143
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Table A8. Cont.

Criterion Layer Ai Management
Strategy

Standards Data Security Resource
Assurance

Network
Security

System Security Total Sorting

Electronic records fil-
ing process specifica-
tion

0.0000 0.1680 0.0000 0.0000 0.0000 0.0000 0.040699

Datatype of storage
and transfer plan

0.0000 0.1225 0.0000 0.0000 0.0000 0.0000 0.029669

Quality inspection 0.0000 0.1688 0.0000 0.0000 0.0000 0.0000 0.040888

Outsourcing manage-
ment security

0.0000 0.0959 0.0000 0.0000 0.0000 0.0000 0.023233

Archive solidification 0.0000 0.1147 0.0000 0.0000 0.0000 0.0000 0.027786

Metadata 0.0000 0.0000 0.2811 0.0000 0.0000 0.0000 0.053751

Data exchange secu-
rity

0.0000 0.0000 0.1253 0.0000 0.0000 0.0000 0.023954

Encryption and
decryption

0.0000 0.0000 0.1021 0.0000 0.0000 0.0000 0.019524

Security classification 0.0000 0.0000 0.0789 0.0000 0.0000 0.0000 0.015078

Data transformation 0.0000 0.0000 0.0807 0.0000 0.0000 0.0000 0.015439

Data backup 0.0000 0.0000 0.1212 0.0000 0.0000 0.0000 0.023172

Link maintenance 0.0000 0.0000 0.0549 0.0000 0.0000 0.0000 0.010494

Data authorization se-
curity

0.0000 0.0000 0.0912 0.0000 0.0000 0.0000 0.017437

Data encapsulation 0.0000 0.0000 0.0646 0.0000 0.0000 0.0000 0.012346

Staff security 0.0000 0.0000 0.0000 0.3192 0.0000 0.0000 0.033744

Security agency and
director setting

0.0000 0.0000 0.0000 0.1767 0.0000 0.0000 0.018674

Security awareness
training

0.0000 0.0000 0.0000 0.2777 0.0000 0.0000 0.029357

Finance and materials 0.0000 0.0000 0.0000 0.1429 0.0000 0.0000 0.0151

Site of storage security 0.0000 0.0000 0.0000 0.0835 0.0000 0.0000 0.008825

Network device 0.0000 0.0000 0.0000 0.0000 0.2559 0.0000 0.031958

Invasion detection 0.0000 0.0000 0.0000 0.0000 0.3544 0.0000 0.044263

Data flow cleaning 0.0000 0.0000 0.0000 0.0000 0.1944 0.0000 0.024283

Single sign on 0.0000 0.0000 0.0000 0.0000 0.1952 0.0000 0.024376

Digital signature 0.0000 0.0000 0.0000 0.0000 0.0000 0.4142 0.044046

Operation log 0.0000 0.0000 0.0000 0.0000 0.0000 0.1209 0.012856

Identity authentica-
tion and authority
control

0.0000 0.0000 0.0000 0.0000 0.0000 0.2262 0.024051

Access control 0.0000 0.0000 0.0000 0.0000 0.0000 0.1682 0.017883

Virus killing 0.0000 0.0000 0.0000 0.0000 0.0000 0.0706 0.007509

Note: C.I. = 0.0401, R.I. = 1.2041, C.R. = 0.0333 < 0.1, the judgment matrix passes the consistency test.

Appendix B. ANP Hybrid Evaluating Process

Algorithm 1 is applied in this process. α = 0.15, w is obtained through the AHP
weighting process. The matrix D is in the following table:
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Table A9. Matrix D in government data sustainability evaluation of City X.

0.0000 0.0000 0.2185 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.4262 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0833 0.0000 0.0000 0.2583 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.2086 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.6017 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1523 0.2173 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.6370 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1.0000 0.0000 0.0668 0.0000 0.2222 0.1686 0.0000 0.0000 0.2808 0.1602 0.0000 0.0000 0.0000 0.2500 0.0000 0.0000 0.0000 1.0000 0.0000 0.1203 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.5842 0.0691 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0760 0.0000 0.0402 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0956 0.2162 0.0000 0.1350 0.0956 0.0549 0.0000 0.0281 0.0000 0.0000 0.0000 0.0681 0.0000 0.1667 0.2084 0.0000 0.6370 0.0714 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.3679 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0714 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.2333 0.0000 0.0000 0.0000 0.2763 0.0000 0.0000 0.0000 0.0617 0.0000 0.0714 0.0556 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0630 0.0000 0.0000 0.0000 1.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1052 0.0000 0.0000 0.0000 0.0000 0.1047 0.0714 0.0556 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0985 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1101 0.0000 0.0000 0.0000 0.0000 0.0000 0.2060 0.0000 0.0000 0.0000 0.0000 0.0000 0.8333 0.0000 0.0000 0.0000 0.0714 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.2690 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0878 0.2069 0.0000 0.0000 0.0000 0.4755 0.0000 0.7500 0.0000 0.0806 0.3414 0.0000 0.0000 0.0695 0.1829 0.0000 0.0714 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0380 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.2850 0.0000 0.2489 0.0000 0.2745 0.0709 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.5039 0.0000 0.0714 0.0556 0.0000 0.0000 0.4155 0.0000 1.0000 0.0000 0.3555 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1219 0.0554 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.2583 0.0714 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.4116 0.0000 0.0000 0.0000 0.2794 0.0915 0.0824 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1700 0.0000 0.0714 0.0556 0.0833 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.3679 0.0000 0.0000 0.0000 0.0000 0.1728 0.0000 0.0356 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0714 0.0556 0.0833 1.0000 0.2111 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1743 0.0000 0.0000 0.0000 0.0000 0.1585 0.0000 0.0000 0.0000 0.0000 0.2090 0.0000 0.0000 0.0000 0.0815 0.0000 0.0714 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0714 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0873 0.5000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0916 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.4381 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1853 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0714 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.4711 0.2999 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.1407 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.2375 0.0000 0.0000 0.0700 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0714 0.0000 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.8333 0.0425 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0520 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0556 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.1667 0.0627 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.7147 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0577 0.0000 0.0000 0.0000 0.0000 0.2227 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1044 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.5000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0718 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.1047 0.0000 0.0000 0.0337 0.0000 0.0000 0.0000 0.0000 0.0000 0.2794 0.0000 0.2120 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.6370 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.2722 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0833 0.0000 0.0000 0.0000 0.0000 0.0000 0.0630 0.0000 0.0000 0.0000 0.0000
0.0000 0.2583 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.4619 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1044 0.0000 0.0000 0.0000 0.0630 0.0000 0.3955 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1375 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0833 0.0000 0.0350 0.1047 0.0000 0.0000 0.0266 0.0000 0.0000 0.0000 0.0000
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Appendix C. Fuzzy Comprehensive Evaluation Process

The weight vector

A1 = [0.2863, 0.2174, 0.1457, 0.2112, 0.1393]

is obtained by weighted average according to the final convergent weight in the previous
chapter, which will not be repeated below, and the evaluation matrix is established as
follows:

R1 =


0.0000 0.0000 0.3000 0.7000 0.0000
0.0000 0.1000 0.9000 0.0000 0.0000
0.0000 0.0000 0.4000 0.5000 0.1000
0.0000 0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 1.0000

 (A1)

Using the operator m(·,+) as the first-order fuzzy comprehensive evaluation, the

B1 = A1 × R1 = [0.0000, 0.0146, 0.4076, 0.1521, 0.1393].

Weight vector:

A2 = [0.1834, 0.1246, 0.1822, 0.1202, 0.1715, 0.0920, 0.1261]

Evaluation matrix:

R2 =



1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.1000 0.2000 0.5000 0.2000
0.0000 1.0000 0.0000 0.0000 0.0000
1.0000 0.0000 0.0000 0.0000 0.0000
1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.1000 0.9000 0.0000
0.0000 0.2000 0.1000 0.7000 0.0000


(A2)

Using the operator m(·,+) as the first-order fuzzy comprehensive evaluation, the

B2 = A2 × R2 = [0.4751, 0.2199, 0.0467, 0.2334, 0.0250].

Weight vector:

A3 = [0.2643, 0.1736, 0.0834, 0.0687, 0.0991, 0.1213, 0.0546, 0.0808, 0.0542]

Evaluation matrix:

R3 =



0.0000 0.1000 0.3000 0.6000 0.0000
1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 0.0000 1.0000 0.0000
0.0000 0.1000 0.6000 0.3000 0.0000
0.0000 0.0000 1.0000 0.0000 0.0000
0.0000 0.1000 0.9000 0.0000 0.0000
0.0000 0.2000 0.4000 0.4000 0.0000
0.0000 0.0000 0.6000 0.4000 0.0000


(A3)

Using the operator m(·,+) as the first-order fuzzy comprehensive evaluation, the

B3 = A3 × R3 = [0.1736, 0.0580, 0.4574, 0.3110, 0.0000].



Sustainability 2022, 14, 884 29 of 32

Weight vector
A4 = [0.3253, 0.1593, 0.2561, 0.1812, 0.0780]

Evaluation matrix:

R4 =


0.0000 0.0000 0.0000 0.0000 1.0000
0.0000 0.0000 0.0000 0.0000 1.0000
0.0000 0.0000 0.0000 0.0000 1.0000
0.0000 1.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.2000 0.3000 0.5000

 (A4)

Using the operator m(·,+) as the first-order fuzzy comprehensive evaluation, the

B4 = A4 × R4 = [0.0000, 0.1812, 0.0156, 0.0234, 0.7798].

Weight vector
A5 = [0.2527, 0.3655, 0.1979, 0.1839]

Evaluation matrix:

R5 =


0.0000 0.0000 0.0000 0.0000 1.0000
1.0000 0.0000 0.0000 0.0000 0.0000
1.0000 0.0000 0.0000 0.0000 0.0000
1.0000 0.0000 0.0000 0.0000 0.0000

 (A5)

Using the operator m(·,+) as the first-order fuzzy comprehensive evaluation,

B5 = A5 × R5 = [0.7473, 0.0000, 0.0000, 0.0000, 0.2527].

Weight vector
A6 = [0.3852, 0.1019, 0.2463, 0.1916, 0.0750]

Evaluation matrix:

R6 =


0.0000 0.0000 0.0000 1.0000 0.0000
0.0000 0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 1.0000 0.0000 0.0000
1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 1.0000 0.0000 0.0000 0.0000

 (A6)

Using the operator m(·,+) as the first-order fuzzy comprehensive evaluation, the

B6 = A6 × R6 = [0.1916, 0.0750, 0.3483, 0.3852, 0.0000].

Last pair:
U = {u1, u2, u3, u4, u5, u6}

Weight vector:

A = [0.2285, 0.2328, 0.2119, 0.1052, 0.1144, 0.1072]

Evaluation matrix:

R =



B1
B2
B3
B4
B5
B6

 =



0.0000 0.0146 0.4076 0.1521 0.1393
0.4751 0.2199 0.0467 0.2334 0.0249
0.1736 0.0580 0.4574 0.3110 0.0000
0.0000 0.1812 0.0156 0.0234 0.7798
0.7473 0.0000 0.0000 0.0000 0.2527
0.1916 0.0750 0.3483 0.3852 0.0000

 (A7)
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Using the operator m(·,+) as the first-order fuzzy comprehensive evaluation, the

B = A× R = [0.2534, 0.0939, 0.2399, 0.1987, 0.1486].

According to the principle of maximum subordination, the government data sustain-
ability assessment results of City X are as follows: dangerous.
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new service development in the healthcare industry using hybrid ISM and ANP. Technol. Econ. Dev. Econ. 2021, 27, 1481–1508.
[CrossRef]

http://dx.doi.org/10.3390/su13168833
http://dx.doi.org/10.3390/su122310174
http://dx.doi.org/10.1016/j.scs.2021.103402
http://dx.doi.org/10.1080/17509653.2017.1345334
http://dx.doi.org/10.1016/0270-0255(87)90503-3
http://dx.doi.org/10.2514/3.61525
http://dx.doi.org/10.1016/0377-2217(94)E0342-9
http://dx.doi.org/10.1002/(SICI)1099-1360(199711)6:6<309::AID-MCDA163>3.0.CO;2-2
http://dx.doi.org/10.1057/jors.2010.158
http://dx.doi.org/10.1016/j.rser.2009.07.012
http://dx.doi.org/10.1023/A:1015729400380
https://ttu-ir.tdl.org/bitstream/handle/2346/12558/31295004985403.pdf?sequence=1&isAllowed=y
https://ttu-ir.tdl.org/bitstream/handle/2346/12558/31295004985403.pdf?sequence=1&isAllowed=y
http://dx.doi.org/10.15807/jorsj.44.67
http://dx.doi.org/10.1002/mcda.1570
http://dx.doi.org/10.1007/978-3-642-22194-1_32
http://dx.doi.org/10.3846/13923730.2014.893915
http://dx.doi.org/10.15807/jorsj.48.24
http://dx.doi.org/10.3390/su12208314
http://dx.doi.org/10.1108/JIC-07-2017-0088
http://dx.doi.org/10.1142/S0217595915500074
http://dx.doi.org/10.1108/BIJ-10-2012-0069
http://dx.doi.org/10.4194/AQUAST691
http://dx.doi.org/10.4018/IJSESD.2017010101
http://dx.doi.org/10.3846/tede.2021.15699


Sustainability 2022, 14, 884 32 of 32

57. Tabatabaee, S.; Mahdiyar, A.; Ismail, S. Towards the success of Building Information Modelling implementation: A fuzzy-based
MCDM risk assessment tool. J. Build. Eng. 2021, 43, 103117. [CrossRef]

58. Hosseini, A.; Pourahmad, A.; Ayashi, A.; Tzeng, G.H.; Banaitis, A.; Pourahmad, A. Improving the urban heritage based on a
tourism risk assessment using a hybrid fuzzy MADM method: The case study of Tehran’s central district. J. Multi-Criteria Decis.
Anal. 2021, 28, 248–268. [CrossRef]

59. Gupta, V.; Jayant, A. A Novel Hybrid MCDM Approach followed by Fuzzy DEMATEL-ANP-TOPSIS to Evaluate Low Carbon
Suppliers. 2021. Available online: https://catalog.lib.kyushu-u.ac.jp/ja/recordID/4491640/?repository=yes (accessed on 20
October 2021).

60. Ortiz-Barrios, M.; Cabarcas-Reyes, J.; Ishizaka, A.; Barbati, M.; Jaramillo-Rueda, N.; de Jesús Carrascal-Zambrano, G. A hybrid
fuzzy multi-criteria decision making model for selecting a sustainable supplier of forklift filters: A case study from the mining
industry. Ann. Oper. Res. 2020, 307, 443–481. [CrossRef]

61. Langville, A.N.; Meyer, C.D. Google’s PageRank and Beyond: The Science of Search Engine Rankings; Princeton University Press:
Princeton, NJ, USA, 2011. [CrossRef]

62. Meyer, C.D. Matrix Analysis and Applied Linear Algebra; SIAM: Philadelphia, PA, USA, 2000; Volume 71. [CrossRef]
63. Ross, S.M. Stochastic Processes; JOHN WILEY & SONS. INC. Press: New York, NY, USA, 1996; Volume 2. Available online:

https://b-ok.cc/book/837836/4af9ab (accessed on 1 January 2022)
64. De la Fuente, A. Mathematical Methods and Models for Economists; Cambridge University Press: Cambridge, UK, 2000; pp. 457–492.
65. Zheng, D.Z. Linear System Theory; Tsinghua University Publishing House: Beijing, China, 2002; pp. 213–251.

http://dx.doi.org/10.1016/j.jobe.2021.103117
http://dx.doi.org/10.1002/mcda.1746
https://catalog.lib.kyushu-u.ac.jp/ja/recordID/4491640/?repository=yes
http://dx.doi.org/10.1007/s10479-020-03737-y
http://dx.doi.org/10.1063/1.2711640
http://dx.doi.org/10.5555/ 343374
https://b-ok.cc/book/837836/4af9ab

	Introduction
	Related Works
	Data Sustainability
	AHP ANP and Hybrid MCDM

	Method
	The Convergence Problem of ANP
	H-ANP
	Implementation

	Experiment Results
	Example and Discussion
	Conclusions
	Appendix A
	Appendix B
	Appendix C
	References

