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Abstract—The particle swarm optimization (PSO) technique is a powerful stochastic evolutionary 

algorithm that can be used to find the global optimum solution in a complex search space. However, 

it has been observed that there is a great variation in its performance due to the dimensionality of the 

problem and the location of the global optimum with respect to the boundaries of the search space. 

The present paper attempts to resolve this problem by proposing a simple hybrid “damping” 

boundary condition that combines the characteristics offered by the existing “absorbing” and 

“reflecting” boundaries. Simulation results on microwave image reconstruction have shown that with 

the proposed “damping” boundary condition, a much robust and consistent optimization 

performance can be obtained for PSO regardless of the dimensionality and location of the global 

optimum solution. 
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I. INTRODUCTION 

The Particle Swarm Optimization (PSO) technique is a stochastic optimization technique first proposed 

by Eberhart and Kennedy [1], [2] and introduced to the antenna engineering community recently by 

Robinson and Rahmat-Samii [3].  

However, like any other stochastic optimization technique, PSO suffers from the “curse of 

dimensionality” which means that its performance would deteriorate as the dimensionality of the problem 

increases [4]. Also the PSO performance will vary depending on the distance between the optimum 

solution and the boundary of the search space. Such a variation in the performance could represent a 

potential problem for using PSO effectively to solve high dimensional optimization problems in which the 

location of the global optimum with respect to the search space boundary is unknown. A typical example of 

this type of problem arises in the process of microwave image reconstruction. In such a case, the 

investigation domain of the problem is usually partitioned into many sub-volumes, hence high 

dimensionality, and the known background medium is generally used to determine the boundary of the 

search space before the entire inverse scattering problem is modeled as a nonlinear and ill-posed 

optimization problem [5]. 

In this paper, we propose a simple hybrid boundary condition that can be used to obtain a robust and 

consistent PSO performance for high dimensional optimization problems regardless of where the global 

optimum is located in the search space. In Section II, the PSO technique is briefly introduced along with 

the description of the proposed damping boundary condition. Section III presents some simulation results to 

highlight the robustness and consistency offered by the proposed boundary condition. The comparison of 

PSO performance between different boundary conditions for solving a microwave image reconstruction 

problem is presented in Section IV, and finally the conclusions of this paper are given in Section V.  

II. DAMPING BOUNDARY CONDITION FOR PARTICLE SWARM OPIMIZATION 

In PSO, each particle represents an alternative solution in the multi-dimensional search space. Thus these 
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particles are multi-dimensional vectors whose trajectories are updated based on the velocity defined by its 

previous best success, pbest, and the best success achieved by the best particle in the swarm, gbest. Some 

useful modifications viz., use of inertia weight and constriction factors has made the original 

implementation of the technique very efficient [6-9].  

The velocity and position of the particles are updated based on the equations below [7]:  

         txgrctxprctwvtv nibestnibestnini ,22,11,, 1                                  (1) 

     11  tvtxtx iii                                                                 (2) 

where xi,n(t) and vi,n(t) are the current location and velocity vector of the i
th

 particle in its n
th

 dimension. w is 

the inertia weight used to control global exploration and local exploitation of the particles, and is usually 

varied linearly from 0.9 to 0.4 in a decreasing order throughout the simulation. c1 and c2 are the 

acceleration constants that act as weights to provide the relative pull for each particle towards pbest and gbest 

positions. r1 and r2 are two uniformly distributed random variables in the range [0,1] to provide a stochastic 

variation in the relative pull towards pbest and gbest.  

In most cases, a parameter Vmax that acts as an upper limit for the achievable velocity of the particles is 

also used to control the ability of the particles to search and be confined within the search space. However, 

it has been noted in [3] that the particles may still occasionally fly to a position beyond the defined search 

space, and hence produce an invalid solution. To solve this problem, the authors in [3] have suggested 

enclosing the search space with three different hypothetical boundaries each with its own boundary 

condition viz., absorbing walls, reflecting walls and invisible walls. The feature of each boundary condition 

is illustrated in Figs. 1(a)-(c). While in some cases the choice of invisible walls makes PSO to perform 

slightly better than the other two boundary conditions [3], in general, the PSO performance under any of 

these three boundary conditions will vary significantly depending on the problem dimensionality and the 

location of the global optimum with respect to the search space boundary. This is the main problem that is 

faced by PSO since it is difficult to know a priori as to which boundary condition suits a given 

optimization problem.  
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In many practical optimization problems, the dimensionality and the location of the global optimum is 

usually difficult to know a priori. It is therefore desirable to have a single boundary condition that can offer 

a robust and consistent performance for the PSO technique regardless of the problem dimensionality and 

the location of the global optimum. With this aim, here we propose a novel hybrid “damping” boundary 

condition that combines features of both the characteristics offered by the absorbing and reflecting walls. 

With this proposed damping boundary condition, whenever a particle tries to escape the search space in any 

one of the dimensions, part of the velocity in that dimension is absorbed by the boundary and the particle is 

then reflected back to the search space with a damped velocity along with a reversal of sign, as shown in 

Fig. 1(d). This is can be implemented in a very straightforward manner. We first start by performing the 

same procedure as for the reflecting boundary where the magnitude and the sign of the velocity for the 

reflected particle are determined. The velocity is then multiplied by a damping factor, d, which is a 

random variable uniformly distributed between [0,1] to create the damping effect. Since d is a uniformly 

distributed random variable between [0,1], the behavior of the proposed damping boundary will lie in 

between the performances of the absorbing and reflecting boundaries. It will act as the absorbing or 

reflecting boundary depending on the value of d equal to zero or one respectively. In terms of equations, 

the updated velocity of the dampened particle can be expressed as 

   11 ,,,  tvdtv refnini                                                            (3) 

where  1,, tv refni  is the velocity of the reflected particle as if the reflecting boundary were imposed at the 

boundary of the search space. Comparisons of the PSO performance between the proposed damping and 

other existing boundary conditions are presented in the next section. 

III. SIMULATION RESULTS 

To compare the PSO performance for different boundary conditions, two standard test functions, viz., 

Rastigrin and Rosenbrock functions were employed [3]. The two functions are defined as 

Rastigrin function 
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where N is the dimension of the test function. Note that the global minimum for both functions is equal to 

zero, where f1(0) = 0 and f2(1) = 0. 

In our investigation, we have used two types of search spaces whose size in terms of Euclidean distance 

between the minimum and maximum boundaries are the same, but the search range in each dimension is 

different. The search range of the first (I) type is between [-5,5] and the range for the second (II) type is 

between [0,10]. Here, we know that for Rastigrin function, when type I search space is used, the global 

optimum is located at the middle and when type II search space is used, the global optimum lies on the 

boundary respectively. Similarly, for Rosenbrock function, the global optimum is located close to the 

middle and to the boundary of the search space respectively when type I and II of the search spaces are 

used.  

For our PSO runs, we have randomly created a set of 50 different initial populations for each type of the 

search space and each population consists of 30 particles. For each of the boundary condition mentioned 

earlier, 50 simulations were performed using the same initial population set created earlier. Each simulation 

consists of 200 iterations, and the results are averaged at the end of 50 simulation runs. The average fitness 

value versus the number of iterations is plotted in Fig. 2. 

For the Rastigrin function, referring to Figs. 2(a)-(b), the global optimum is located at the middle of the 

search space for type I cases (left column) and is located at the boundary of the search space for type II 

cases (right column). It can be seen that the PSO performance obtained by each of the existing boundary 

condition is affected by two factors viz. (i) the increase in the dimension of the test function and (ii) 

variation in the location of the global optimum with respect to the search space boundary. Thus it is 

difficult to guarantee that the best performance in all the cases based on its previous success. This is clearly 
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noticeable for the case of invisible boundary when N = 30 for both type I and II cases. On the other hand, 

we can see that the proposed damping boundary has performed consistently well in all the four cases. It can 

also be seen that the performance of damping boundary is slightly lower than the invisible and reflecting 

boundaries when N = 30 for type I case. However, the overall performance offered by the damping 

boundary in all the four cases is itself a good testimony of its robustness and consistency in the 

optimization process, regardless of the dimensionality and the location of the global optimum. In our 

simulations, we have also noticed that our result for N = 3 is different to the one presented in [3], which is 

due to the difference in distance between the global optimum to the search space boundary. We found that 

the invisible boundary offers superior performance as reported in [3] only when the search space is small, 

e.g. when the size of the search space spans xn  [-1,1]. This finding has also confirmed that the 

performance of existing boundary conditions would vary significantly based on the distance between the 

global optimum and the search space boundary. 

Similarly, from Figs. 2(c)-(d), where Rosenbrock function is used, the performance obtained by the 

existing three boundary conditions again varies for different cases, but the proposed damping boundary is 

still very consistent regardless of the dimensionality and the location of the global optimum solution. 

Hence, these results confirm that even for optimizing a high dimensional test function, with unknown 

location of global optimum with respect to the search space, damping boundary condition offers a robust 

and consistent PSO performance. 

IV. MICROWAVE IMAGING EXAMPLE 

Here we investigate the performance of damping boundary for reconstructing the dielectric constant of a 

lossless dielectric scatterer. The reconstruction process is modeled as a nonlinear optimization problem and 

the final image is computed iteratively. At each iterative process, the measured scattered field is compared 

with the scattered field computed from the numerical model of the test object, and electromagnetic profiles 

of the model is then progressively adjusted by minimizing the error between the two sets of data. Hence, in 
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this case, the objective function (OF) can be defined as the normalized root mean square error (RMSE) 

between the measured and computed values of the scattered fields, i.e. 
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where M is the total number of receivers used in the imaging system and  ,),,( mmm
s
meas zE   

),,( mmm
s
comp zE   are the measured and computed values of the scattered field at location ),,( mmm z , 

respectively. 

To demonstrate the effectiveness of the proposed damping boundary against other existing boundary 

conditions for microwave imaging, we have considered an example where a lossless homogeneous 

dielectric scatterer of r = 6 is located inside a cubic free space investigation domain of side length 0 [5]. 

The investigation domain is virtually partitioned into 27 equal sized sub-cells and only one of them houses 

the dielectric scatterer, as shown in Fig. 3. Since the goal here is to reconstruct the value of r for the 

dielectric scatterer without knowing its location within the investigation domain, we will need to 

reconstruct the value of r for each cell and thus the dimensionality of this reconstruction problem is equal 

to 27. 

For the reconstruction process, we have assumed that an incident plane wave at 2.45GHz, is propagating 

along the z-axis, with a y-polarized electric field vector. We have also assumed that we know a priori that 

the investigation domain is mainly free space, and the dielectric constant r for the scatterer is less than or 

equal to 7. With this a priori information we can define the search space for each cell as r  [1,7]. Note 

that in this case, although unknown to the reconstruction process, the nature of the problem is different to 

that given by the two test functions (4) and (5) given in Section III. Instead, the problem here can be 

regarded as a combination of problems represented by both (4) and (5). This is because the global optimum 

for this reconstruction problem is a vector of dimension 27, where only one of its elements is located close 

to one end of the boundary while the rest of the elements lie on the other end of the boundary of the search 
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space. 

In the implementation of PSO, we have tested all four boundary conditions with the same initial 

population, and for each boundary condition 10 simulations have been performed, each with 500 iterations, 

to compute the average fitness value versus the number of iterations. 

It is also worth mentioning here that in the absence of the measured data, we have synthesized our 

measured scattered field values using the FDTD technique, and used MoM with volume integral 

formulation for the forward problem. We have avoided committing the “inverse crime” by not using the 

same numerical technique in the inversion algorithm as is used for synthesizing the measured data of the 

scattered field [10]. Furthermore, we have also considered the effect of random noise on the measured data 

by taking the signal-to-noise ratio to be equal to 20dB. 

The results plotted in Fig. 4 show the average fitness values obtained over 500 iterations when all four 

boundary conditions are used. As expected, for this reconstruction problem, the performance of the 

absorbing boundary was superior since 26 out of 27 optimum values lie on the boundary of the search 

space (r = 1). However, as indicated in the results presented in Section III, the superiority offered by the 

absorbing boundary may not always be guaranteed in other cases. A typical example is shown in Fig. 2(d), 

where the absorbing boundary performs the best for the type II case but performs the worst for type I case. 

Hence, it would cause great uncertainty in deciding as to which boundary condition be appropriate for a 

given optimization problem. Wrong choice of an inefficient boundary condition for a given problem such 

as the microwave image reconstruction could result in poor reconstruction accuracy in addition to waste of 

huge computational resources. On the other hand, the performance of the proposed damping boundary has 

always performed consistently well in all cases, and Fig. 4 further testifies the robustness it can offer. From 

Fig. 4, it is also evident that the proposed damping boundary has outperformed both the invisible and 

reflecting boundaries. Thus, the use of the proposed damping boundary has eliminated the uncertainty 

arising from the choice of inappropriate boundary condition for PSO. The results in Fig. 5 show a 

comparison of the final images (averaged after 10 simulation runs) obtained from PSO runs utilizing each 
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of the four boundary conditions. It is quite clear from Fig. 5 that the damping boundary has successfully 

reconstructed the value of r for the dielectric scatterer, and outperformed some of the other boundary 

conditions, while offering robustness and consistency. 

V. CONCLUSION 

In this paper, a simple hybrid boundary condition that features a damping characteristic has been 

proposed for PSO technique. The results have shown that the proposed damping boundary can provide a 

much robust and consistent optimization performance as compared to the existing boundary conditions 

regardless of the dimensionality of the problem as well as the location of the global optimum with respect 

to the search space boundary. Thus, the proposed damping condition would strengthen the PSO to be more 

effective in the optimization of many other difficult and complex engineering problems such as microwave 

image reconstruction.  
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Fig. 1. (a) For absorbing boundaries the velocity of the particle is zeroed and the particle is stopped at the 

boundary. (b) For reflecting boundaries the sign of the velocity is reversed and the particle is reflected back 

to the search space after the impact. (c) For invisible boundaries the particle is allowed to escape the 

boundary of the search space and is ignored by the fitness evaluator. (d) For damping boundaries part of the 

velocity is absorbed by the boundary during the impact and the particle is then reflected back with a lesser 

velocity of a reversal of sign. 
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Fig. 2. The average fitness value obtained versus the number of iterations for the 50 independent PSO runs 

of (a) 3-D Rastigrin function. (b) 30-D Rastigrin function. (c) 3-D Rosenbrock function. (d) 30-D 

Rosenbrock function. 
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Fig. 3. The problem geometry of the microwave imaging example. The dielectric scatterer is denoted by the 

shaded area in the investigation domain. 
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Fig. 4. The average fitness value obtained versus the number of iterations for the 10 independent PSO runs 

of the microwave image reconstruction example. 
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Fig. 5. The reconstructed images that show the distribution of r for the top, middle, and bottom layer of the 

investigation domain. 


