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ABSTRACT With the recent advancements in the fields of machine learning and artificial intelligence,

spoken language identification-based applications have been increasing in terms of the impact they have

on the day-to-day lives of common people. Western countries have been enjoying the privilege of spoken

language recognition-based applications for a while now, however, they have not gained much popularity in

multi-lingual countries like India owing to various complexities. In this paper, we have addressed this issue by

attempting to identify different Indian languages based on various well-known features like Mel-Frequency

Cepstral Coefficient (MFCC), Linear Prediction Coefficient (LPC), Discrete Wavelet Transform (DWT),

Gammatone Frequency Cepstral Coefficient (GFCC) as well as a few deep learning architecture based

features like i-vector and x-vector extracted from the audio signals. After comparing the initial results, it is

observed that the combination of MFCC and LPC produces the best results. Then we have developed a

new nature-inspired feature selection (FS) algorithm by hybridizing Binary Bat Algorithm (BBA) with Late

Acceptance Hill-Climbing (LAHC) to select the optimal subset from the said feature vectors in order to

reduce the model complexity and help it train faster. Using Random Forest (RF) classifier, we have achieved

an accuracy of 92.35% on Indic TTS database developed by IIT-Madras, and an accuracy of 100% on the

Indic Speech database developed by the Speech and Vision Laboratory (SVL) IIIT-Hyderabad. The proposed

algorithm is also found to outperform many standard meta-heuristic FS algorithms. The source code of this

work is available at: https://github.com/CodeChef97dotcom/Feature-Selection

INDEX TERMS Spoken language identification, feature selection, binary Bat algorithm, late acceptance

hill climbing algorithm, MFCC and LPC features.

I. INTRODUCTION

Speech is one of the most innate human capabilities. When

we speak with one another, we use not just words but also

associated emotions and sentiments to convey meaning and

get our opinions across. There are many features associated

with spoken language that allow us to deliver information that

The associate editor coordinating the review of this manuscript and

approving it for publication was K. C. Santosh .

go far beyond just our words. Spoken language involves the

actual use of speech or related utterances that conveymeaning

to share the thoughts or other information. Processing of spo-

ken languages involves human-computer interaction (HCI)

which has significantly improved over the last decade. Auto-

matic language identification plays a vital role in a wide range

of services. Nowadays, almost everyone is equipped with

smartphones which makes life much easier. People can now

control their daily activities like calling someone, turning on
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or off electrical appliances, making financial transactions and

various other activities just by instructing their smartphone

through oral commands. This is made possible only due to

the sophisticated speech or language recognition algorithms

that come with smartphones. However, when it comes to

multi-lingual countries like India, the complexity of classify-

ing these languages becomes extremely difficult owing to the

language-specific syntaxes, dialects, idiomatic expressions,

and accents, etc.

India houses more than 19,500 languages or dialects

according to an analysis of a census release in 2018. The

Indian constitution recognizes 23 major languages what is

known as ‘‘the 8th Schedule’’ of the Constitution. They also

happen to be the major literary languages in India, with a

considerable volume of writing in them. Besides Sanskrit,

22 other modern Indian languages are Assamese, Bangla,

Bodo, Dogri, Gujarati, Hindi, Kashmiri, Kannada, Konkani,

Maithili, Malayalam, Manipuri, Marathi, Nepali, Oriya,

Punjabi, Tamil, Telugu, Santali, Sindhi, English, and Urdu.

Each language has its own acoustic, prosodic, and phono-

tactic features. Therefore, the task of recognizing [1] these

languages with their own vernacular, cadence, semantics,

and varied ambience becomes extremely complex especially

if the number of features extracted to distinguish different

languages is very large. There are even some features that

do not carry useful information about the audio signals, and

therefore including these features for the purpose of classi-

fication proves to be counterproductive as they often bring

down the performance of the model both in terms of accuracy

as well as efficiency. Hence, it is imperative to use the appro-

priate feature subset that carries enough information about

the signal for the learning model to identify the different lan-

guages accurately. This reduces the model complexity both

in terms of hardware requirements as well as computation

time. In this paper, we explore a new approach to develop

a feature selection (FS) algorithm using a hybrid of Binary

Bat Algorithm (BBA) and Late Acceptance Hill-Climbing

(LAHC) algorithm for classifying Indian languages based on

their Mel-frequency Cepstral Coefficient (MFCC) and Linear

Prediction Coefficient (LPC) features. Additionally, we have

evaluated recently proposed features such as i-vector [2],

x-vector [3], a fusion of Discrete Wavelet Transform (DWT)

and MFCC features [4], and a combination of MFCC and

GFCC [5] for feature extraction and have also evaluated the

performance of the proposed FS algorithm on these features.

Lately, India has seen a major surge in Artificial Intel-

ligence (AI) based applications. People nowadays rely

much more on electronic gadgets for their day-to-day lives.

Applications like Apple Siri, Google Assistant, Amazon

Alexa, etc. have only made lives easier by automating various

jobs like performing online transactions, controlling various

home appliances, and so on, all by simple voice commands.

In these speech-based assistants, spoken language identifica-

tion acts as the first step which chooses the corresponding

grammar from a list of available languages for analyzing

further the semantics of the languages. However, in the

multi-lingual scenario prevailing in India, the performance of

traditional algorithms, which do not make proper use of fea-

tures extracted from audio signals, are found to be quite low

which makes them unreliable for language identification. Our

proposed work is one step closer to resolving this particular

issue.

In the rest of the paper, the related works are presented in

Sect. II. The motivation for our work is presented in Sect. III

and the proposed methodology is presented in Sect. IV. The

experimental results are presented in Sect. V. A comparative

study of our work is presented in Sect. VI and the conclusion

is presented in Sect. VII.

II. RELATED WORK

Koolagudi et al. [6] had identified 15 Indian languages using

MFCC features and Gaussian Mixture Model (GMM). The

training set and the test set were divided into speech data

which comprised 5 min and 1.5 min of speech data for each

language respectively. The validation set comprised of clips

of 2 seconds from each language. The final accuracy obtained

from this system was 88%. Zissman and Singer [7] obtained

an accuracy of 79.2% for 10 languages on the OGI multiple

language telephonic speech corpus. Tang et al. [8], in 2017,

applied deep learning-based techniques to identify 4 lan-

guages, namely Bangla, Gregorian, Turkish, and Assamese,

from the Babel corpus. They had used phonetic informa-

tion coupled with Recurrent Neural Network (RNN). The

results obtained had better accuracy than the baseline RNN

system. Gunawan et al. [9] identified 5 languages, namely

English, Malay, Korean, Chinese, and Arabic using MFCC

features coupled with vector quantization on a database put

together with the help of 10 volunteers. Their obtained indi-

vidual accuracies were 90% for English, 80% for Malay,

80% for Korean, 60% for Chinese, and 100% for Arabic.

Bekker et al. [10] used a different approach to identify spo-

ken languages. They coupled various intra-cluster training

strategy with deep learning and used this technique on the

NIST 2015 language identification dataset. Cluster Munition

Coalition (CMC) clustering method achieved the lowest mis-

classification rate of 13.5% compared to other clustering

methods used. Mukherjee [11] identified 4 different lan-

guages using both MFCC and LPC features. They applied

Artificial Neural Network (ANN) for the purpose of classi-

fication on a database composed of speech of 20 people and

obtained an accuracy of 88%. 4 Indian languages were also

distinguished by Mohanty [12] using 1 manner feature and

10 place features using a Support Vector Machine (SVM)

classifier. Their system was based on a corpus of 500 words

for every language. Average recognition accuracy of 89.75%

at word level was obtained for the system. Bartz et al. [13]

had used a hybrid Convolutional RNN which operated on

spectrogram images of the provided audio snippets. They

had collected their datasets from speeches and statements

from the European Parliament and news broadcast chan-

nels hosted on YouTube. Their work included the identi-

fication of 6 languages namely English, German, French,
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Spanish, Russian, and Mandarin Chinese. They noted that

Mandarin Chinese outperformed every other language with

a top accuracy of 96%. Sarthak et al. [14], in their work,

proposed attention-based deep learning model for language

identification using log-Mel spectrogram images as input

for identification of 6 languages. They classified 6 lan-

guages with an accuracy of 95.4% and 4 languages with

an accuracy of 96.3% obtained from the VoxForge dataset.

Mukherjee et al. [15] proposed line spectral frequency-based

features for modeling the 7 Indian languages taken from

IIIT-H Indic Speech Database. They achieved the highest

accuracy of 99.71% using ensemble learning-based classi-

fication technique. Revay and Teschke [16] used a deep

learning approach on spectral images of audio signals for

multi-class language identification. They obtained an aver-

age accuracy of 89% for multi-class classification of 6 lan-

guages.Mukherjee et al. [17] developed a lazy learning-based

language identification technique using MFCC-2 features

for the classification of 3 Indian languages. They achieved

the highest accuracy of 98.09% and an average accuracy

of 95.5% respectively. In a recent paper, Mukherjee et al. [18]

used LPC-based feature and ensemble learning technique for

classification of top-seven world languages namely Chinese,

Spanish, English, Hindi, Arabic, Bangla and Portuguese and

the highest possible accuracy of 96.95% was received on

more than 200h of real-world YouTube data.

III. MOTIVATION

Some relevant work has already been done in the field of

spoken language identification, however, to the best of our

knowledge, notmuch concrete research has been done on how

to optimize the derived features before feeding the same to the

language classification model. Researchers always find it dif-

ficult to identify the relevant features from a high dimensional

feature vector and remove the irrelevant or less important

features which do not contribute much to the target variable in

order to achieve better accuracy for the learning model under

consideration [19]–[22]. This problem becomes even more

apparent if the number of features is very large. Datasets with

higher dimensions pose computational problems especially in

cases where achieving a near perfect classification accuracy

score is of primary concern, since the system has constraints

in terms of computation time and memory requirement. Each

and every featuremight not be useful for a learning algorithm.

Rather, only the features which are really important can

significantly improve the performance of a machine learning

model. Moreover, using FS algorithms [23] to reduce dimen-

sionality [24] can enable the machine learning algorithm to

train faster. It also improves the accuracy of a model if the

right subset is chosen while reducing overfitting.

To this end, in this paper, a novel hybrid nature-inspired

FS algorithm has been developed using BBA-LAHC with the

goal to classify spoken Indian languages. Even though there

exists a plethora of literature based on the meta-heuristic FS

methods, such as Particle Swarm Optimization (PSO) [25],

Genetic algorithm (GA) [26] etc., in this work, BBA is chosen

as the FS method over other algorithms due to the following

reasons:

• BBA uses echolocation and frequency tuning to solve

optimization problems. The use of frequency variations

to mimic the true function provides some functionality

that is similar to the key feature used in PSO. Therefore,

BBA incorporates the advantageous characteristics of

other swarm-intelligence-based algorithms.

• BBA has the capability of automatically zooming into a

region where promising solutions have been found. As a

result, BBA has a quicker convergence rate, at least at

early stages of the iterations which gives this algorithm

an edge over other meta-heuristic algorithms.

• Many meta-heuristic algorithms make use of fixed

parameters by means o some pre-tuned algorithm-

dependent parameters. In contrast, BBA uses parameter

control, which varies the values of parameters accord-

ingly as the iterations proceed. This provides a way to

automatically switch from exploration to exploitation

when the optimal solution is approaching.

Even though the BBA is efficient, there is still room for

improvement and enhancement of the convergence of the

algorithm. Therefore, to address this problem, we have incor-

porated LAHC as a local search algorithm with BBA.

In this work, we find that the proposed hybrid FS algorithm

works better particularly in the field of spoken language

identification and also has an accuracy score better than some

standard meta-heuristic FS algorithms. The algorithm is able

to intelligently select the optimal features from a dataset

containing almost 1000 features and is also able get a better

accuracy score while reducing over-fitting.

IV. METHODOLOGY

The audio clips are first passed through a pre-emphasis filter.

Then the pre-emphasized audio signals are pre-processed

using framing and windowing techniques. The Fourier

Transform (FT) and Power spectrum of the audio signals

are computed followed by the application of Filter banks.

Finally, the MFCC and LPC features are extracted. Then,

we apply FS algorithm using hybrid BBA-LAHC for select-

ing those features from the dataset which contribute most to

our prediction value or output in which we are interested in.

After FS is completed, four classifiers namely SVM, Random

Forest (RF), Naïve Bayes and Multi Layer Perceptron (MLP)

are applied for the task of classification. Here, in this

section, our work is presented in three sub-sections namely

Pre-processing (IV-A), Feature Extraction (IV-B), Feature

Selection (IV-C). A flowchart for our proposed experimental

setup is given in Figure (1).

A. PRE-PROCESSING

1) PRE-EMPHASIS

The signal is first passed through a pre-emphasis filter to

amplify the energy in the high frequencies. A pre-emphasis

filter is useful as it helps in balancing the frequency spectrum
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FIGURE 1. Flowchart of our proposed experimental setup for
identification of spoken Indian languages.

since high frequencies usually have smaller magnitudes com-

pared to lower frequencies. Pre-emphasis helps in avoiding

problems faced during the numerical computation of the FT

and also helps in improving the Signal-to-Noise Ratio (SNR).

The pre-emphasis filter can be applied to a signal x(t) using

the first order filter as shown in the Eqn. (1):

y(t) = x(t) − αx(t − 1) (1)

where the value of α is set to 0.97.

2) FRAMING

Analyzing speech signals as a whole is a difficult job mostly

because the spectral characteristics of the signal does not

remain the same over the entire span. Frequencies in a signal

change over time, so in most cases it is not sensible to do

the FT across the entire signal, otherwise we would lose the

frequency contours of the signal over time [27], [28]. Hence,

we assume that frequencies in a signal are stationary over a

very short period of time. Therefore, by doing a FT over this

short-time frame, we can obtain a good approximation of the

frequency contours of the signal by concatenating adjacent

frames.

3) WINDOWING

Windowing involves the slicing of the audio waveform into

sliding frames. Windowing mainly gets rid of any jitters

and ensuring a smoother transition from one frame to the

next. Windowing is applied in spectral estimation to produce

continuity at the edges, with some windows introducing

up to 2nd order continuity. Without it signal mismatch can

occur which leads to undesirable results. In this experiment,

Hamming window [29], shown in Figure (2), is chosen to

deal with the aforementioned problem and mathematically it

is illustrated in Eqn. (2):

w(m) = 0.54 − 0.46cos(2πm/M − 1) (2)

where w(m) is the function of hamming window; m ranges

from start to end of the frame (0–255 here); andM is the frame

size (256 here).

FIGURE 2. Hamming window used as a preprocessing step to reduce
spectral leakages.

4) FOURIER TRANSFORM AND POWER SPECTRUM

The N-point Fast FT (FFT), which is also called Short-Time-

Fourier-Transform (STFT), is applied on each frame to calcu-

late the frequency spectrum of the sign. The Power Spectrum

(periodogram) is calculated using Eqn. (3):

P =
|FFT (xi) |2

N
(3)

where xi is the i
th frame of the signal.

5) FILTER BANKS

Filter banks, shown in Figure (3), are arrangements of low

pass, band pass, and high pass filters used for the spectral

decomposition and composition of signals. They play an

important role inmanymodern signal processing applications

such as audio and image coding. The reason for their popular-

ity is the fact that they easily allow the extraction of spectral

components of a signal while providing very efficient imple-

mentations. Since most filter banks involve various sampling

rates, they are also referred to as multi-rate systems. In this

experiment, the filter banks are computed by applying trian-

gular filters onMel-scale to the power spectrum to extract the

frequency bands. TheMel-scale aims to mimic the non-linear

human ear perception of sound, by being more discriminative

at lower frequencies and less discriminative at higher frequen-

cies. The approximation ofMel-frequency [30] from physical

frequency can be expressed as Eqn. (4) and Eqn. (5):

fmel = 2595 log10

(
1 +

f

700

)
(4)

f = 700 (10
m

2595 − 1) (5)
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FIGURE 3. Mel-scaled filter bank with its triangular band pass frequency
response used to mimic human ear perception of sound.

B. FEATURE EXTRACTION

The fundamental difficulty of speech recognition [31] is

that the speech signal is highly variable due to the different

speakers, speaking rates, contents and acoustic conditions.

Theoretically, it should be possible to recognize speech

directly from the digitized waveform. However, because of

the large variability of the speech signal, it is better to perform

some feature extraction that would reduce that variability.

Particularly, eliminating various source of information, such

as whether the sound is voiced or unvoiced and, if voiced,

it eliminates the effect of the periodicity or pitch, amplitude

of excitation signal and fundamental frequency etc.

Choosing which features to extract from speech is the

most significant part of speaker recognition and language

identification task. Some popular acoustic features that we

have taken into consideration in this work are MFCC, LPC,

GFCC, DWT along with some relatively new deep learning

architecture based features like i-vector and x-vector. After

experimenting with different combinations of these features,

we have come to the conclusion that the combination of

MFCC and LPC works best for the task of language identi-

fication. This claim is also supported in [32]–[33] where this

combination has proved to be very effective in improving the

performance of the model. Moreover, we have found from

our experiments that this combination outperforms some new

feature extraction techniques like i-vector, x-vector, fusion of

DWT andMFCC feature warping and combination of MFCC

with GFCC. These comparisons are discussed in detail in

the subsequent sections. Due to the aforementioned reasons,

we have used this combination of MFCC and LPC as the

primary feature set for our work. Here is a brief overview of

MFCC and LPC features.

1) MFCC BASED FEATURES

Cepstral features are computed by taking the FT of thewarped

logarithmic spectrum, and they contain information about the

rate of changes in the different spectrum bands. The lower

order coefficients contain most of the information about the

overall spectral shape of the source-filter transfer function.

The zero-order coefficient indicates the average power of the

input signal. The first-order coefficient represents the distri-

bution of spectral energy between low and high frequencies.

Even though higher order coefficients represent increasing

levels of spectral details, depending on the sampling rate and

estimation method, 12 to 20 cepstral coefficients are typically

optimal for speech analysis. Selecting a large number of

cepstral coefficients results inmore complexity in themodels.

For example, if we intend to model a speech signal by a

GMM and a large number of cepstral coefficients is used,

we typically need more data in order to accurately estimate

the parameters of the GMM.

The idea of MFCC [34] is to convert audio in time domain

into frequency domain so that we can understand all the

information present in speech signals. Every sound signal

consists of a set of distinct frequency components of vari-

able intensities which is known as its spectral envelope.

Bhalke et al. [35] showed that MFCC feature representation

of sound signals is an effective way of understanding and rep-

resenting the shape of their presumed spectral envelopes. But

just converting time domain signals into frequency domain is

not very optimal. We can do more than just converting time

domain signals into frequency domain signals. Our ear has

cochlea which basically has more filters at low frequency and

very few filters at higher frequency. This can be mimicked

using Mel filters. So the idea of MFCC is to convert time

domain signal into frequency domain signal by mimicking

cochlea function using Mel filters. Mukherjee et al. [36]

extracted 19 MFCC features (1st level) for every frame with

the aid of Mel Filter bank [37] and the power spectrum of the

frames. Therefore, MFCC is nothing but a Discrete Cosine

Transform (DCT) of a real logarithm of the short-term energy

displayed on the Mel-frequency scale [38]. MFCC feature is

used in a variety of industries like identifying airline reserva-

tion, numbers spoken into a telephone and voice recognition

system for security purpose and is finding increased uses

in music information retrieval applications such as genre

classification, audio similarity measures, etc [39].

For the computation of MFCC, the first step is window-

ing the speech signal to split the speech signal into frames

of 25ms with an overlap of 10ms. Each frame is then mul-

tiplied with a Hamming window. After windowing, FFT is

applied to find the power spectrum of each frame. The entire

frequency range is divided into ‘n’ Mel filter banks, which is

also the number of coefficients we want. Now the filter bank

energies are calculated by multiplying each filter bank with

the power spectrum and adding up the coefficients. We take

the logarithm of these ‘n’ energies and compute its DCT to

get the final MFCCs [40]. The formula used to calculate the

mels for any frequency [41], [42] given by Eqn. (5).

The MFCCs are calculated using Eqn. (6):

Ĉn =

k∑

n=1

(log Ŝk )cos

[
n

(
k −

1

2

)
π

k

]
(6)

where k is the number of mel cepstrum coefficients, Ŝk is the

output of filter-bank and Ĉn is the final MFCC coefficients.
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FIGURE 4. Steps involved in MFCC feature extraction.

The block diagram of the MFCC processor can be seen

in Figure (4). It summarizes all the processes and steps taken

to obtain the needed coefficients.

2) LPC BASED FEATURES

LPC is one of the most powerful speech analysis techniques

and is a useful method for encoding quality speech at a low

bit rate. The basic idea behind linear predictive analysis is

that a specific speech sample at the current time can be

approximated as a linear combination of past speech samples.

The most important aspect of LPC is a linear predictive filter

which allows the value of the next sample to be determined by

a linear combination of its previous samples. LPC starts with

the assumption that speech signal is produced by the glottis

at the end of tube which is characterized by its intensity and

frequency. LPC analyses the speech signal by estimating the

formants, getting rid of its effects from the speech signal and

estimating the concentration and frequency of the left behind

residue. This process of removing the formants is called

‘inverse filtering’ and the remaining signal is called ‘residue’.

The coefficients of the difference equation characterize the

formants and the numbers which describe the formants and

the residue are stored. LPC is a powerful speech analysis

method and it has gained fame as a formant estimation

method [43].

Other features that can be deduced from LPC are Linear

Predication Cepstral Coefficients (LPCC), Log Area Ratio

(LAR), Reflection Coefficients (RC), Arcus Sine Coeffi-

cients (ARCSIN) [44] etc. LPC is generally used for speech

reconstruction and applied in musical and electrical firms for

creating mobile robots, in telephone firms, tonal analysis of

violins and other string musical gadgets [45].

To understand LPCs, we must first understand the

Autoregressive (AR) model of speech. Speech can be mod-

elled as a pth order AR process, where each sample is given

by Eqn. (7):

x (n) = −

p∑

k=1

akx (n− k) + u(n) (7)

Each sample at the nth instant depends on ‘p’ previous

samples, addedwith a Gaussian noise u(n). This model comes

from the assumption that speech signal is produced by a

buzzer at the end of a tube, with occasional hissing and

popping sounds.

LPC coefficients are given by α. To estimate the coef-

ficients, we use the Yule-Walker equations which use the

autocorrelation function Rl . Autocorrelation at lag l is given

by Eqn. (8):

R (l) =

N∑

n=1

x (n)x(n− l) (8)

The final form of the Yule-Walker equations is given by

Eqn. (9) and Eqn. (10):

p∑

k=1

αkR (l − k) = R(l) (9)




R(0) · · · R(p− 1)
...

. . .
...

R(p− 1) · · · R(0)







α1

...

αk


 = −



R(1)

...

R(k)


 (10)

The final solution for α is given by Eqn. (11):

α = −R−1 r (11)

Figure (5) summarizes all the processes and steps taken to

obtain the needed LPC coefficients.

FIGURE 5. Steps involved in LPC feature extraction.

C. FEATURE SELECTION

1) BAT ALGORITHM: AN OVERVIEW

This algorithm [46] is inspired from the echolocation behav-

ior of bats. Just like bats use natural sonar in order to find

their prey, this algorithm uses a similar technique. In this algo-

rithm, two main characteristics are adopted, viz., loudness

and rate of emission of ultrasonic sound. Bats tend to decrease

their loudness and increase the rate of emitted ultrasonic

sound when their prey is nearer. In BA, a number of artificial

bats with their own position vector Xi, velocity vector Vi and

frequency vector Fi are initialized which are updated after

the completion of each iteration. This exact behavior can be

mathematically modelled [47] as Eqn. (12) and Eqn. (13):

Vi(t + 1) = Vi(t) + (Xi(t) − Gbest)Fi (12)

Xi(t + 1) = Xi(t) + Vi(t + 1) (13)

where Gbest is the best solution attained so far and Fi indi-

cates the frequency of the ith bat which is updated after each

iteration as shown in Eqn. (14):

Fi = Fmin + (Fmax − Fmin )β (14)
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where β is a random number from the uniform

distribution [0,1].

From Eqn. (12) and Eqn. (14), it can be concluded that

different frequencies influence artificial bats to have diverse

inclination to the best solution thus assuring the exploitability

of the algorithm. Moreover, a random walk procedure has

also been implemented to enhance the performance of the

exploitability of the same as shown in Eqn. (15):

Xnew = Xold + εAt (15)

where ǫ is a random number in [-1,1] and A is the loudness of

emitted sound. Since BA is a balanced combination of PSO

and intensive local search, the balancing is controlled by the

loudness (A) and pulse emission rate (r), which are updated

using Eqn. (16) and Eqn. (17):

Ai(t + 1) = αAi(t) (16)

ri(t + 1) = ri(0)[1 − exp(−γ t)] (17)

where α is a constant analogous to the cooling factor in

Simulated Annealing [48] and γ is another constant.

2) LATE ACCEPTANCE HILL CLIMBING

Hill climbing is amathematical optimization techniquewhich

belongs to the family of local search. It is an iterative algo-

rithm that starts with an arbitrary solution to a problem, then

attempts to find a better solution by making an incremen-

tal change to the solution. If the change produces a better

solution, another incremental change is made to the new

solution, and so on until no further improvements can be

found. Generally, this algorithm has the following advan-

tages: easy to implement and computational time is rather

small. In Hill Climbing, only one candidate which has the

same or better cost function than the current candidate is

accepted. To take into consideration limited acceptance of

worsening moves, LAHC [49] takes the control parameter in

the acceptance condition from the search history. In LAHC,

a candidate solution is not only comparedwith the current one

but also with that solution that was current several iterations

before. It employs a list where the history of previous values

of current cost function is stored. Now when a candidate

is selected, its cost is calculated and then compared with

the last element of the list. If the cost is better, then the

candidate is accepted and the list is updated by adding this

new current cost to the beginning of the list and removing the

last element from the list. To summarize, LAHC chooses a

solution immediately if its cost function is better and at the

same time stores a list of worse performing solutions in order

to improve them into better ones. The pseudo code of LAHC

is provided in Algorithm (1).

3) PROPOSED BBA-LAHC

BA is originally proposed for solving continuous optimiza-

tion problems. So, this algorithm cannot be used for the pur-

pose of FS where a solution or an ‘agent’ is represented using

a binary vector. Here, 1 represents that the corresponding

Algorithm 1 Pseudo Code for LAHC

1: Produce an initial solution s

2: Calculate the initial cost function C(s)

3: Specify the length of the history list (Lh)

4: Initialize I = 0 and I idle = 0

5: for (i < Lh) do

6: Calculate the cost of the candidates

7: Update cost in the fitness list fv:=C(s)

8: end for

9: while (I < 10000) and ( I idle > I ∗ 0.02) do

10: Construct a candidate solution s∗

11: Calculate a candidate cost function C(s∗)

12: if C(s∗) > C(s) then

13: Increment the idle iteration number. (I idle = I idle+

1)

14: Else reset the idle iteration number. ( I idle = 0)

15: end if

16: Calculate the virtual beginning v = ImodLh
17: if (C(s∗) < fv) or (C(s

∗) < C(s)) then

18: Accept the candidate solution s = s∗

19: Else reject the candidate s = s∗

20: end if

21: if C(s) < fv then

22: Update the fitness array fv := C(s)

23: end if

24: Increment the number of iteration

25: end while

feature is selected and 0 represents that the corresponding

feature is not selected. Therefore, to solve our purpose of FS,

the position of an agent must be converted to a binary vector.

In BBA, the artificial bats move around the search space uti-

lizing position and velocity vectors (or their updated position

and velocity vectors) in a binary domain (‘‘0’’ and ‘‘1’’). This

is achieved by using a transfer function which maps the data

from real continuous domain to binary domain. The suitable

transfer function used in this paper is the V-shaped transfer

function (as shown in Figure (6)) given by Eqn. (18):

V (vik (t)) =

∣∣∣∣
2

π
arctan(

π

2
vki (t))

∣∣∣∣ (18)

where xki (t) and vki (t) are the position and velocity vectors of

the ith particle at iteration t in the k th dimension, and (xki (t))
−1

is the complement of xki (t).

Equation (18) is implemented in order to map the veloci-

ties of the bats to the probabilities of flipping their position

vectors’ elements. Also, the rules of equation (19) help in

updating the position vectors of the bats.

xki (t + 1) =

{
(xki (t))

−1
if rand < V (vki (t + 1))

xki (t) if rand ≥ V (vki (t + 1))
(19)

After updating the position of an agent in each iteration,

a local search is performed using LAHC to optimize the

position of the agent in order to obtain better fitness values.
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FIGURE 6. V-shaped transfer function used to convert continuous Bat
algorithm search space to binary one.

This invariably eliminates the possibility of the algorithm

to get stuck in a local minima and thereby increases

the exploitability of the proposed hybrid BBA-LAHC FS

method.

The pseudo code and flowchart for the proposed algorithm

are provided in Algorithm (2) and Figure (7) respectively.

V. RESULTS

A. DATASET DESCRIPTION

In this work, we have used the Indic TTS Database provided

by IIT-Madras [50]. This is a special corpus of Indian lan-

guages covering 13 major languages of India. It comprises

over 10,000 spoken sentences/utterances recorded by both

male and female native speakers. Speech waveform files

are available in.wav format along with the corresponding

text. Out of the 13 Indian languages, we have used 10 most

commonly spoken languages which are namely ‘‘Bangla’’,

‘‘English’’, ‘‘Hindi’’, ‘‘Marathi’’, ‘‘Tamil’’, ‘‘Telugu’’,

‘‘Assamese’’, ‘‘Gujarati’’, ‘‘Kannada’’ and ‘‘Malayalam’’ for

identification purposes. We have also performed experiment

on the database of 7 Indic languages [51], developed by

Speech and Vision Laboratory (SVL) at IIIT-Hyderabad.

This database consists of 1000 utterances for each of the

7 languages and each sentence is available as a separate audio

clip in the database. These sentences span over 5000 most

frequently used words in the text of the corresponding

languages. The audios are recorded in a studio with a

microphone connected to a zoom handy recorder. These

7 languages are ‘‘Bangla’’, ‘‘Hindi’’, ‘‘Marathi’’, ‘‘Tamil’’,

‘‘Telugu’’, ‘‘Kannada’’ and ‘‘Malayalam’’.

For our experiment, the numbers of utterances used from

the Indic TTS database are: 650 for ‘‘Bangla’’, 550 for

‘‘English’’, 600 for ‘‘Hindi’’, 600 for ‘‘Marathi’’, 500 for

‘‘Tamil’’, 350 for ‘‘Telugu’’, 365 for ‘‘Assamese’’, 1000 for

‘‘Gujarati’’, 250 for ‘‘Kannada’’, and 300 for ‘‘Malayalam’’.

The audio-clips for each of these 10 languages are 5 seconds

long and the numbers of male and female speakers are found

to be 3104 and 2061 respectively.We have allotted 80% of the

Algorithm 2 Pseudo Code for the Proposed FS Algorithm

1: Initialize: Bat population: Xi(i = 1, 2, . . . , n) =

rand(0 or 1), Velocity Vi = 0 and Frequency Qi = 0

2: Define pulse frequency Fi
3: Initialize pulse rates ri and the loudness Ai
4: Create an empty solution matrix of dimension nXd

5: for (i < n) do

6: for (i < n) do

7: Fill the solution set with 0’s and 1’s according to

random distribution

8: end for

9: end for

10: Append the fitness value of each bat and find the current

best

11: while (t < maxiterations) do

12: Adjusting frequency and updating velocities

13: Calculate transfer function value using equation (18)

14: Update positions using equation (19)

15: if (rand > ri) then

16: Select a solution (Gbest) among the best solutions

randomly

17: Change some of the dimensions of position vector

with some of the dimensions of Gbest

18: end if

19: Generate a new solution by flying randomly

20: if (rand < Ai) and (f (xi) < f (Gbest)) then

21: Accept the new solutions

22: Increase ri and reduce Ai
23: end if

24: Rank the bats and find the current Gbest

25: BestCandidate = LAHC (Gbest)

26: end while

total utterances to train the model and the remaining 20% for

testing of the model. This implies that 4132 utterances fall in

the training set and the remaining 1033 utterances fall in the

testing set. Out of the 4132 utterances, 2480 utterances are

by male speakers and the remaining 1652 utterances are by

female speakers. Out of the 1033 utterances in the testing set,

624 utterances are by male speakers whereas the remaining

409 utterances are by female speakers. From IIIT-H database,

we have used 1000 utterances for each of the 7 languages.

In this case, each audio-clip is 5 seconds long, however,

all the utterances are by male speakers. For this database,

we have used 75% of the total utterances for training purpose,

whereas the remaining 25% is allotted for testing purpose.

This implies that 5250 utterances fall in the training set and

the remaining 1750 utterances fall in the testing set.

B. EXPERIMENTAL SETUP

All the experiments are performed using a system equipped

with a 5th generation dual-core Intel Core i5 processor

clocked at a base frequency of 2.3 Ghz and 8 GB of memory.
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FIGURE 7. Flowchart for the proposed BBA-LAHC FS method.

The system is not equipped with an external GPU, rather,

it runs on an integrated Intel Graphics card.

1) PARAMETER TUNING

In order to understand the effect of various parameters on the

performance of the proposed FS algorithm, we have varied

the values of one parameter while keeping the other param-

eters fixed and have tried to come up with optimal values

of all the parameters involved. Therefore, we have evaluated

the proposed BBA-LAHC based FS method for population

sizes of [20, 30, 40, 50]. Figure (8) shows the effect of

variation of population sizes on the classification accuracy

of the proposed algorithm. From this figure, it can be noticed

that the classification accuracy improves slowly with increase

in the population size, reaches a maximum and then begins

to decrease. Consequently, from Figure (8), we have set the

population size to 30 and tried to improve the classification

accuracy for both the datasets.

In order to find the value for optimum number of iterations,

we have evaluated the proposed FS algorithm for iterations
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FIGURE 8. Effect of the variation of population sizes on classification
accuracies of the proposed FS method on IIT-M database.

of 20, 30 and 40 while keeping all the other parameters

fixed. Figure (9) shows the effect of variation of number

of iterations on the classification accuracy of the proposed

algorithm. A similar trend can also be seen here as the clas-

sification accuracy increases slowly, reaches a maximum and

then decreases. Therefore, from Figure (9), we have set the

number of iterations to 30.

FIGURE 9. Effect of the number of iterations on classification accuracies
of the proposed FS method on IIT-M database.

During the course of our experiment, we have also exper-

imented with different values of A, r and α in the search

space. As already mentioned in [52], we have also found that

keeping the values of A and r to 0.9 and 0.2 respectively,

the best classification result is achieved. Our experiments

also come to the conclusion that the classification accuracy

decreases marginally with increase in the value of α and

hence, we have set the value of α to 0.7.

2) CLASSIFIERS USED

In this work, we have used 4 classifiers namely SVM,

MLP, Naïve Bayes and RF for the purpose of classification.

We have also experimented with the parameters of the dif-

ferent classifiers used. The variation of classification accura-

cies with the number of trees for RF classifier is presented

in Figure (10) whereas the variation of classification accura-

cies with the number of hidden neurons for MLP classifier

is presented in Figure (11). In accordance with the results

obtained, we have set the number of trees to 40 for RF

classifier and the number of hidden neurons to 300 for the

MLP classifier. In addition to this, we have also found that

using a Rectified Linear Unit (ReLU) activation function

FIGURE 10. Effect of number of trees on the classification accuracies
using RF classifier on IIT-M database.

FIGURE 11. Effect of the number of hidden neurons on the classification
accuracies using MLP classifier on IIT-M database.

along with the ‘‘Adam’’ optimizer for the MLP classifier

gives the best results. In case of SVM classifier, we have used

radial basis function (‘‘rbf’’) kernel in order to obtain the best

classification accuracy.

3) EVALUATION METRICES

The performance of our proposed BBA-LAHC based FS

methodology has been measured using 4 evaluation met-

rices namely Classification accuracy, Precision, Recall and

f1-Score. It is worth noting that a True Positive (TP) is an

outcomewhere themodel correctly predicts the positive class.

Similarly, a True Negative (TN) is an outcome where the

model correctly predicts the negative class. A False Positive

(FP) is an outcome where the model incorrectly predicts the

positive class. And a False Negative (FN) is an outcome

where themodel incorrectly predicts the negative class. These

metrices are defined below as follows:

• Accuracy or Classification accuracy is defined as the

ratio of the number of correct predictions to the total

number of predictions. For this work, the accuracy in

percentage is given by:

Accuracy=
No. of languages predicted correctly

Total no. of predictions of languages
×100%

• Precision is the ratio of correctly predicted positive

observations to the total predicted positive observations.

Precision =
TP

TP + FP

• Recall is is the proportion of correct positive classifica-

tions from the cases that are actually positive.

Recall =
TP

TP + FN

VOLUME 8, 2020 181441



A. Das et al.: Hybrid Meta-Heuristic FS Method for Identification of Indian Spoken Languages From Audio Signals

TABLE 1. Performance comparison of classification accuracies using 4 classifiers on IIT-M database.

TABLE 2. Confusion matrix of 10 Indian languages (without FS) obtained using RF classifier on IIT-M database.

TABLE 3. Confusion matrix of 10 Indian languages (with BBA-LAHC based FS method) obtained using RF classifier on IIT-M database.

• f1-Score is the Harmonic Mean between precision and

recall. The range for f1 Score is [0, 1]. It tells how precise

the classifier is i.e., how many instances it classifies

correctly, as well as how robust it is such that it does

not miss a significant number of instances.

f 1 − score =
2 * Precision * Recall

Precision + Recall

C. RESULTS OBTAINED

1) USING IIT-M DATABASE

The classification accuracies obtained using both original as

well as optimal feature sets using all these four classifiers are

presented in Table (1).

Primary analysis of our results reveals that higher accu-

racies are obtained for that dataset where we have used

FS technique compared to its other counterpart. Out of the

4 classifiers used, the RF classifier achieves highest accuracy

in both the cases, the accuracies being 91.578% for the

raw feature set and 92.352% for the selected feature set

respectively, thereby increasing the accuracy by an amount

of 0.774%. From the results, it can also be observed that

the classification accuracy also increases significantly in case

of selected feature set using both SVM and MLP classifiers.

This result illustrates the robustness of this algorithm in this

field.

The confusion matrix obtained without using any FS algo-

rithm is presented in Table (2) and the one obtained by using

BBA-LAHC based FS algorithm is presented in Table (3).

The class-wise performance based on different evaluation

metrics obtained from the raw feature set is juxtaposed with

that from the selected feature set using BBA-LAHC based

FS method in Table (4). The RF classifier is used for the

classification purpose in both scenarios.

From Table (3), it can be seen that out of the 10 given

languages, 5 languages namely ‘‘Malayalam’’, ‘‘Gujarati’’,

‘‘Tamil’’, ‘‘Marathi’’ and ‘‘Hindi’’ are identified with exactly

100% accuracy when our proposed FS algorithm is used

in contrary to just 2 languages being accurately identified

when no FS algorithm is being used. Additionally, 2 of the

remaining 5 languages namely ‘‘Kannada’’ and ‘‘Telugu’’

are identified with an accuracy well over 95%. It is also

found that after using our proposed FS algorithm, the classi-

fication accuracy in identifying ‘‘Bangla’’ language remains

the same although the number of misclassified instances

decreases from 4 to 2. The same trend can also be seen is case

of ‘‘English’’ where the number of misclassified instances

decreases from 6 to 5. Among all the 10 languages in this
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TABLE 4. Accuracy report of 10 Indian languages obtained without FS and with BBA-LAHC based FS method using RF classifier on IIT-M database.

TABLE 5. Confusion matrix of 8 Indian languages (with BBA-LAHC based FS method) obtained using RF classifier on IIT-M database.

dataset, it is found that ‘‘Malayalam’’ is commonly identified

with an 100% accuracy in both the cases.

It is interesting to note that some of the audio clips of

‘‘Assamese’’ language are misclassified as ‘‘Bangla’’ lan-

guage and vice-versa. This is because both these languages

share a lot of similarities. ‘‘Assamese’’ share a similar accent

and dialect with ‘‘Bangla’’ and in fact, there are fair amounts

of words that are almost identical in both the languages.

Also, after analyzing the audio clips, it has been found the

presence of commonly used ‘‘English’’ phrases in audio clips

of other languages has mainly aided to the confusion, and has

therefore resulted in misclassification.

Therefore, in order to investigate more, we have further

experimented with 8 Indic languages by omitting ‘‘English’’

and ‘‘Assamese’’ audio features from the dataset. This has

resulted in a much higher classification accuracy of 99.33%

using the RF classifier. The confusion matrix as well as

language-wise classification accuracy for the same are pre-

sented in Table (5) and Table (6) respectively.

From both Table (4) and Table (6), it is evident that with-

out the presence of ‘‘Assamese’’ language, the precision in

identifying ‘‘Bangla’’ language increases from 73.24% to

100%. The same holds true for the remaining 7 languages as

well, as all the languages can be identified with near perfect

precision in absence of both ‘‘English’’ and ‘‘Assamese’’

languages.

It is worth noting that the total computation time required

to evaluate our proposed BBA-LAHC based FS algorithm on

this dataset is about 158 minutes. Once the optimal feature

set consisting of 972 features is obtained, the training time

TABLE 6. Language-wise detailed performance on 8 Indian languages
(after using BBA-LAHC based FS method) obtained using RF classifier on
IIT-M database.

required is reduced significantly to a couple of minutes and

testing time is reduced to about 20 seconds using the RF

classifier.

2) USING IIIT-H DATABASE

We have also performed experiment on the database consist-

ing of 7 Indic languages developed by the SVL, IIIT-H. The

same methodology is followed for feature extraction as well

as for FS purposes. Finally, the reduced set of features is fed

to SVM, RF, Naïve Bayes and MLP classifiers separately,

for the classification purposes. The classification accuracy as

well as the confusionmatrix for this database using the 4 clas-

sifiers are presented in Table (7) and Table (8) respectively

whereas the language-wise corresponding accuracy report is

presented in Table (9).
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TABLE 7. Performance comparison of classification accuracies using 4 classifiers on IIIT-H database.

TABLE 8. Confusion matrix of 7 Indian languages (with BBA-LAHC based FS method) obtained using RF classifier on IIIT-H database.

TABLE 9. Accuracy report of 7 Indian languages (using BBA-LAHC based
FS method) obtained using RF classifier on IIIT-H database.

It is clear from Table (7) that BBA-LAHC has again per-

formed very well in identifying all the languages present in

the database. It is worth noting that the accuracy improvement

of the model after using BBA-LAHC FS is significantly

higher for the case of IIIT-H database as compared to IIT-M

database. An accuracy increase of 5% or more, is observed

for all the classifiers when FS is used, which in turn, adds

strength to our claim that BBA-LAHC can be considered as

effective algorithm in the field of spoken language identifica-

tion from audio signals.

Even though the number of languages in this database is

less than that of IIT-M, the number of utterances per language

is much more. Therefore, the computation time required

to evaluate BBA-LAHC on this database is 182 minutes.

After the optimal feature set consisting of 1141 features is

obtained, the training time is significantly reduced to around

2 minutes and testing time under a 10 seconds using the RF

classifier.

VI. COMPARATIVE STUDY

A. WITH RECENT FEATURE EXTRACTION TECHNIQUES

In order add diversity to our experiments, we have also

considered some new feature extraction techniques like

i-vector [2], x-vector [3], a fusion of DWT and MFCC

features [4], and combination of MFCC and GFCC [5].

For extracting i-vector, the speech segments are first mod-

elled using a GMM-UBM system. The parameters of GMM

are normally adapted from a previously trained UBM by

applying maximum a posteriori (MAP) adaptation, whereas

UBM is simply a single GMM trained with substantial

amount of data from all the Indic language classes at hand.

For our MFCC based i-vector framework, 20 cepstral coef-

ficients are calculated and augmented with 20 deltas and

20 delta-deltas. After finishing the post-processing and find-

ing i-vectors of the model, we use PLDA scoring for classifi-

cation [53]. The number of Gaussian mixtures and dimension

of total variabilitymatrix (T) to train theUBMare tuned to get

better results. Table (10) depicts accuracy of MFCC features

based i-vector framework.

The x-vector system consists of a feed forward Deep

Neural Network (DNN) that maps variable-length speech

segments to embeddings that we call x-vectors. The x-vector

networks are divided into three parts: an encoder network,

which extracts acoustic features (here, MFCC), a pooling

layer for producing a single vector per utterance and finally,

a feed forward classification network for evaluating speaker

class posteriors. Once extracted, the x-vectors are clas-

sified by the discriminatively trained Gaussian classifier.

In our experiment, the network is implemented using the

Kaldi Toolkit [54]. The standard time-delay neural net-

work (TDNN) as described in [55], is employed, which

TABLE 10. Classification accuracy of MFCC feature based i-vector framework on IIT-M and IIIT-H databases.
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TABLE 11. Classification accuracy of MFCC feature based x-vector framework on IIT-M and IIIT-H databases.

TABLE 12. Accuracy comparison between fusion of MFCC and DWT feature warping technique with combination of MFCC and GFCC features on IIT-M and
IIIT-H databases.

TABLE 13. Class-wise performance based on different evaluation metrices of the proposed BBA-LAHC algorithm with 7 other meta-heuristics FS
algorithms using RF classifier on IIT-M database.

consists of 5-time delay layers and two dense layers. The

embeddings are extracted after the first dense layer with a

dimensionality of 512. Table (11) shows the classification

accuracy and computation time required for classifying spo-

ken languages from both IIT-M and IIIT-H databases.

Lastly, we have used a fusion of MFCC and DWT feature

warping (FW) technique and a combination of MFCC and

Gammatone Frequency Cepstral Coefficients (GFCCs) fea-

tures. We have evaluated our proposed algorithm to reduce

the feature set on both these techniques. The accuracies

along with the corresponding computation time in presented

in Table (12) for both the databases.

B. WITH STATE-OF-THE-ART ALGORITHMS

To establish the superiority of the proposed FS method,

we have compared this algorithm with 7 state-of-the-art

meta-heuristic FS algorithms, namely:

• Binary GA (BGA) [26]

• Binary PSO (BPSO) [25]

• Binary Gravitational Search Algorithm (BGSA) [56]

• Binary Cuckoo Search Algorithm (BCS) [57]

• Binary Dragonfly Algorithm (BDFA) [58]

• Binary Firefly Algorithm (BFFA) [59]

• BBA

This comparison is done on 10 Indian languages namely

‘‘Bangla’’, ‘‘English’’, ‘‘Hindi’’, ‘‘Marathi’’, ‘‘Tamil’’,

‘‘Telugu’’, ‘‘Assamese’’, ‘‘Gujarati’’, ‘‘Kannada’’ and

‘‘Malayalam’’ from the Indic TTS Database provided by

IIT-M. For all of the above mentioned algorithms, we have

again used the 4 classifiers namely SVM, RF, Naïve Bayes

and MLP. In all these cases, RF classifier is found to outper-

form the remaining 3 classifiers, therefore, in the rest of the

section we present our obtained results using RF classifier

only.

From Table (13), it is observed that BBA-LAHC based FS

method obtained the best accuracy of 92.35% while the least

accuracy is obtained in case of classification using BPSO

which stands at a modest value of 89.64%. Further it can

be observed that BBA-LAHC based FS method helps in

identifying 5 languages perfectly with an accuracy of 100%,

thereby, outperforming all the remaining FS algorithms for

the purpose of identifying all the 10 Indian languages. The

comparison (in terms of classification accuracy) of our pro-

posed BBA-LAHC based FS method with 7 state-of-the-art

meta-heuristic FS algorithms is presented in Figure (12). It is

obvious from Figure (12) that the proposed FS algorithm

undoubtedly performs better than all the FS algorithms men-

tioned above. Language-wise performance comparison of our

proposed BBA-LAHCbased FSmethodwith 7 FS algorithms

is also presented in Figure (13).

C. WITH PAST METHODS

We have compared our system with the one proposed by

Gupta et al. [60] which is presented in Table (14). It is
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FIGURE 12. Performance comparison of the proposed BBA-LAHC based FS method with 7 other meta-heuristic
FS algorithms on IIT-M database.

FIGURE 13. Language-wise comparison of the proposed BBA-LAHC based FS method with 7 other meta-heuristic
FS algorithms on IIT-M database.

TABLE 14. Comparison of our method with past methods on the IIIT-H dataset.

worth noting that they experimented with only 6 languages

of the dataset and used only 2 classifiers namely SVM

and RF.

We have also compared our system with the one proposed

byMukherjee et al. [61] and Revathi et al. [62]. Revathi et al.,

in their work, had used Mel-frequency Perceptual Linear

Predictive Cepstrum (MFPLPC) based clustering approach

for classification of 7 Indian languages, whileMukherjee et al.

had used a spectrogram based classification approach using

Convolutional Neural Network (CNN). The comparison of

our results with that obtained from their work is presented

in Table (15).
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TABLE 15. Comparison of our method with past methods on the IIIT-H dataset.

TABLE 16. Language-wise comparison of the proposed system with some past methods on IIIT-H database.

The language-wise performance of our system is also

compared with the ones presented by Revathi et al.,

Gupta et al., and Mukherjee et al. respectively and is

presented in Table (16).

In all the above cases, we find that our proposed system

obtains the best results.

VII. CONCLUSION

Over the years, researchers have proposed several methods

in the field of spoken language identification. Among these,

most of it have mainly focused on either developing new

feature extraction algorithms or building robust classification

models making use of state-of-the-art machine learning or

deep learning architectures. However, not much research has

been done on how to optimize the feature set so that the

training time as well as the hardware requirement can be

sufficiently reduced. To this end, in this paper, we explore a

different approach to classify Indian languages from speech

signals based on MFCC and LPC features by applying a new

hybrid nature-inspired FS algorithm. The proposed algorithm

works by incorporating the BBA with LAHC and it is found

to outperform many state-of-the-art standard meta-heuristic

FS algorithms. Apart from using MFCC and LPC, we have

also considered some recent feature extraction techniques

like i-vector, x-vector, a fusion of DWT and MFCC feature

warping, and combination of MFCC and GFCC on both

IIT-M and IIIT-H databases. Our proposed work is found to

have outperformed these approaches as well. We have also

compared our systemwith some past methods and it produces

results with minimal error. Our main goal in this paper is

to give a new approach to spoken language identification by

applying a newFS algorithm prior to the task of classification.

Like any new algorithm, this too is open to further intensive

study for performance enhancement. This hybridization of

two optimization algorithms provides tremendous scope for

investigation and research, some of which include:

• Study of the effect of different transfer functions and cost

functions on the performance of BBA-LAHC.

• Application of this algorithm to identify not only these

10 languages but also other languages which we have

not considered here.

It is to be noted that since we have used databases from

open sources, therefore, discussion on the long-term and

short-term dependencies as well as time dependent vari-

ations in the speech signals is beyond the scope of this

work. However, more research can be done considering these

aspects and we need to develop database accordingly. We are

already making progress in developing our own speech cor-

pus which takes into consideration all the aforementioned

factors and our future works will definitely have a compre-

hensive overview of the real-time applications of our pro-

posed BBA-LAHC based FS algorithm keeping these factors

in mind.

To the best of our knowledge, this is the first work which

primarily focuses on implementing an FS algorithm for clas-

sifying Indian speech languages. We hope that our work

would certainly help in bridging the digital divide among

various native language speaking communities.
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