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Abstract

One of the mapor drawbacks v using specch ax the
inpuf o ary pervasive envirormient is the requirement
o balance acewracy with the high  processing
overheads fnvofved. This papey presents an Arabic
speech recognition svstem (called UbigRec), which
address this issue by providing o natural and intuitive
Wy of commnicating within ubiguiions environments,
while halancing  processing  time, memory and
recohition accuracy. A hybrid approuch has been
used which incorpurates specirographic infurmation,
singufor  vafue  decomposition,  concurvent  self
organizmg maps (CSOM) and pitch contours for
Arabic phuneme recogaition. The approach employs
separate selfs nrganizimg maps (SOM) for each Avabic
phoneme joined n paraflel to form a CSOM. The
performance resulls confirm thar with suitable pre-
processing of dota, including extraction of distince
power spectral densities (PSD) and singular value
decomposition, the training time for CSOM was
veaduced by 89%. The empirical results alsa proved
thar overall recognition accivacy did nnt fall below
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1. Introduction

Speech is (he primary and most convenicnt means
of communication between hupans [1]. Current human
camputer interfaces (TICT), like keyboards or inouse
are inadequate Tor ubiquitous/wearable envirenments,
For such cnvironments, speech based inputs are
gdining interest becanse il permits both the hands and
eves 10 be kept free and therefore less restricted in its
use and can achieve quicker cormmunications [2].

The motivalion behind this work 15 lo develop a
pervasive bicinformatics environmenl where g specch
engine is used as the human-machine interisce. For
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this particular studv, Arabic langnage data [3] has heen
used to test the efficicncy of the speech recognition
engine. To develop a continuous Armbic speech
recognition system, the input speech is segmented inlo
phonemes using suilable segmentation techniques |4]
such as Blind Specch Segmentation [3]. Cnergy Basod
End Point Detection [6], Zero Crossing Rate and
techniques based on Phonetic and Acoustic cues [7, 8).
The novel phuneme-based recognition ¢ngine that is
presented in this puper is then uscd for classification.
This paper will focus particularly an the classification
of Arabic phonemes [9], which is an cspecially
challenging rask duc (o the highly glottal and
centextual dependency of (he language.

In the proposed classification  system  Self
Organizing Maps (SOM) arc used as classifiers, SOM
are characterized by a wvector space comprising
ditferent paiterns hat exist in the input data space.
These weclor spaces are developed based on the
excitory and inhibitory behavior of the outpul nenruns
in SOM [10]. A singlc neuron or a group of ncurons in
the oulput layer contributes to a distinet input in time
and space that resulis in classification and suatistical
data extraclion. Thig feature has been exploited in this
paper f{o facilitate accurate Arabic phoneme
identification.

SOM have a wide range of applicability to complex
real world problems ranging from speech recognilion
to optical characler recognition [11]. Kohonen [12]
diseussed visualization of machine slates such as
mansforrocrs  through  the  application  of  SOM.
Kohonen also identified scveral imporant application
domains: such as texfure snalysis and classilication,
robotics, telecommunication, designing, measuring and
testing methods for SOM.,

Several sludies have shown that CSOM perform
better than wimple SOM due w0 their weight
optimization [or a specific class. Neagoe and Ropot
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[13) apphed CSOM for face recognition and
multispectral satellite imagery and reported that CSOM
had a tar preater recognition rate compared to a single
SOM, simple Neural Networks and Baycs classifiers.
Diaz, ¢t al [14] developed a recognition system [or
spuken English decimal digits (from 1 to 9). This
sysictn  wscd  Porceptval  Lincar  Prediction  (PLP)
coefficients for constructing the CSOM architecture,
which provided an overall accuracy of 66.1%.
Samouelian  [15] worked on  knowledge hased
approach lur English consonant recognition  and
achicved an accuruey of 73%.

Hidden Markov Models (HMM}  have been
extensively exploited for speech recognition systems.
Somervuo [168] used SOM to identify 330 Finnish
words, through incorporating competitive HMM-bascd
leaning, with a best recognition rate of 90%. Wooters
and Stolcke [17] investigated the use of Multiple
Propunciation  Models  (MPM)  for  Speaker
fndependent speech recognition (SISR) svstems, The
automatic  data-driven  MPM  construction  was
accomplished by using suucrural HMM  Tnducrion
Algorithm. The resulting MPMs were jointly trained
with a multi-layer perceptron functioning as a phenetic
likelibhoud estimalor. An average recegnition accuracy
ol 74% was rteported. Yuk and TFlanagan [!8]
developed a hybrid system based on Neural Networks
and MMM for telephonic speech recognition which
achieved an overall accuracy of 62%, though m all
cases, the disadvantages of HMM are its computational
intensity and long training seguences. Smart devices
usually possess far lower processing power and
mermory capahility campared with PCs, so the use of
HMM in pervasive cnvironment is not feasible [19].
Normally when wsing HMM in speech recognition
systems, 2ach HMM is trained on a phoneme and these
phoncmes are assembled to form the starting AMMs
for words. The methodelogy used involves monitoring
both memory and computational  requircments,
Separate SOM have been developed and validated for
cach phoneme which 13 subsequently assembled for
words with sepmentation algorithms [4, 5, 6. 7, 8). It is
for this reason that a SOM has a much lower
computation and memory requircrments than HMM and
our cmpirtcal resulls showed that with SVD, a
computational time saving of 89% iz achieved.

Although a number of phaneme identification
studies have been carricd out for many modern
languages, o research has been reported in context of
ubigquitous svstems, which use Arabic language as the
input tool, This may be due to the fact thar Arabic 1s
only the 6" most widely used language, so mare
emphasis 15 given io more commeoenly used languages
liké English and Mandarin, Also, it is very hurd to
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develop Arabic specch  recogrnition  systicm as
compared to English due to the fact that prenunciation
15 dependent on context and it has Bi-joins, Tri-ioins
and soms times Njoins in between the words. The
problem  addressed o this paper is to accurately
recogiize Arabic phonemes. Two approaches are
proposcd; firsily we can use a single SOM with the
same number of output neurons as the number of
phonemes 10 be recognized. The weight aptimization
involved however will be very cotplex becausc when
one SOM is used fur the classification of multiple
classes, a global spread and layer dimensions roust be
selected, which should be generic for al! classes, which
may not result in the optimized weight vectors for the
specilic class. The second approach 15 lo develop a
CSOM  in which cach SOM 1s responsible  for
identitying a particular phonemc. A detailed analysis
of this approach is provided in this paper.

The resl of the paper is organized as follows: The
development of novel hybrid mulii-layered Arabic
phoneme identification is presented in the paper in
Section 2. The syswem is based on Power Speciral
Densities (PST3), singular values, self-organizmg maps
and pitch contours of the sound waves {3]. The basic
principles of SOM are also presenled in this Section
along with the importance of pitch contours in the
recognition syslem. Scction 3 explains the hybrid
recognition algonthms developed, with the results
oblamed [rom the experiments conducted using the
hybrid slgorithm given in Section 4, A discussion and
sante conclusions are prescnted in Section 5.

2. Hybrid Specch Recognition System

To recognize the consonants, the PSD [20] of the
mput speech signals are computed with maxinmm
frequency of 8 kHz. In general, consomants are very
ditticull W identity in the time-domain because of the
varialion  in  noise levels and speaker dependent
propettics i the speceh gignal. In order to extract the
dominant frequencies wusing PSD, scveral  timg
windowing approaches were evaluated including
Hanning, Hamming, Bartlett, Welch and Gaussian
(21]. Hamming and [anning windows perform berter
for lonal languages like Mandarin and English, but for
Arabic phonemcs, performance 18 supenior for the
Ganssian window, duc o the [act that Arabic is a
glottal language and has fewer hiph  [requency
components compared with tonal languages,

Tir obtain the PSEY using a Gaussian window, the
sampled speech sipgnal & is splil into overlapping
segments (windows) each with the Gaussian window
vector, The coefficients of the Gaussian window arc
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calculated wsing cquarton (1). The icogth of the
window 15 &, & is the sample index and (7 is the output
signal.
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A trequeney resalution of 20Hz 18 uscd for the PSD
with zero-padding, so it is an accurate estimate of the
shori-term, time-localized frequency content of S. Tn
the PSD the time increcases lrom left to right and
frequency from bottom to up (ranging from de to 8
kHz). The average length of § ts 61,000 samples and
the PSD {5 a complex matrix with average size of 4000
x 1A

The singular values SF are caleulated from the PSD
mairix. which is m x # matrix and decomposed into
three matrices given hy:-

X - UST* @
such that UUT = FF7 = Here I/ and ¥ arc two unitary
matrices and § is a diagonal matrix containing singular
values of X in descending order. Since every mutrix
has 4 wnigque set of singular values therefore this
wniquencss 5 exploited in developing  different
recognition systems, The advantage i the reduction in
computational time and memory requirsments as
demonstrated later in the paper.

Concurrent  Selll Organizing-Maps (CSOM) was
wrained on the first en SF values. SOM algorthm [10]
is based on the principle of winner takes ali, which
keeps cerain biological similarity with the cortical
maps. The input veetor for SOM is SF {first 10
singular values), and weights between the input layer
and the maps are w, the winning neuron £ is;

k= min {TSV- w‘.,.‘l‘ {3)
Tpgedim e diz gl N .I

This particular neuron excites the neurons in its
neighbourhved according to the Mexican hat function
given by:- ; \

| ke, & "
Cik, k,,f) =€x 1*—-——'-)
(.4, 0) p\(ﬂ({)sﬂ}z ,,

where S, is the number of neurons per dimension, &;
is the winter neuron, %, is the neighbour of winning
neuron and ex{?} is the leaming rate.

Hebb’s leaming algorithm for SOM is now applied.
This postulates that a synaptic connection is more
efficient when (he pre-synaptic firlng and the post-
synaptic firing oecur simultanzously as shown in [5)
und (6).

For the winner neuren domain

.

M,

—" a(f}(SV,.!. = w.f)
a | (5)

For other neurcns

_1:(] (6)

Some rescarchers Bave categurically stated that
using pitch [22] as a recognition parameter is nof a
good choice, due to its speaker dependency in
developing Speaker Independent Speech Recogrition
(SISR) systems |23]. Significant research however has
also shown that pitch can be used to increase the
accuracy of recognition systems. Kitaoka et al [24)
worked on glottal sound souree features and concluded
that glottal featurcs like pitch can be uged [or SISR
systems, Waong and Chang [25] worked on the effects
of pitch and Texical tone on different Mandarin speech
recognition tasks and found that by considering the
tone contexts and incorporatng pich feature lead to
higher recognition aceuracy. Similarly Chen and
Chang [20] developed a reeognition system based on
Dynamic HMM (DHMM) using ptich values. The
ccsults  showed  that the DHMM  achieves
approximately a 10% relative error reduction both in
base-syllable and tanal syllable recognition tasks. The
research presented in this paper also supports this fact
and uses plich as a post-prucessing layer within the
hybrid structure propused for cccegnition. The results
discussed in Scetion 3 and 4 show a significant
merease ot 19% n the overall recognition accuracy.

3. Implementation of Speech Recognition
Algorithm

The mathematical model detailed in Section 2, was
simulated  using MATLAB 6.5.1. The complete
phoneme recopnition algorithm is defined in Figurel.
The twput phonemc 18 processed and the PSD
calculated in steps F and 2. The singular values are
then extracted from the PSD (step 3) and used by the
CSOM architecture. “The recognition system iteratively
computes the Buclidean distance E hetween the input
vector and all SOMs present in CSOM. 1f the distance
is less than the cmpirical tlueshold ¢ then (his
particular phoneme § is a candidute phoneme, and all
such candidate phonemes are added to veclor PID
{steps 4 o 9. If no candidate phoneme is identified
then the system is unable to recognize the sound,
otherwise the phoneme is identified based on the
similarity of the standard SOM respouse and the
response: of the input signal. IT a unigque identification
of the input sound wave is nol oblained, then the
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conflict is resolved by activating a pilch analyzer,
shown in sleps 13 through 16.

The recognition system was trained for 28 basic
Arahic phonemes [9] on 100 sound samples [or each
pheneme. The inpul sound data was obtained from
[20], with 70% of the recorded sounds used for
fraining the SOM. Two layered pre-processing was
performed before the training of SOM. In ihe first
layer, PSD valucs were calculated to facilitate the
recognition of consonants from the input speech. As
mentioned in Section 2, for spectrogram calculations,
the maximum frequenvy = § kHz, [requency resolution
= 20 Hz and a Gaussian windowing function was used
in (1). The second pre-processing layver implements the
SVD o capture the prominent featurcs of respective
PSD values (Swep 3 in Figure 1). The SVI) analysis
shows that the first 10 singular values effectively
represent the PSD, so m = {0 in Step 3 uf Figure 1.
Several SOM were developed for cach phoneme in the
development phase and were teswed for accuracy
againgt different phonetic sounds. The final SOM for
each phoneme was selected based on the individual
performance In lerms of perventage  recognition
acouracy.

1. 5. Get utterance

2. PsD «-Calculate PSD fram 5

3. 5V <- Apply SVD an PSD and take 1. m singular

values

4 Fori=1: N

5. Efil ¢- Euclidean distanca of SOM i

6 If £Li]< £

7. Make E[i] part of CE

8. Add i to PID

9. End

10 If size of CE ==

11, Ehoneme cannot be receqgnized

12, Else

13. For j = L: gize of CE

14, sim{j] <-Compare the similarity
between pitch contour P[]} of
phonerme PID[§] and sound S

15, End

16. Phonemeld <- PID of max (Sim)

Figure 1: Recognitien algorithm
4. Experimental Results

Once the individual SOM were optimized for
highest possible classification rate, all SOM were
integrated to form a concwment architecture. This
arrangement of CSOM was cxtensively tasted  tor
validation of the data set. It was noted that cedtain

phonemes wers misclassificd, resulting in an overall
dcerease of recognition accuracy from 91.7% to only
T1.4%. The results for CSOM are shown in A2 in
Table 1. The recognition accuracy of /a/ which was
previously recerded as 100% (A1l in Tablel) dropped
to only 56.25% (A2 in Table 1), This reduction in
accuracy was due to the misclassification of /ai/ as /H/
(CP in Table 1}. Similar discrepancies were identificd
for the /bf, /If and /& phonoimes.
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Figure 2: Pitch of /a:/ for 18 peoplc
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Figure 3: Pitch of /kh/ for 18 people
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In order to solve this misclassification problem, a
post processing laver was added, which compared the
standard pitch contours with pitch conlours of the
inpul sounds. Experiments shawed that distimet pitch
comours were present for most of the misclassified
phonemcs when tested for all the speakers. For
example, in the case of fkh/, there was no pitch in the
innial 5 frames, whereas a continuous band of piich
was observed for fa:f during the same time period. This
is shown in Figures 2 and 3. Similarly /d/ has
confinuous pitch in the initial frames while /H/ has no
pitch in this region. Phoneme /' / bas continuous pitch
1 the imtial fiames as opposed to /HY. Thercfore, any
misclassification hetween ja:/ - [N/, /&7 - 72X/ and /-
/H/ can be resolved using the pilch information.
Similar analysis was condueted for afl the phonemes
and their misclassifications. A pitch analyzer compared
the standard pirch contours and the pitch contours of
the mput sound was added as a post-processing layer
in the hybrid system. resulting in aa overall
recognilion acouracy up o 90.8% ay showa in A of
Tabie I.

The trainig and recognition times of the SVD-
based recoguition system were recarded and compared
with the non-SVD based recognition sysicm ie., the
SOM  were  directlly trained on the PSD. The
experiments confirmed an improvement in the CPU
throughput from 80.35% o 89.48% in both training
and recognition.

5. Conclusions

This paper presents a hvhrid Arabic phoneme
rccognition system for pervasive environments, based
on PSD, singular values, self-organizing maps and
pitch contours, The study indicates that training and
rceugmicon thne of CSOM hay been dramatically
reduced due to the introduction of SVD. With the
miroduction of pitch contours as a post processor,
recugnition aceuracy wnerased from 71% o above
9%, conliming the judgment Lo use the pitch Teatares
in ploneme recognitivn for various phonetic sounds,
An overall tceognition accuracy of 90.84% was
abserved with reduction in training and recognition
timc by a factor of 80.38% and 89.48% rospectively.
This recognition acvuracy compares very Iavorably
wilh the performance of other systems such as those
identified m {3, 13, 14, 15, 17].
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Appendix
Table 1

04,

Scardinavia,

Recupnition accuracies,
Al: YaAccuracy of Experiment] (E1) when SOM
were trained to achieve maximum accuracy for
individual phopeme, A2: %sAccuracy of
Experiment2 (E2) when SOM were tested for
all phonemes, A3: % Accuracy of Experiment3
(E3) when post processing hased on pitch
contours wus applied

Phaneme [ Layer | E} r2 | E3 i
j Dim' [l ¥ A2 [ *A% l
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T HEEEE R R R
! isal (=] 208 G2y | Al mend | s 100
[ i 1Lzl | 8125 | ddhme | a0 | S0
| e | ?[ 5 L___'LNT ro ot | 1000 I
[Fewr w5 vzo oo | e o375 g3 |
‘ 7—‘ sz’ uj;m‘zs i 8125 | %123
:‘ e [ 77 _;_9)'_?5 iaf 9375 | 100
G : EREEREE w5 |95 |
Lm‘ IPREEED EEREE |?:. [0 |
EEY 1012_;_100 isl 6575 | 6875
[ e J' ._j_;_ls 20 | 875 |7 Lis ‘ 875 | 9175 |
| | . | 1216 | §75 | it j_:s"s 100
(e EEE ’ 75 i 75 100
i 1, LRI2 | 937 | gl \h-d.?s LoD
ElREL _ﬁi'_z?_'i foad | 6125 | 8128
e s [ 99 V875 | of 73 875
lﬁ'egﬂcluracics 9174 | 7187 | 9n.84

Aintharized licenced 11ce limited to* IEEE X¥Xnlare Downloaded on Novemhber 2 20082 at 1042 from IEFE ¥nlare Rectrictinone annlv



