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A Hybrid Neural Network/Genetic Algorithm Approach to
Optimizing Feature Extraction for Signal Classification

G. A. Rovithakis, M. Maniadakis, and M. Zervakis

Abstract—In this paper, a hybrid neural network/genetic algorithm tech-
nique is presented, aiming at designing a feature extractor that leads to
highly separable classes in the feature space. The application upon which
the system is built, is the identification of the state of human peripheral
vascular tissue (i.e., normal, fibrous and calcified). The system is further
tested on the classification of spectrameasured from the cell nucleii in blood
samples in order to distinguish normal cells from those affected by Acute
Lymphoblastic Leukemia.As advantages of the proposed techniquewemay
encounter the algorithmic nature of the design procedure, the optimized
classification results and the fact that the system performance is less de-
pendent on the classifier type to be used.

Index Terms—Classification, feature extraction, genetic algorithms,
neural networks.

I. INTRODUCTION

Feature extraction is a central task in any process that involves classi-
fication. It refers to collecting those characteristics that efficiently and
uniquely describe an object. An ideal feature extractor would yield a
representation that makes the job of the classifier trivial. In the litera-
ture there exists a vast number of reported feature extraction techniques
that, depending on the application, rely on image analysis, statistics,
system modeling etc [14].

In a recently published work [7], we have proposed a neural net-
work architecture to efficiently identify the state (i.e., normal, fibrous
and calcified) of human peripheral vascular tissue, by processing the
information obtained via laser induced fluorescence spectroscopy. The
feature extractor was developed as a nonlinear adaptive filter based on a
High Order Neural Network (HONN), equipped with a stable learning
law for determining its weights. Input to the filter was the fluorescence
spectrum and the HONN was designed to approximate it. Appropri-
ately defined norms of the weights and of the approximation error were
selected to serve as features. Information regarding the use of HONNs
as basic modules for the construction of dynamic system identifiers and
of controllers for highly uncertain systems may be found in [8]–[12].

It has been stated in [7] that different values on the sigmoid function
parameters that appear in the HONN structure correspond to different
feature space topologies. Hence, the existence of a set of values that
maximizes the separability among the classes is evident.

One of the major drawbacks of [7] is the lack of an automated process
for selecting values for the aforementioned parameters, or stated oth-
erwise for the design of the HONN-based feature extractor. In [7] the
design employs a time consuming trial and error procedure. Since the
number of parameters is generally high, following such a technique
requires a certain level of experience and in any case it leads to classi-
fication results that may be far from optimal.

In this paper we propose the introduction of Genetic Algorithms
(GAs) into the feature extraction process. In other words, we equip the
HONN structure with a GA to force the resulting classes in the fea-
ture space to be as separable as possible, thus providing an integrated
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design solution. GAs may be seen as an adaptive technique that can
efficiently search the complex space of plausible parameter combina-
tions and locate the values which yield near optimal results. With re-
spect to classical optimization techniques they are efficient and ideal
for parallel implementation. Moreover, they do not require a mathe-
matical description of the searching surface and are independent of
the learning algorithm used to train the HONN-based feature extractor.
Unfortunately, they involve time consuming procedures and their com-
plexity grows significantly with the dimension of the search space (i.e.,
the number of the parameters to be determined). However, this is not a
hard constraint in our case, since the feature extractor design process
is performed off-line.

Many attempts have been reported in the literature to employGAs for
the construction and/or training of neural networks [18]–[24]. A survey
onusingevolutionaryalgorithmsforclassificationproblemscanbefound
in [25]. Works on blending GAs for classification problems are toward
classifier design for optimizing their performance (e.g., minimizing the
classificationsuccessratio),giventhefeaturespacetopology.Inourwork,
theGAsearches for those values in theHONN-parameter space that cor-
respond to low variance, minimum overlapping classes, whose centers
are distant in the feature space. In contrast to other works, our approach
aims at modifying the feature extraction process, as to directly affect the
featurespace topology.Toourknowledge, featureextractoroptimization
using GAs has not been previously reported.

The advantages of the proposed approach are
• the design of the feature extractor is performed in an algorithmic

way, thus reducing significantly the designer’s effort, while opti-
mizing the classification success rate;

• the system performance becomes less dependent on the classifier
type. Hence, we don’t have to incorporate the classifier into the
feature extractor design process, thus resulting in a faster design
procedure.

The paper is organized as follows. In Section II we overview the
GAs, the structure and the properties of the HONNs and we review
the diagnostic system architecture used to peripheral vascular tissue
classification. Section III, presents the proposed design algorithm. The
method is applied on two classification problems and the results are
presented in Section IV. Finally, we conclude in Section V.

II. PRELIMINARIES AND PROBLEM DEFINITION

A. Genetic Algorithms Overview

Based on the Darwinian survival of the fittest, genetic algorithms are
global search and optimization techniques. Inherently parallel, they op-
erate on a set of candidate solutions that formulate a population, whose
size is maintained constant. Each solution is usually coded as a binary
string called a chromosome1 . The chromosomes of the initial popula-
tion are randomly generated. Each iteration of the GA called a genera-
tion, involves three stages:

• the current population is first evaluated and ranked with the aid
of a fitness function;

• chromosomes that possess the highest fitness values are proba-
bilistically selected to construct the “parents” pool;

• from the selected “parents,” the GA reproduces “children” per-
forming the genetic operations of crossover and mutation.

The GA terminates when an acceptable solution is found, or when a
predetermined number of generations is reached.

Considering the genetic operations, crossover exchanges informa-
tion between two chromosomes. After randomly selecting the cut po-
sition which separates each parent chromosome into two regions, the
parents exchange their right regions to produce two new, called chil-
dren, keeping unaltered the chromosome length. A crossover proba-

1Real-coded chromosomes are also possible.

bility controls the application of the aforementioned operation. On the
other hand, mutation replaces a randomly selected bit of a chromosome
with its complement. Similar to crossover, a mutation probability con-
trols its application. However, mutation has significantly lower proba-
bility when compared with crossover.

Owing to their inherently parallel structure, GA simultaneously
search all candidate solutions defined in the population having as the
only feedback their fitness evaluation. In this way, multiple spaces
are investigated in parallel. Moreover, since GA are global search
methods, are not easily entrapped in local minima, while typically
their convergence is slow.

GAs have been employed to successfully address a plethora of prac-
tical optimization problems [13]. For more information on GAs the in-
terested reader is referred to [15]–[17].

B. High Order Neural Networks (HONNs)

HONNs are fully interconnected nets, containing high order connec-
tions of sigmoid functions in their neurons. If we define as x, y its input
and output respectively, with x 2 <n and y 2 <q the input-output rep-
resentation of a HONN is given by

y = ŴS(x) (2.1)

where Ŵ is a n� q matrix of adjustable synaptic weights and S(x) is
a q-dimensional vector Si(x), i = 1; 2; . . . ; q of the form

Si(x) =
j2I

[s(xj)]
d (i) (2.2)

where Ii, i = 1; 2; . . . ; q are a collections of q not-ordered subsets of
{1; 2; . . . ; n} and dj(i) are nonnegative integers. In (2.2) s(xj) is a
monotone increasing, smooth, function, which is usually represented
by sigmoidals of the form

s(xj) =
�

1 + e�lx
+ � (2.3)

for all j = 1; 2; . . . ; n. In (2.3), the parameters �, l represent the bound
and maximum slope of sigmoid’s curvature while � is the vertical shift.

For the HONN model described above, it can be seen [10], that there
exist integers q, dj(i) and optimal weight values W ? such that for any
smooth but unknown function f(x) and 8" � 0, jf(x)�W ?S(x)j �
", 8x 2 M where M � <n is a compact region. In other words,
for sufficient high order terms, there exist weight values W ? such that
the HONN structure W ?S(x), can approximate f(x) to any degree of
accuracy, in a compact domain.
Remark 1: Observe that HONNs possess a linear-in-the-weights

property. Depending on the form of its regressor terms, (2.1) may rep-
resent various well known neural network structures. Indicatively, we
mention RBFs [3]–[5], Shifted Sigmoidal neural networks [1], [2] and
the CMAC network [6].

C. Diagnostic System Architecture

In a recently published work [7], we have proposed a diagnostic
system which was comprised of two modules. The first was a nonlinear
adaptive filter implemented by using HONNs as the basic building
block. It receives as input the entire distribution of the recorded fluo-
rescence spectra of the tissue sample and outputs feature values which
encode its state. The second module was a classifier whose purpose
was to categorize the received feature vector to one out of three prede-
termined classes (i.e., normal, fibrous, and calcified). The diagnostic
system architecture is pictured in Fig. 1.

It has been shown in [7] that the nonlinear adaptive filter

_z = ��z + f(x)�W
T
S(x); � > 0 (2.4)

equipped with the update law

_W = �
W + zS(x); 
 > 0 (2.5)
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Fig. 1. Diagnostic system architecture.

guarantees the uniform ultimate boundedness of its output z with re-
spect to the arbitrarily small set

Z = z 2 < : jzj �
�

�
+

1

2

�

�

2

+
2
jW ?j2

�
(2.6)

as well as the boundedness of the HONN weights W , 8x � 0. In the
aforementioned relations, y = f(x) is the recorded fluorescence spec-
trum, with y � 0 the fluorescence intensity and x � 0 the wavelength,
�, 
 are design constants and � � 0 is an unknown but small bound
on the HONN reconstruction error. The extracted feature vector was
defined as

V =
v1

v2
=

x

0
(

q

i=1

w2

i (� ))d�

x

0
e2(�)d�

: (2.7)

In (2.7),wi, i = 1; 2; . . . ; q is the ith HONN weight, while e is defined
as e = y � ŷ.

The obtained feature vectors were classified to the three classes (i.e.,
normal, fibrous and calcified) with the aid of an appropriately con-
structed Multilayer Perceptron (MLP) neural network.

III. DIAGNOSTIC SYSTEM PARAMETER SELECTION

The major drawback in designing a diagnostic system as in [7] is the
requirement for manually selecting a great number parameters. More
precisely, the feature extraction module includes

• structural parameters
– HONN order;
– sigmoid function parameters �, l, �;
– parameter � > 0 that appears in the nonlinear adaptive filter

(2.4);
– parameter 
 > 0 that appears in the weights update law (2.5).
• learning parameters (i.e., HONN weights W for which (2.5)

serves as selection algorithm);
• GA operational parameters (as defined in Section III-A).

Similarly, the classification module includes

• structural parameters (i.e., parameters necessary for building the
classifier);

• learning parameters required for the classifier learning process.
For the case of using a MLP neural net classifier, the sigmoid func-

tion parameters, the required number of layers, as well as the number of
neurons per layer, are all structural parameters. The learning rate that
appears in back-propagation learning algorithm and the total number
of training iterations, are learning parameters.

Selecting all these parameters through a trial and error procedure is
very time consuming and requires vast engineering experience. More-
over, the final result (i.e., classifier’s success rate), may be far from
optimal. Obviously, an automated design process aiming at optimizing
the classifier’s decision, will serve as a significant addition to the al-
ready proposed diagnostic system.

The experience obtained from [7] indicates that the feature space
topology may be significantly altered by differently selecting the fea-

Fig. 2. Proposed feature extraction module parameters selection process.

ture extraction module parameters. Hence, there exists a set of values
that maximizes the separability among the three classes (i.e., normal,
fibrous, and calcified). Such a knowledge will practically reduce the
designer’s effort in training the classifier, while optimizing its perfor-
mance. Another positive side-effect is that the diagnostic system per-
formance becomes less dependent on the classifier type to be used. As
a consequence, we don’t have to engage the classifier into the feature
extraction module parameter selection process. In this way a signifi-
cant speed up can be achieved. Unfortunately, since the parameters ap-
pear nonlinearly in the feature extraction module structure, determining
their appropriate values is not a straightforward task.

In order to facilitate the design of such a system and automate the
process of parameter selection, we propose the use of GAs embedded
into the feature extraction module.In particular, we use GAs for the
selection of the structural parameters of the feature extractor. Our ap-
proach aims to overcome the problems introduced by the nonlinearity
in the parameters property, which implies an infinite set of different
parameter combinations that lead to the same feature space topology.
The proposed design procedure is pictured in Fig. 2.

To enable the feature extraction module parameter selection process,
the switch S that appears in Fig. 2 is set to position 1. After the parame-
ters have been determined, the switch is set to position 2, to proceed to
classifier construction and ultimately, to diagnostic system operation.

A. Genetic Algorithm Description

It becomes apparent that the GA plays a key role in the parameter
selection process. In Fig. 3 we can visualize the GA in block diagram
form.

Notice the circular topology of the algorithm. Each cycle is called a
generation. In what follows we will describe in more detail the basic
ingredients of the GA.

First, the number of chromosomes is specified. This number remains
constant for all future generations throughout the termination of the ge-
netic process. The chromosomes are real-valued and represent the sig-
moid function parameters �, �, l as well as the gains �, 
 that appear in
(2.4) and (2.5) respectively. Each parameter in the chromosome forms a
gene. All genes in a chromosome are initialized randomly from values
that belong in pre-specified intervals. In this way an initial population is
established. Each chromosome corresponds to a specific HONN struc-
ture with unspecified weight values. These weights are determined in
the HONN training phase that utilizes (2.5).

In the sequel, all chromosomes are evaluated with the aid of a prop-
erly selected fitness function. We aim at highly separable classes in the
feature space. Two classes i, j are called highly separable if the fol-
lowing properties hold:

P1: The intra-distance between any two features in a class, is
minimum.
P2: The inter-distance between any two classes i and j is
maximum.
P3: The overlap of class i and class j is minimum.

The intra-distance measures the compactness of a class. Hence, the area
Ei each class occupies serves as a logical measure. Notice that the re-
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quirement of having minimum intra-distance becomes significant as
the number of classes grows, which further leads to improving the gen-
eralization of the procedure. To measure the inter-distance, we first de-
termine the centers ci, cj of the classes i, j respectively, and then calcu-
late the inter-distance as the Euclidean distance kci� cjk. Satisfaction
of P1, P2 and P3 is equivalent of having low variance, minimum over-
lapping classes, whose centers are distant in the feature space.

Let vij denote the overlap of class i with class j. Minimizing the
fitness function

F =
i;j i6=j

Ei +Ej

kci � cjkk

p

+ vij (3.1)

where p, k are some positive constants, obviously leads to the simulta-
neous satisfaction of the separability conditions P1�P3, thus yielding
highly separable classes in the feature space. Prior to calculating (3.1),
the border of each class should be determined. Efficient polygonal ap-
proximation algorithms can be used for this purpose, as also explained
in the examples.

After evaluation, each chromosome is ordered according to its fit-
ness value. A percentage (e.g., the top 35%) are selected to serve as
the candidate parents, thus forming the mating pool, while the rest are
disregarded.

Since the chromosomes are real-valued, real-valued crossover, and
mutation operations are applied. First, a probability pc 2 [0; 1] for ap-
plying crossover is selected. Consequently, for each gene, a real number
rci 2 [0; 1] is randomly selected. If rci > pc the parents exchange
the values of their corresponding i-genes. Similar to the crossover, a
probability pm 2 [0; 1] for applying mutation is first defined. Conse-
quently, a real number r 2 [0; 1] is randomly selected. If r < pm then
the mutation operation is applied to a randomly selected gene of the
chromosome. Let v be the value of the selected gene. A random per-
turbation is added on v according to the formula

v
0 = v +�v = v + 0:5�rv (3.2)

where �r 2 [�0:5; 0:5] is also randomly selected. In this way the real-
valued mutation operation is performed.

According to the elitism operation, the best fit chromosome (i.e.,
the one with the highest fitness value) is copied to the next generation.
Hence, the search is directed toward the currently best solution. Elitism
is the last step of our search. In the sequel, a new population is estab-
lished and a new generation begins. The algorithm terminates whenever
a chromosome is found to possess a fitness value lower than an a priori
defined threshold or whenever a pre-specified number of generations
has been reached. The algorithm termination conditions are checked in
the specifications verification phase, which is depicted in Fig. 3.

Summarizing our approach, we select all sructural parameters except
HONN order using the GA (guidelines for the selection of HONN order
are presented in [7]). The learning parameters of the HONN are deter-
mined through (2.5). The operational parameters pm, pc, p and k, as
well as the stopping criteria (fitness threshold and maximum number of
generations), are defined by the user through a trial and error procedure.

IV. RESULTS

A. Example 1

The aforementioned diagnostic scheme was tested on 31 fibrous, 33
calcified and 31 normal tissue samples obtained from humans with the
procedure described in [7]. Again a fifth order HONN-based nonlinear
adaptive filter was implemented to perform feature extraction, but in
this case its parameters were derived with the aid of a GA, aiming at

Fig. 3. Genetic algorithm in block diagram form.

improving the separability among the three different classes. More pre-
cisely, since we have a one-dimensional (1-D) input signal (i.e., the flu-
orescence spectrum), the following HONN structure was used:

y =

5

i=1

wis
i
i(x) (4.1)

with

si(x) =
�i

1 + e�l x
+ �i; i = 1; 2; . . . ; 5: (4.2)

After a trial and error procedure, we have selected pm = 0:35, pc =
0:75, p = 0:5 and k = 0:2. Although the value of pm seems high, we
observe that all genes in the chromosome are real-valued and thus the
mutation operation actually performs (when activated) a very small per-
turbation. Hence, even though frequent, mutation doesn’t introduce sig-
nificant change in the gene value, thus preserving its purpose of being
equivalent to fine-tuning. The GA terminates if the threshold of �1 in
the fitness value is exceeded, or the maximum number of 20 genera-
tions is reached. In our case the second criterion was enabled, since a
�1 fitness value was proved to be far from attainable, even for a large
number of allowed generations. Table I presents the final values of the
feature extraction module parameters as were provided by the GA.

The parameters �, 
 that do not appear in Table I, were found to be
� = 0:348119, 
 = 0:083893. Notice that the GA had to determine
in total 17 real-valued parameters. The obtained two-dimensional (2-D)
feature space is presented in Fig. 4.

For the evaluation of (3.1), the border of each class and their overlap
should be determined. At first, the total feature space of dimension [0,
1]� [0, 1] is linearly transformed to a pixel space of dimension [0,
1000]� [0, 1000]. Then, the minimal convex hull that encloses the fea-
tures of each class is estimated by using the Jarvis’s march algorithm
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TABLE I
FEATURE EXTRACTION MODULE PARAMETERS

Fig. 4. Two-dimensional feature space as obtained from the feature extraction
module. Triangles correspond to fibrous plaque, crosses correspond to calcified
plaque and circles correspond to normal artery tissue.

TABLE II
CLASSIFICATION PERFORMANCE FOR DIFFERENT

COMBINATIONS OF LEARNING AND TEST SETS

TABLE III
ESTIMATED CLASSIFICATION SUCCESS RATIO

[27]. Having estimated the border of each class, the number of pixels
that are enclosed in each convex hull is computed and used as an es-
timation of the area covering the respective class. In the same way,
by counting the number of common pixels within classes, we obtain a
measure of their overlap.

Prior to classifier tuning, a training and a test set are built. From the
31 normal, 31 fibrous and 33 calcified feature vectors that constitute
the classification set, we first exclude those that define the boarders
among the different classes and from the rest we randomly select a
pre-specified number of feature vectors from each class. These vectors
formulate the test set and the remaining the training set. The latter is
used to tune the classifier, while the former to measure its performance.

To investigate the robustness of the classifier, different combina-
tions of training and test sets are used. Using up to 14 test samples per
class, the average success ratio remains the same (100%) and slowly
decreases from that point on. The results are presented in Table II.

Similar to [7], the Jack-knife (or leave one out) method [14] is used to
obtain the classification estimates, which are summarized in Table III.

Fig. 5. Typical examples of input spectra.

TABLE IV
FEATURE EXTRACTOR PARAMETERS WHEN THE FEATURE VECTOR IS FORMED

BY FEATURES 1 AND 2

TABLE V
FEATURE EXTRACTOR PARAMETERS WHEN THE FEATURE VECTOR IS FORMED

BY FEATURES 1 AND 3

TABLE VI
FEATURE EXTRACTOR PARAMETERS WHEN THE FEATURE VECTOR IS FORMED

BY FEATURES 1 AND 4

Comparing the outcome of the Jack-knife method obtained in the
present work with the one derived in [7], we notice an increase by
3.26% in the average. This result comes to verify our initial gesture that
the proposed hybrid neural network/genetic algorithm approach leads
to performance improvement, while reducing the designer’s effort. The
increase reported is mainly attributed to the use of the GA to automat-
ically manipulate the parameters of the HONN-based feature extractor
for optimal performance. However, credit should be given to the dif-
ferent fitness function used (with respect to the one used in [7]), whose
optimization is equivalent of having low variance, minimum overlap-
ping classes whose centers are distant in the feature space. In addition,
the increased performance is also partially attributed to the number of
the feature extractor parameters controlled by the GA. In [7], all sig-
moid functions used had identical parameters �, �, l. In this paper we
have allowed each sigmoid function to have its own set of parameters
as is obvious from Table I. The computational time required to achieve
the aforementioned results was approximately 35 min/generation.
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Fig. 6. Evolution of the 2-D feature space as obtained from the feature extraction module when features 1, 2 are combined. Crosses correspond to leukemic
lymphoblasts and circles to normal lymphocytes.

Fig. 7. Evolution of the 2-D feature space as obtained from the feature extraction module when features 1, 3 are combined. Crosses correspond to leukemic
lymphoblasts and circles to normal lymphocytes.
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Fig. 8. Evolution of the 2-D feature space as obtained from the feature extraction module when features 1, 4 are combined. Crosses correspond to leukemic
lymphoblasts and circles to normal lymphocytes.

B. Example 2

The classification architecture presented in previous Sections is now
tested on the classification of spectra measured from the cell nucleii in
blood samples in order to distinguish normal cells from those affected
by Acute Lymphoblastic Leukemia. The image acquisition system is
based on an all-optical imaging monochromator [26], integrated with a
common optical microscope and a CCD camera. The system is capable
of acquiring spectral images, with 2 nm tuning step, in the range of
400 nm-1000 nm. A stack of calibrated spectral images can be collected
through synchronized spectral scanning. In this application, blood sam-
ples are scanned in the range of 420 nm up to 700 nm, with a step
of 10 nm, providing 29 spectral images per sample. By scanning the
spectral axis in specific spatial locations, several spectral responses
are gathered from these data, with each spectrum representing the re-
sponse of the nucleus of a blood cell. Each spectrum is thus composed
of 29 points, or wavelengths in the range of [420 nm-700 nm]. Ten
spectra were measured from the nucleus of Lymphocytes, which form
a certain type of white blood cells and are commonly met in normal
blood samples. Moreover, eleven spectra were measured from the nu-
cleus of Lymphoblasts, which consistute the disease state of normal
Lymphocytes and are met in blood from individuals with Acute Lym-
phoblastic Leukemia. Thus, out test sample for classification is com-
posed of 10 normal and 11 leukemic spectral responses, each sampled
over 29 equally spaced specral locations. A typical example of each
type of these spectra is presented in Fig. 5.

Similarly to Example 1, a fifth order HONN (4.1), (4.2) was
employed to construct the feature extractor, whose parameters were
selected with the aid of the GA previously described, to improve the

separability of the classes according to the definition provided at
Section III.A.

Besides the separability issue, in this example we test if and how the
feature space topology is altered when using different features. In the
figures that follow, feature 1 and feature 2 are those defined in (2.7) and
were also used in Example 1. Moreover, we used a third feature v3 =
maxtfje(t)jg and a forth feature v4 = (

x

0
je(� )j�d�)=(

x

0
je(�)jd�)

which denote the maximum and the temporal mean location of the ap-
proximation error respectively. Both of them are expected to increase
as the HONN becomes less efficient in approximating the signal.

After a trial and error procedure, we selected pm = 0:35, pc = 0:75,
p = 0:5, k = 0:2. In this example, the GA terminates whenever a max-
imum number of 14 generations has been reached. No further improve-
ment was observed even though we allowed much more generations in
our experimentations. Tables IV–VI give the final values of the fea-
ture extractor parameters that are better suited for Example 2 as they
were provided by the GA, when different combinations of features are
employed.

The parameters �, 
 that do not appear in Table IV, were found to
be � = 0:894 444, 
 = 0:296 163.

The parameters �, 
 that do not appear in Table V, were found to be
� = 0:585845, 
 = 0:250110.

The parameters �; 
 that do not appear in Table VI, were found to
be � = 0:592247, 
 = 0:232779.

Figs. 6–8, illustrate the evolution of the feature space topology for
various combinations of features. Feature 1 was kept fixed. The algo-
rithm achieved zero overlap, while making the classes more dense, for
all feature combinations. In this example the combination of features
1 and 3 gave better results. However,the computation time required
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was approximately 2.3, 2.80, 2.83 min per generation, when features
(v1; v2), (v1; v3) and (v1; v4) were combined, respectively.

V. CONCLUSIONS

We have presented an algorithmic approach to designing a feature
extractor, aiming at highly separable classes in the feature space. For
that purpose we have used a HONN-based nonlinear adaptive filter
equipped with a stable learning law for determining its weights and
a GA for selecting mostly the sigmoid function parameters that appear
in the HONN structure. The performance of the proposed system was
tested on two different problems. Besides the algorithmic nature of the
design process, the proposed methodology yields improved classifica-
tion results, when compared to the ones obtained in [7]. Another ad-
vantage of the approach is that the system performance becomes less
dependent on the classifier.
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Integral Variable Structure Control of Nonlinear System
Using a CMAC Neural Network Learning Approach

Chin-Pao Hung

Abstract—This work presents a novel integral variable structure control
(IVSC) that combines a cerebellar model articulation controller (CMAC)
neural network and a soft supervisor controller for use in designing single-
input single-output (SISO) nonlinear system. Based on the Lyapunov the-
orem, the soft supervisor controller is designed to guarantee the global sta-
bility of the system. The CMAC neural network is used to perform the
equivalent control on IVSC, using a real-time learning algorithm. The pro-
posed IVSC control scheme alleviates the dependency on system parame-
ters and eliminates the chattering of the control signal through an efficient
learning scheme. The CMAC-based IVSC (CIVSC) scheme is proven to be
globally stable inasmuch all signals involved are bounded and the tracking
error converges to zero. A numerical simulation demonstrates the effective-
ness and robustness of the proposed controller.

Index Terms—CMAC, integral variable structure control, learning con-
trol, neural network control, nonlinear system, sliding mode.

I. INTRODUCTION

In 1991, Chern presented the integral variable structure control
(IVSC) to solve the steady-state error problem and enhance the robust-
ness of the traditional variable structure control (VSC) [1]. Chern then
applied this control scheme to a robot manipulator [2], brushless dc
servo system [3], [4], [8], dc motor [5], and induction motor [6], [9],
[11] to demonstrate the feasibility of IVSC. Related research has also
proposed a method of designing IVSC [7]. Other applications include
the engine system [10], the uninterruptible popwer supply (UPS)
system [13], and the voltage regulator system [12]. The IVSC solved
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